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CYSENI

Dear Colleagues,

The International Conference of Young Scientists on Energy and Natural Sciences Issues
(CYSENI 2021) has been organized already for the 17th time since 2004, which became an
annual tradition. We are very proud to bring together talented young scientists to participate in
the 17th CYSENI conference. We expect that this will contribute to exchange of ideas,
improved knowledge of young researchers, development of their acquired abilities and
contribute to increasing level of exercised research activities. The initiative for such an event
came from young and enthusiastic researchers of Lithuanian Energy Institute (LEI). They
realised that there are a lot of young, smart and science-oriented young people and they do need
a place to share their views, generated ideas and present the latest research results.

This year, for the first time in the history of the CYSENI conference, the event was held online.
Due to the challenges of the epidemiological situation, the organizers sought new solutions: the
new website was launched and adapted to accommodate an online format.

However, the challenges had also led to many positive changes. Through RTO Lithuania — an
association of non-university research and technology organizations, we, the Lithuanian Energy
Institute, the Lithuanian Research Centre for Agriculture and Forestry as well as the Center for
Physical Sciences and Technology established a partnership in co-organizing the CYSENI
conference. This partnership allowed us to expand the topics of the conference and it seems like
all of our work has paid off because this year, we had a record-high number of presentations —
178 by 173 participants from 29 countries!

The conference once again has brought together young researchers and scientists to discuss
recent trends in energy and natural sciences sectors worldwide. We are pleased that young
scientists further found the conference valuable to present their up-to-date research results and
share scientific experience.

We thank all the contributors who made this conference possible. This includes all people from
scientific and organising committees. We would like to thank all participants for their
contributions to the Conference and submission of their research papers. Moreover, special
thanks to Keynote speakers - Bogdan Voisiat, Zigmas Balevi¢ius, Ana Luisa Fernando, Paula
Peir6 Garcia, Tomi J. Lindroos, Roman Antipenkov and Erik Kjellstrom.

Sincerely,

Conference Organizers
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Direct laser interference patterning: from basics
to industrial applications

Surface structuring has attracted significant attention due to the rising need of the industrial
sector to improve their products through surface functionalization. An up-and-coming
technology for this purpose is based on laser material processing called Direct Laser Interaction
Patterning (DLIP). It implements interference of multiple laser beams to form periodical
patterns with a single laser pulse directly. This provides the ability to utilize the total laser power
for high-speed structuring of large surface areas. However, in some cases, even higher speeds
are required. Therefore, alternative technologies like roll-to-roll hot embossing must be utilized.
By the synergy of the DLIP technology, which is used for structuring the sleeves (embossing
tool) and the roll-to-roll hot-embossing method, the throughput for the fabrication of
micro/nanostructured polymer foils can be increased at least one order of magnitude.
Furthermore, since the sleeves are processed directly, without lithographic methods, the
fabrication cost of the textured drums can be significantly reduced (up to ~ 90%).

In this talk, the introduction to the Direct Laser Interference Patterning technology is provided.
The key features that give the rising popularity to this process will be discussed. Moreover, the
most interesting applications where DLIP can be implemented are presented, and the future

outlook to the industrial applications is revealed.
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Smarter Communities, a new paradigm for
Europe

The smart community concept is new and evolving as the number of communities using “smart”
technologies continues to grow. This concept is embedded in the H2020 AURORAL project,
which focuses on increasing connectivity and delivering a digital environment of smart objects
interoperable services platforms able to trigger dynamic rural ecosystems of innovation chains,
applications and services. AURORAL digital environment is demonstrated by cost-efficient
and flexible cross-domain applications through large-scale pilots in five European regions. It
builds on an open, API-based, interoperable and federated Internet of Things (1oT) architecture
and includes a reference implementation supporting flexible integration of heterogeneous
services, bridging the interoperability gap of the smart object platforms and creating markets
for services in rural areas. AURORAL has the potential to shape the on-going discussion about
the “Smart Community” approach as it provides a methodological framework needed to address
one of the main challenges embedded in the Smart Villages approach, the lack of digital
infrastructure. AURORAL opens to every European rural region the access to state-of-the-art

digital capabilities and the impacts of those capabilities on regional innovation.
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Decarbonization and electrification in Baltic
countries and Northern Europe

The EU commission is suggesting a significant increase to the ambition level of 2030 energy
and climate policies to stay on path to carbon neutrality at 2050. At the same time, wind power,
solar power, electric vehicles, and heat pumps have developed significantly faster than assumed
in many previous modelling studies. Wind and solar, depending on region, are becoming
cheaper than existing fossil-based capacity, but their variability and acceptability might
increase the costs or limit the build-out. Northern Europe has a high share of combined heat
and power (CPH), but current market situation sees fossil CHPs replaced by biomass CHP,
biomass heat only boilers, or large heat pumps, depending on local policies and resources.
Buildings has been one of most rapidly decarbonizing sectors in the EU as fossil fuels are
relatively easy to replace with solar PVs or heat pumps. However, these technologies might
have limited production during the winter creating additional peak demand to the grid. Seasonal
energy storages would solve many of these issues, but reservoir hydro is still the only
commercial option in a very-large-scale storages. Transport and industry need clean electricity
and heat either directly or as fuels to replace fossil fuels. Direct electrification of personal
transportation (electric vehicles, EVs) seems to be a key technology and EVs are reaching the
cost parity over the vehicle lifetime with gasoline and diesel vehicles during 2020’s. Upfront
costs of EVs might still be an issue, but European countries are increasing taxes of even
planning restrictions on fossil vehicles. Heavy transport and industry are the most difficult
energy sectors to decarbonize and current technology options include direct electrification,
CCS, and P2X. The studied applications vary from sector to sector and upcoming large-scale
demonstrations need to show the feasibility of these solutions.

| PLENARY SPEAKERS
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Advanced Laser Systems at ELI Beamlines
Facility: from 3 TW to 10 PW

ELI-Beamlines facility together with ELI-ALPS and ELI-NP are the three pillars of ELI project,
aimed at enabling unique research capabilities for international users. All three facilities have
state-of-the-art laser systems and secondary radiation sources, which are being used for novel
scientific experiments. ELI-Beamlines hosts four one-of-a-kind laser systems, ranging with
energies from tens of millijoules at 1 kHz repetition rate to kilojoule energy per single shot
every minute. Additionally, there are several support lasers installed, which allows to
commission the technology and prepare for high-energy experiments in parallel with the main
laser system servicing and development. A unique feature of ELI-Beamlines is a potential
ability to synchronize the outputs from separate petawatt lasers with different parameters and
use them in the same experiment. Currently, most of the main technologies have been verified
and the laser teams are working on ramping up the performance of the laser systems to their
nominal level while at the same time performing pilot experiments in the X-ray generation or
particle acceleration fields.

In this talk, the current state of the laser systems in ELI-Beamlines as well as technology and
innovations behind this development are presented. Also, some of the applications and on-going
research are covered briefly.
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Climate modelling in support of adapting the
energy sector for future climate conditions in
Northern Europe

Ongoing climate change is rapid. For Northern Europe, shorter and milder winters and longer
and warmer summers are already observed. Future climate change is unavoidable although the
degree of change is not known as it strongly depends on future emissions of greenhouse gases.
A prominent way of reducing emissions is a shift from fossil-fuel energy sources to renewable
energy. The systems that will provide such energy in the future will be operated in the future
climate. Therefore, it may not be adequate to plan and design these systems solely based on
historical climate information from observations. In this presentation | will talk about the
application of a large ensemble of regional climate model projections for Europe. A range of
indices of relevance for the energy sector has been computed based on these projections for a
number of different future warming levels, i.e. 1.5, 2, 2.5, etc. degrees global warming with
respect to pre-industrial conditions. Changes at these future warming levels relative to the
historical climate will be presented. The results show continued warming, shifting of seasons,
an intensified hydrological cycle all with potential impacts on the energy sector both in terms
of energy production and energy demand. Changes in the wind climate are more uncertain as
are many changes in extreme conditions, partly due to limitations in data availability and

climate model resolution.
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Plasmonics: from biosensing to nanolasers

Presentation is dedicated to the phenomenon of surface plasmon resonance and it’s applications
in the field of optical biosensing, tunable photonic devices and plasmonic based nanolasers.
Various types of plasmonic excitation will be presented and their optical properties discussed.
Special attention will be paid for the reduction of losses in the hybrid plasmonic modes. The
examples of employing plasmonic phenomenon for the detection of proteins interactions such
as SARS-COVID-2, granulocyte colony stimulating factor receptor (GCSF-R) and others will
be presented. Also, potential applications of plasmonics based nanostructures for the new type
of the coherent light sources will be discussed.
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Cultivation of energy crops in marginal soils -
technological, environmental, social and
economic opportunities and risks

An increasing global awareness that the supply and security of petroleum-based materials is
diminishing, coupled with environmental concerns related to climate change, has increased
demand for more renewable, diversified, and sustainable systems. Energy crops are promising
resources which can replace products and materials of fossil origin. Yet, the increasing demand
for biomass may increase the risk of conflicts on land use due to competition for food and feed.
Hence, segregating the growth of dedicated biomass crops on marginal land is considered a
potential option to avoid these conflicts. Studies on the production of energy crops in marginal
soils have been reviewed, taking into account environmental, economic and socio-economic
aspects as also the technological obstacles associated with biomass characteristics and

opportunities and risks will be pointed out.
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OBSERVED AND PROJECTED TRENDS OF NEAR-SURFACE WIND
SPEED IN LITHUANIA FOR ENERGY APPLICATIONS

J. Jankeviciené
Lithuanian Energy Institute
Breslaujos str. 3, LT-44403 Kaunas — Lithuania
juste.jankeviciene@lei.lt

A. Kanapickas
Lithuanian Energy Institute
Breslaujos str. 3, LT-44403 Kaunas — Lithuania
arvydas.kanapickas@lei.lt

EXTENDED ABSTRACT
OVERVIEW

The development of a wind farm usually starts with an accurate analysis of the wind efficiency in a
given area. Recent studies show that wind speeds are changing, especially when considering the
timeframe required for wind farm projects. This study analyses the observed and projected long-term
(up to 2100) changes of the near-surface (or 10 m) wind speed in Lithuania. This study analyses daily
wind speed observations measured at Lithuanian Hydrometeorological stations between 2006 and 2019.
The predicted wind speeds are based on the results of 3 Global Circulation Models for the following
scenarios: RCP2.6, RCP4.5 and RCP8.5.

METHODS

The National Oceanic and Atmospheric Administration (NOAA) provided the historical wind speed
data [1]. Wind speed data are recorded from 1901 to 2020, although many data points are missing in the
early years. In this study, historical wind speed data has been used from 2006 until 2020 as the reference
period (RF). Projected wind speed assessment has been performed using three RCP scenarios: the
mildest RCP2.6, the most realistic RCP4.5 and the most severe RCP8.5. The data has been taken from
IPCC Distribution Center [2], [3], extracted and downscaled. Three Global Circulation Models (GCMs)
were used in this research: MPI-ESM-LR (Max Planck Institute for Meteorology Earth System, further
MPI), HadGEM2-ES (the Hadley Centre Global Environmental Model, further HAD), IPSL-CM5A.-
MR (Institute Pierre Simon Laplace, further IPSL). The analysis of meteorological data was carried out
in two ways. In the first case, all three models (IPSL, MPI and HAD) were averaged and wind speed
analysis was performed. In the second case, the country was divided into four regions: coastal, northern,
central, and southern. The average wind speed for each region was analysed for each model and scenario
separately. In both cases, the 21st century was divided into three periods: the near future (2020 — 2040),
the middle future (2040 — 2060) and the far future (2080 — 2100).

RESULTS

The projected changes in wind speed were analysed using three models, which were averaged into one
and three scenarios: the mildest RCP2.6, the most likely RCP4.5 and the most severe RCP8.5. The
results of the analysis for the near future are presented in Fig. 1 as a map of the wind speed change.
Based on the results of the RCP2.6 and RCP8.5 scenario analyses, the wind speed change across the
whole territory of Lithuania will vary between 0 % and 2 % in the near future (2020 - 2040). Meanwhile,
the most likely scenario shows a significant decrease in wind speeds, which could reach up to 6 % in
most of the country. A decrease in wind speed is expected under the RCP4.5 and RCP8.5 scenarios of
up to 2 % and 6 % respectively in the middle future. In the mildest scenario (RCP2.6), wind speeds
would remain the same or increase slightly. The most optimistic projection shows that wind speeds are
expected to increase by up to 3 % in the distant future (2080 - 2100) across the country. The analysis of
the most realistic projection shows a possible decrease in wind speed of up to 8.2 %. The average
national wind speed reduction could be around 6 % under the RCP4.5 scenario. In the most pessimistic
scenario (RCP8.5), wind speeds would also decrease, but reduction should be less than 2.5 %.
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Fig. 1. Wind speed change in Lithuania under various scenarios in the near future (2020 — 2040).

The regional analysis shows that the mildest scenario RCP2.6 will have little or no negative impact on
wind speed change. The highest increase in wind speed might be noticed in the coastal region in the end
of the 21st century. Meanwhile, the analysis of the most likely RCP4.5 scenario shows that wind speeds
could decline significantly. For example, according to the HAD model, wind speeds in central Lithuania
can be expected to decrease by up to 30 %. Even though RCP8.5 is generally considered to be the most
unfavourable scenario, the analysis shows that this scenario should not lead to such a significant
reduction in wind speed as RCP4.5. Wind speed should remain the same as in the reference period for
all models except HAD in all regions. HAD model shows strong wind speed reduction in northern,
southern, and central regions. The decline may reach up to 20 %. The coastal region is the only region
in Lithuania where an increase in wind speed is expected under any scenario and model.

CONCLUSIONS

This study analysed the projected changes in wind speed in the 21st century. The mildest scenario,
RCP2.6, was found to have a positive impact on wind speed trends. Average wind speeds are expected
to remain constant or increase slightly (up to 3% in the far future). In contrast, the most realistic scenario
RCP4.5 is likely to have the strongest negative impact. The regional analysis of the models shows a
potential wind reduction of up to 30 %. The most severe scenario, RCP8.5, is unlikely to have as strong
a negative impact on wind speed trends as RCP4.5.

Keywords: climate change, wind speed, projections, RCP scenarios
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NEW WAY TO USE CONCENTRATED SOLAR HEATING: DESIGN
OF AN INTEGRATED SOLAR BOILER

Dylan Lorfing, Aras Ahmadi
TBI, Université de Toulouse, CNRS, INRAE, INSA
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Régis Olives, Quentin Falcoz
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ABSTRACT

IPCC (Intergovernmental Panel on Climate Change) recommends in order to avoid global warming
over 1.5°C to reach net-zero of CO; emission by 2050. But in 2018 the global primary energy
consumption mix included 27% of coal, 24% of Natural gas, and 34% of Oil. The high percentage of
using non sustainable fuel sources highlights the importance of reducing the use of fossil fuels in almost
all human activities. Steam boilers, the concentration of chemical products, and desalination are among
the examples where boiling is required in industrial processes. The fuel used in these boilers is generally
fossil fuel.

In this context, a new solar boiler is studied which operates under different boiling regimes with
concentrated solar energy. Such solar energy is provided by a heliostat which concentrates the direct
solar radiation on a small boiling module. As a result of that the boiler is heated and produces the steam
which is extracted from the above.

This Paper proposes a modelling approach, to adjust the use of the concentrated solar boiler to increase
the thermal efficiency of the boiler. The model is capable of describing boiling at different temperatures
under concentrated solar heating. Many application fields, like desalination, perform boiling on a
scaling liquid. This is the reason why the film boiling regime at higher temperatures is important to take
into consideration. Under this boiling condition, a thin vapor layer is formed between the receiver and
the liquid and the contact between the surface of solar the receiver and the liquid can be avoided to
improve the equipment’s lifetime. The thermal efficiency of the boiler, was 0.934 and 0.781,
respectively in nucleate and film boiling. A 200 m? solar field (mirrors) allowed to reduce the equivalent
carbon footprints by 0.281 kg CO-Eq per 1 kWh of steam power produced when replacing a natural
gas boiler with a solar boiler.

Keywords: Concentrated solar heating, Solar energy, solar boiler modelling, Boiling
INTRODUCTION

Climate change could be one of the most important challenges facing humankind
currently and, in the decades, to come. To limit the global rise in temperature below 1.5°C
above the pre-industrial level, the Intergovernmental Panel on Climate Change (IPCC)
recommends reducing emissions of CO2 by 45% between 2010 and 2030 and reach net-zero by
2050 [1].

The difficulty of reversing the curve of CO2 emission can be explained by the heavy
dependence on fossil fuels as the primary energy consumption mix, 27% of coal, 24% of natural
gas, and 34% of oil in 2018 [2]. Also, the distribution of CO2 emissions in nearly all human
activities implies structural changes in all these fields.
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In this context, new solutions have to be found and implemented, not only in terms of
energy sources but also in their different uses. Solar energy is already well-established
renewable energy. For examples the evolution of electricity production with photovoltaics
started from 6 GW installations in 2006 up to 505 GW installations in 2018, and that of the CSP
(Concentrated Solar Power) from 0.36 to 5.47 GW installed at the same period of time [3].

On an industrial scale, a boiler could be used in the food industry for cooking, distillation,
building materials industry, or generally in all chemical industry. The steam production in steam
boilers ranges from a few kg.h™ to 55 000 kg.h™* depending on the scale and use (~ 38 MW)
[4]. The efficiency of a boiler is defined by the ratio between the sensible and latent heat
necessary to generate the steam, and the input heating power. In conventional boilers, typical
efficiency will depend on the fuel used (=95% for natural gas, 92-95% for oil, and 88-92% for
coal) [5].

Since boilers are wildly used, boiling process have been widely studied for a long time.
It is interesting to note that the boiling process can occur in different regimes, depending on the
heat flux transmitted to the fluid and the temperature of the hot source in contact with the boiling
fluid. (i) For a very small heat flux and low temperatures, natural convection usually occurs,
(if) when heat flux increases together with the hot source temperature, nucleate boiling appears.
(iii) When the heat flux becomes too imperative, the liquid cannot access the hot surface
because of the vapor formation and a vapor film takes place between the heating surface and
the liquid, this boiling regime is called film boiling [6]. Generally, nucleate boiling is preferable
compared to film boiling because the heat transfer is much more efficient under these
conditions. This work considers both nucleate and film boiling regimes. In fact, for certain
boiling fluids with scaling or corrosion problems, such as in desalination, film boiling can be
used avoid the direct contact between the fluid and the hot source [7].

METHODOLOGY
Integrated solar boiler modelling

A simple model of a solar boiler has been developed. The solar boiler is composed of (i)
a solar field which collects and concentrates solar energy, (ii) a receiver which receives the
concentrated solar energy before transmitting it to the boiling fluid, (iii) a tank where boiling
takes place as shown in Figure (1).

The solar receiver is defined by its material characteristics, geometries, and thermal
properties. Where these parameters are the receiver temperature (Ts), the heat exchange surface
of the receiver (S), its emissivity (&s), its upward view factor (F), and its rugosity for the surface
in direct contact with the boiling fluid (Rp).

qugi Qloss
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Fig. 1. lllustration of the solar boiling module
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The tank where boiling takes place it is large enough to encapsulated the desired pool
boiling. It is also considered as well insulated, Meanwhile the temperature in the tank is equal
to the bubble point (Ty), determined according to the operating pressure P in the tank. The
overall heat balance for water in the tank is given in Equation 1.

7ﬂv,out- (hv,out - hl,in) + ml,out- (hl,out - hl,in) = va (1)

Qb = Qrad - Qloss- (2)

With rhy o, and m, ., respectively the mass flow rates for the outlet vapor and outlet
liquid in kg.s™ (the mass balance implies for the inlet mass flow rate ri, = i1y gue + Myt )-
hyin, hyout, @Nd hy oy are the mass enthalpies in J.kg™ respectively for the inlet liquid, the
saturated vapor, and liquid at the outlet. Q, (in W) is the boiling heat power effectively
transferred to the fluid in the tank, Q.4 (in W) the concentrated solar power at the receiver.
Q1oss (in W) is the power loss from the receiver by radiosity, which is the combination of power
emitted by radiation and reflection by the receiver. The calculations of fluid and thermal

properties have been carried out using the CoolProp library [8] on Python programming
language.

Formulation of heat transfer terms

The completion of the heat balance equation requires the knowledge of concentrated solar
power at the receiver (Q,.q4), power loss by radiosity (Q.ss), and the temperature at the receiver
which depends on the magnitude of boiling heat (Q,) as well as the geometries of the receiver.

The concentrated solar power (Qq,1.r) denotes the radiative solar power reaching the
receiver level resulting from the concentration and optical devices beforehand and which
depends also on the available Direct Normal Irradiance (DNI). Details of its calculation are
given in Section 2.2. The energy losses from the receiver are estimated by following the method
proposed by Modest [9]:

) Q'md.F.(é—l)+S.F.053.Ts4
Qross = T (i—l).(l—F)

€s \&s

©)

With Q.4 the concentrated solar power at receiver in W, & the receiver emissivity, S the
receiver surface in m?, osg the Stefan-Boltzmann constant, and F the view factor between the
receiver surface and the surrounding.

Depending on the temperature and heat exchange surface of the receiver, two boiling
conditions can occur for a given boiling power Q,: (i) nucleate boiling condition following the
correlation of Cooper [10] given in Equation 4, and (ii) film boiling using Equation 5.
3

0, =S. (55_ (Pr)o.12—o.21.1og(Rp)_ (—log(B.))~55. M5 (T, — Tb)) (4)

Qb =h.S.(Ts — Tp). )

With P, the reduced pressure of the fluid (Pr = P/Pc), Rp the rugosity of receiver surface
in um, M the molar mass in g.mol?, and Ts and Ty, the receiver and boiling temperature in K,
respectively. In Equation 5, h is the film boiling heat transfer coefficient involving both
conductive and radiative heat transfers, which is estimated using the methodology proposed by
Rohsenow et al. [11].

Supply of concentrated solar energy

A concentrated solar thermal system can be described by four principal steps illustrated
in Figure 2, (i) the collection and concentration of the solar energy through mirrors and
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reflectors, (ii) the conversion of radiative solar power into thermal power via a receiving system
allowing to transfer the heat to a fluid, (iii) the storage of heat using intermediate thermal fluids,
and (iv) the conversion of heat to other forms of energy through different thermodynamic
cycles. In this context, the boiling is usually carried out at the end, i.e. at the level of
thermodynamic cycles, and it is not directly implemented at the level of the solar receiver (Step
2 in Figure 2). Only a few designs study the boiling directly at the receiver level, for instance,
the 9 MW linear fresnel installation of Llo (France) [12]. In such a configuration, the storage is
made thanks to steam accumulators. One of the principal interests of direct boiling at the solar
receiver is to avoid the use of intermediate thermal transfer fluids, which are generally
expensive and environmentally harmful.

Here, we are interested in the first step of the collection and concentration of solar energy.
Table 1, compares the characteristics, performance, and particularity of different solar
concentrator systems. Among these concentration technologies, reported in Table 1, only the
solar tower and Beam-Down are suited for an integrated solar boiler with a pool boiling
configuration. These two systems allow for high concentration factors (>1000) and working at
high temperatures. At smaller scales, Beam-Down is preferred due to the lower construction
costs and the convenience of receiving the concentrated solar power at the ground level.

Knowing the optical efficiency of the collection and concentration systems down to the
receiver (n), the DNI in W.m™, the concentration ratio C (C = Smimor/S), and the solar field
(Smirror), the concentrated solar power at the receiver can be determined:

Qrad = N.Smirror- DNI . (6)
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Fig. 2. Presentation of conventional concentrated solar thermal system (example of solar
tower)

Table 1. Characteristics and efficiency of different concentrated solar thermal
technologies [13].

Technology Parabolic trough  Solar tower  Fresnel reflectors Dish Stirling Beam-down
Collector shape Parabolic trough  Heliostats field Linear lame Parabolic Heliostats field
Focus Linear Punctual Linear Punctual Punctual
Concentration ratio 70 - 80 > 1,000 60 > 1,300 > 1,000
Working 350 - 550 450 - 600 390 550 - 750

o 570
temperature (°C)
Optical efficiency 0.60 - 0.65 0.58 -0.78 0.40-0.50 0.85 0.40

m

Particularity

Use a Stirling engine  Two

No storage

reflections
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Performance criteria

In the present work, two performance criteria were retained to study different boiling
scenarios: (i) the thermal efficiency of the boiler (nyoier), and (ii) the equivalent carbon
footprints (expressed in kg-CO2,¢q) using the global warming potential impact category (climate
change, GWP100a) of the IPCC 2013 in Ecoinvent (version 3.4) [14], for 1kWh of steam energy
produced.

For a conventional boiler, the thermal efficiency is defined as the ratio between the
boiling thermal energy (Q;,) and the input thermal energy supplied (Qiy):

Nboiler = ((22_:1 (7)

The input heat (Q;,,) of a fuel boiler is the product of the fuel mass flow rate and its heating
value. When concentrated solar thermal systems are used for energy supply, the input heat is
equal to the concentrated solar power at the receiver (Q,.q) given by Equation 6, and the boiling
thermal energy (Q,) which represents the effective heat transferred to the fluid in the boiler as
formulated by Equation 2.

RESULTS AND DISCUSSIONS
Thermal efficiency of solar boiler and importance of design parameters

The model is applied to a small and medium scale receiver, respectively with a diameter
of 0.1 m and 0.5 m. The same DNI of 800 W.m2 was set for all the cases studied. The solar
field has been defined according to the required area of the reflecting mirrors (Smirr) and has
been adjusted to correspond to a beam-down installation with a typical optical efficiency () of
0.4 and a concentration ratio (C) of 1,000. In addition, the following properties have been fixed
for the receiver: emissivity (&s) of 0.8 representing the order of magnitude of emissivity for
several conductive metals; rugosity (Rp) of 50 um; view factor (F) of 1 suitable for a flat or
convex receiver surface.

The following Table 2 summarizes the thermal performances and capacities of the solar
boiler for different receiver scales under two different boiling regimes.

Table 2. Thermal performance of solar boiler for different scales of receiver and two different
boiling regimes

Receiver boiling Tboiler Qrad (kW) Qb Qloss Ts Shirror

diameter (kw) (kw) (K) (m?)

d=10cm nucleate 0.792 2.513 1.990 0.510 375.3 7.9
film 0.561 2.513 1409 1.095 11354 7.9

d=50cm nucleate 0.792 62.832 49.750 12.743 3753 196.3
film 0.507 62.832 31.859 30.756 11955 196.3

Overall, as expected, the solar boiler under nucleate boiling is more thermally efficient
than the film boiling (with thermal efficiency of 56% for film boiling versus that of 79% under
film boiling for a small receiver with d = 10cm). In addition to that, the performance of the
solar boiler is not directly influenced by the size of the receiver in nucleate under the boiling
conditions. Referring to Table 2, the boiling power transferred to the liquid (Q,) in the case of
nucleate boiling with the largest receiver (d = 50cm) is about 50 kW which corresponds to 69
kg.h of a pure generated steam. In this case, a solar field of almost 200 m? is needed, which is
relatively small and suitable for the order of magnitude of thermal power in Beam-down
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technology, for instance, the ,,Masdar City Abu Dhabi 100 kW Beam-Down* with a solar field
of 280.5 m? (first reflectors) and a secondary reflector at an altitude of 16 m, and land use of
approximately 1,075 m?[15].

In Table 2, the performance of the solar boiler under film boiling decreases by increasing
the size of the receiver. This can be explained by the increase in radiosity losses at the relatively
higher temperature (1195.5 K) in the second case (50 cm receiver), compared to the first case
(10 cm receiver) where the temperature of the receiver is 1135.4 K. However, it should be noted
that the change in thermal efficiency under film boiling depends on both the heat transferred
through the receiver and the surface of the receiver, therefore the surface of the receiver is not
the only primary factor to consider. Depending on the required capacity of the boiler, the mirror
area of the solar field is approximated, then depending on the technical constraints, such asthe
melting point of the receiver, the receiver area can be approached to improve the thermal
efficiency, i.e. a lower surface temperature, and to avoid the melting.

Simulations were also carried out based on the 50 cm receiver with different view factors
(F) in order to show the effect of the view factor on the performance of the boiler. The view
factor can be changed by modifying the cavity effect of the receiver. The results are summarized
in Table 3. As shown in Table 3, the view factor of the receiver has a large impact on the
performance of the solar boiler; for example, decreasing F from 1 to 0.25 provides 18%
efficiency improvement under nucleate boiling. It is important to note that a receiver with a
view factor of around 0.25 is practically feasible to realize.

Table 3. Influence of view factor on the thermal performance of solar boiler (receiver
diameter = 50 cm)

Nucleate Film

F boiling boiling
MNboiler Nboiler

0.25 0.934 0.781
0.50 0.881 0.655
0.75 0.834 0.569
1.00 0.792 0.507

Comparing carbon footprints: industrial fuel boiler versus solar boiling

From the perspective of thermal efficiency, there is a considerable gap between a fuel
combustion boiler and a solar boiler. Nevertheless, a stand-alone thermal comparison between
the two approaches is not fair, as the fuel energy, in this case, is neither free nor renewable,
while in the case of the solar boiler, the energy used is almost free and without involving the
use of fossil fuels which implies both the depletion of resources and the emission of greenhouse
gases. To take this point into account, a comparison of the carbon footprint was made between
an industrial boiler operating on natural gas and a solar boiler.

Life Cycle Assessment was carried out on the two boiling scenarios, thanks to Umberto®
software. The functional unit was the production of 1 kWh of steam power from boiling with a
corresponding boiling capacity and over a lifetime of 20 years for the entire solar boiling
process. The impact category of global warming potential (climate change, GWP100a) from
IPCC 2013 in Ecoinvent (version 3.4) was chosen for the calculation of environmental impacts
[14]. When considering the industrial boiler, the infrastructure, the electricity, and fuel
consumption are taken into account, using the module ,,heat production, natural gas, at boiler
condensing modulation <100 kW [Europe Without Switzerland] *“ of Ecoinvent dataset (Version
3.4).
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Regarding the Solar Boiler, a receiver with a diameter of 0.5 is taken. The other
parameters of the solar boiler are taken as follows: view factor 0.25, emissivity 0.8, DNI 800
W.m?2, Solar field 200 m? The infrastructure of the solar field is taken into account. The
construction of the boiler tank is considered equivalent to the construction of a gas boiler. For
the supply of solar energy, the infrastructures are based on the dimensions provided in the
literature [15]; these dimensions allow to estimate the quantity of steel, concrete, and mirror, as
well as the number of motors required. The impact of the production of these materials was
taken into account using the Ecoinvent dataset. The electricity necessary for the operation of
the solar tracking and for pumping is taken into account using the low voltage market in Europe.
The overall inventory of energies and materials used is given for 1 kWh of steam produced in
Table 4.

Table 4. Inventory of materials for the calculation of the impact of 1kWh steam production
with solar boiler

Category  Material Quantity Unit  Process Ecoinvent
Equipment Solar Boiler Tank  4.07 x 1077 unit gas boiler production [RER]
Steel 1.42 x 1072 kg hot rolling, steel [RER]
Mirror 9.27 x10* kg flat glass production, coated [RER]
Concrete 1.44%x10° m? market for concrete, 20 Mpa [GLO]
Motor 488 x10° kg electric motor production, for
electric scooter [GLO]
Energy Electricity 1.86 x 102 kWh  market group for electricity, low
voltage [Europe without
Switzerland]
Solar energy 2.68 kWh  Energy, solar, converted [natural

resource/in air]

Based on the production of 1kWh of steam power, the equivalent carbon footprints for
these two scenarios are: 0.297 kg.CO»-Eq in the case of a natural gas boiler and 0.016 kg.CO»-
Eq in the case of a solar boiler with infrastructure included. It should also be noted that 67% of
the footprints reported in the first case (natural gas boiler) are linked to the combustion of
natural gas.

CONCLUSIONS

The present work aimed to study the performance of a solar boiler for the direct use of
solar energy concentrated at the solar receiver. A simple and comprehensive model was
developed and presented based on the main operating and design parameters of the solar boiler
(shape, geometry, scale, and thermal properties of the receiver) under different boiling
conditions (nucleate and film boiling) and the specificity of optical installations for the supply
of concentrated solar energy.

Depending on the scale and boiling regime of the solar boiler, the thermal efficiency was
between 0.72 and 0.86, which is smaller than that of an industrial fuel-fired boiler (0.95).
However, comparing a fuel-fired boiler and a solar one from the perspective of thermal
efficiency alone, is not fair, as fuel-based boiling requires fossil energy that is neither free nor
renewable. The gain in equivalent carbon footprints in the case of a solar boiler, i.e. 0.281
kg.CO2-Eq avoided for 1 kWh of steam power produced when replacing a natural gas boiler
with a solar boiler, makes it possible to fill the gap.
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Although the thermal efficiency may decrease under the film boiling regime, the change
in thermal efficiency under this boiling condition depended on both the amount of heat supplied
to the receiver and the scale of the receiver, therefore in the case of film boiling, a combination
of these two parameters (receiver scale and input power) should be investigated to achieve
better thermal yields while meeting the physical constraints related to the material of the
receiver for an operation at high surface temperatures. From a broader perspective, given the
input of concentrated solar energy, the relevant study and optimization of such a solar boiler
require taking into account all fundamental design parameters of the receiver, including the
scale and choice of materials, geometry, and shape of its cavity.
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ABSTRACT

Solar photovoltaic (PV) systems are of great interest for electricity generation in recent days due to
depletion of fossil-fuelled energy sources, global warming and clean environment. The use of these
systems is mainly encountered in many applications that have been common in our daily life. These
applications can be on-grid and off-grid power generation, charging stations for various electric
vehicles (EVs) such as plug-in EVs, electric forklift, electric motor bike, golf carts etc. This
investigation proposes an approach to design an efficient charge controller used in a solar PV charging
station for charging EVs with various energy capacities. In such charging stations, maximum power
point tracking (MPPT) plays major role in improving efficiency and there are few ways to do that, one
is to employ a dc-dc converter based on switching mode devices. For the implementation of the charge
controller, a DC-DC buck converter is considered to integrate a MPPT system in which the real coded
genetic algorithms technique is employed rather than using deterministic iterative methods to rapidly
and precisely find the maximum power point under varying environmental conditions. The designed
system is simulated by MATLAB/Simulink and initial findings are consistent and promising, and will
be given more in the full paper.

Keywords: Solar photovoltaic, global warming, fossil-fuelled energy sources, charging stations,
maximum power point tracking.

INTRODUCTION

Nowadays, solar energy is being prevalent in renewable energy resource because of its
feasibility and convenience. Solar energy becomes the surrogate origin due to depletion of
conservative resource. Solar energy is effluence free, hygienic, and lavish in convenience and
contains less overhaul. The coherence of photovoltaic system diminish gradually due to non-
linear features of PV array and atmospheric disorder. The maximum power at the output of PV
array varies with respect to climate situation and illumination. [1] The way of converting
sunbeams energy into electrically powered energy is done by PV scheme. A quantity of
electrically linked solar chambers installed in a supporting assembly or mount is called PV
units. [2] A solar PV system can be divided into two types, one is a Standalone PV system and
the other is Grid Connected PV system. During the day, when solar energy is easily accessible,
energy will store in battery that power can be used to feed the loads or the DC micro-grid in
darkness or in cloudy weather. The solar control regulator used to charge the batteries in electric
vehicles such as golf carts, forklifts, and electric motor bikes etc. [3] DC-DC converter topology
use to distribute power among photovoltaic module and battery to be charged. DC-DC converter
alters DC input voltage into DC output voltage, with size of smaller or greater than the input
voltage. A lot of work has been done in the past years to design and build high-efficiency DC-
DC converters that can be used in domestic solar systems. [4]

The main tenacity of this paper is to design an efficient regulator that will be used in solar
PV charging systems. To withdraw the maximum power from the PV panel we use perturb and
observe algorithm while adjusting the battery state of charge. [5] The DC-DC converter is used
between the battery and solar array to reach maximum power. The buck charge controller
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controls the battery via multi-stage charging approach in order to keep the battery in charging
state effectively deprived of scarring it from excessive charging gas and overheating. The most
frequently used type is the valve-regulated lead acid battery (VRLA) because it is inexpensive,
maintenance-free, and highly efficient. [6] Although the cost of battery installation is relatively
low compared to PV, the cost of battery life is significantly increased due to the limited service
time.

PURPOSED METHODOLOGY

The purposed scheme established on four different parts: solar PV panel, solar regulator
(MPPT), DC-DC converter, and battery. [7] Fig. 1 shows the general block diagram of solar
charge regulator based PV system.

PV PANEL

In this system two series and ten parallel modules of PV array each of 190W power are
being used. The open circuit voltage is 45.4V and the short circuit current is 5.44A. Two PV
panels are connected in series so overall open circuit voltage is 90.8V. The description of PV
array is given in table below.

Table 1. PV Array Description

Pmp Cells Vmp Imp B o
190 W 72 36.2V 525A | -0.34401 %/°C | 0.052996 %/°C

MPPT CHARGE REGULATOR

In solar panels, there is a peak spot wherever the voltage and current are on their peak
value that specific point is called the maximum power point of solar panel. In a photovoltaic
system, the current-voltage curve varies with respect to irradiance and temperature. When the
environment is changed like most cloudy and sunny the temperature and irradiance also change.
[8] By perturb and observe (P&O) method, MPPT based efficient regulator will design. The
point where the voltage and current values are maxima known as the “knee” of the curve.
Mainly used method of MPPT algorithms are: [9] Perturbation and Observation (P&O)
algorithm and Incremental Conductance (IC) method.

/ a4 I
PV DC-DC

Panel / Converter Load

/ N y

V-Sensor

|-Sensor MPPT
Controller

Battery

Fig. 1. General Block Diagram of Solar based MPPT
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PERTURB & OBSERVE (HILL CLIMBING) METHOD

In MPPT, hill climbing (P&O) method use to withdraw the extreme power from the
system. In this method, due to a small increase in power change in the photovoltaic module.
The output power is measured and compared with the old power and check if the system is
reached to maximum point otherwise it increases the power until the maximum point is
achieved. This is a commonly used method due to the ease of its implementation. In this
method, perturbation is given to the PV array. If the PV module voltage is increased or
decreased we can see the power is increased or decreased. [10]

In Fig. 2, the process of MPPT based (P&O) method is presented. The MPPT duty
controller is being connected with the PV array and battery. It measures PV array and battery
voltages. MPPT controller check battery voltages and see if the battery is fully charged or not.
If charging of the battery is being reached its maximum point then the charge controller stops
the charging to prevent battery overcharging. If the battery is not fully charged then the
regulator charges the battery by using DC-DC converter. By measuring the voltage and current
charge controller measures the new power and compares it with the old power. If the new power
is bigger than the old power, to draw out the extreme power from PV plate we increase PWM
based duty cycle. [11] If new power is smaller than the old power then we decrease the duty
cycle so we can achieve our maximum point. Perturb and observe method is very simple to use
and available at low cost with high precision.

Qgin P&O Mgnn’tD

Measure V{K). I(k)

¢

P(k) = V(K) = I(k)
APk =V(k) —V(k—1)

¥ v ¥ v
Decrease Module Increzse Module Decrease Module Increase Module
Voltage Voltage Voltage Voltage
" ¥ ¥ ¥
¥
Update History

. V(k—1) = V(k) and P(k — 1) = P (k)

Fig. 2. Flowchart of P&O Method
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DC-DC BUCK CONVERTER

A step-down converter or dc-dc buck regulator converts the dc input voltage to regulated
dc output voltage whose value is less than the input. The converter has a dc bias current and
single voltage that allows controlling the voltage at output side is less than the input voltage
level. By controlling the switching cycle we can maintain the dc stable output voltage. [12] The
dc output is having some squared wave characteristics.

Buck converter operation divide into two modes, initially, the regulator is in open
condition. When regulator is locked (closed) for first time the diode acts as an open circuit and
the current starts to increase across the inductor after sometime current starts to decrease and
voltage also decreases so at that interval energy will be stored in shape of magnetic field with
the support of inductor. Initially the regulator is undefended the power stowed in inductor
release energy across RC circuit. [13]

Iy f: Q] f.r.
oO——» g i
+ + . +
4 i il wisl,
v T Cin & v
V. V..
' G Load e
o - - — N

Fig. 1. Buck Converter Circuit Diagram

The duty cycle of buck converter can be measured by the proportion between the output
voltage and input voltage as mention in equation 1. [14]

Vo
D= v 1)
For a good estimation the inductor value can be calculated by equation 2, where D is duty

cycle, fsw is switching frequency, Al is the inductor ripple current which is ten to thirty percent
of output current, and Vo is the voltage at output side.

_ Vout(1-D)
L_ fswAIL ' (2)

Also, the minimum value of output capacitor can be calculated by equation 3, where AlL
is the inductor ripple current, and AV, is the capacitor ripple voltage which is one to five
percent of output voltage. Buck converter description show in below table.

AL
Cout(min) = AV (3)

Table 2. Buck Converter Specification

Inductor (L) | Capacitor (C) | Resistance (R) V_out Fre(?slés)ncy
500mH 1F 0.0010hm 12.98V 10,000Hz
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BATTERIES

Rechargeable batteries are energy-storing devices that transforms the one type of energy
into another form. Nowadays, societies are using additional storage batteries instead of
disposable equivalents for the reason of cost and environmental changes. [15] Lead acid battery
with capacity of 12V 255Ah used in this system. The description of lead acid battery is:

Table 3. Lead-Acid Battery Description

Nominal Rated Initial | Maximum | Fully Charged | Discharge | Response
Voltage | Capacity | SOC (%) | Capacity Voltage Current Time
12v 255Ah 0 265.62Ah 13.06V 51A 1s

RESULTS AND ANALYSIS

In Simulink model of standalone PV system, we see that PV panel is connected with MPPT
and boost converter and then that boost converter link with buck converter to step down the
input voltage to achieve our required voltage and that buck converter is connected with battery.
Simulink Model of PV charging station is given in Fig. 4.
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Fig. 2. PV Charging Station

To withdraw the maximum power at different irradiance from PV panel, MPPT (P&O)
method will use. Boost converter connects with PV panel and PV panel is connecting to
photovoltaic based (Perturb and observe) method. In Fig. 5 Simulink model of (P&O) method
is displayed.
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Fig. 3. Simulink Model of P&O Method

At STC (1000 W/m?), the output waveform of Vpy, lpy, and Pey is shown in below
figures, we also see that we reached our maximum value but there are ripple in voltage and
current, we can reduce these ripple by changing the value of capacitor and inductor.

Maximum Power Point Voltage Maximum Power Point Current
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Fig. 4. Vpv at STC Fig. 5. Ipvat STC
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In this paper, buck converter uses to lower the boost converter voltage, to accomplish our
desire output so we can charge the battery. We design a controller that can provide a PWM
signal to the DC-DC buck converter. In this controller, first we compare our output voltage with
reference voltage by using a comparator. The comparator output is a fault signal which is
improved by using a gain amplifier. The output is assimilated but the integrator retunes by using
timepiece pulse, the clock pulse frequency will be the sawtooth carrier wave frequency. Another
comparator compares the saw tooth upsurge with the locus voltage and in response PWM signal
is generated. Relay digitized the message i.e. in binary version zero (0) or one (1). Controller is
givenin fig. 9

l—.1
Anmlii comparator_1 .
Integrator with res et pTE Output_volage
Relay Comparstor 2 f ] _

P A Iis) *
j_ _ % Reference_Voltage

] ,

Fig. 7. Buck Converter Controller

Scopel

In below results, we see that when we run the circuit our voltage and current start
increasing and our SOC of battery is at 0.01%. At time 0.7 sec our circuit reaches the require
value like V out=12.98V and | out= 50A and after that it takes time to stable the voltage and
current. At 1.8 sec our required voltage and current is steady (constant) after 2.23 sec the battery
starts charging and the value of SOC start increasing.
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Time Series Plot: lout Output Voltage
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Fig. 8. Battery (Lead Acid) Charging (I) Fig. 9. Battery (Lead Acid) Charging (V)
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Fig. 10. Battery (Lead Acid) SOC (%)

Lead acid battery state of charge relates with lithium-ion battery state of charge in Fig. 11.
We perceive that lithium battery charge fast as liken to lead acid but as relate to cost lithium
batteries are affluent. So, that’s why we use lead acid battery in our system.
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Fig. 11. Lead Acid associate with Lithium lon

Lead acid battery relates to nickel-cadmium battery and we proverb that nickel cadmium
battery takes extra time to charge as liken to lead acid battery. The performance and settling
time of lead acid battery is better than nickel cadmium battery.

Comparison b/w Lead Acid and Nickel Cadmium
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Fig. 12. Lead Acid SOC relates to Nickel-Cadmium SOC
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Table 4. Comparison of Different Batteries

Batteries Intricac Distinguished Settle down Converges
y Parameters Time Speed
Lead Acid Low Voltage & Current 2.23s Moderate
Lithium lon | Moderate Voltage & Current 2.18s Fast
N'Ck.el Moderate Voltage & Current 2.5s Moderate
Cadmium
CONCLUSION

In this paper, our main goal is to design an efficient charge controller that can charge our
battery. From PV panel, maximum power will extract by using Perturb and Observe MPPT
method. We design an efficient controller that can help our circuit in charging. The suggested
method is capable of charging the battery at different Irradiation. Initially when we run the
simulation, we observe that our voltage and current increasing linearly but at certain time it
stops increasing because our battery needs 50A for charging. By results, we verify that the
efficient controller charges the battery at constant current and at constant voltage. The design
system is simulated in MATLAB/Simulink R2015a. This system will be used in home-based
PV system, golf carts and electric bike.
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ABSTRACT

Becoming the world’s first climate-neutral continent by 2050 is the greatest challenge and opportunity
of our times. To achieve this, the European Commission presented the European Green Deal, the most
ambitious package of measures that should enable European citizens, businesses and science to benefit
from sustainable green transition. To make this transition large amount of wind and solar power will
inevitably be used in EU countries. This paper analyses the technical and economical possibility of
stand-alone hybrid power system for a small residential area encompassing 12 blocks of flats with 216
flats located in the suburbs of Klaipéda, in Lithuania. HOMER Pro software is used for energy system
modelling. Main types of electricity generation and storage systems are overviewed, optimal system
configuration options, dependence on environmental conditions are investigated.

Keywords: techno-economic, off-grid hybrid system, wind power, solar power, battery technology,
Lithuania.

INTRODUCTION

Climate change, rising fossil fuel prices and requirement all over the world for energy
security have accelerated the progress of renewable energy sources. The traditional fossil fuel-
dependent energy sector has significant human activity impact on climate changes [1]. To
reduce the effects of human activities on the environment European Commission presented the
European Green Deal. The European Green Deal is a new growth strategy to make the European
Union's (EU's) economy sustainable. This will be achieved by turning climate and
environmental challenges into opportunities and ensuring that the transition is fair and inclusive
for all. The main objectives of the new strategy are as follows - there are no net emissions of
greenhouse gases by 2050, the economic growth is decoupled from the use of resources, no
person and no place are left behind [2].

Even though grid electrification is the first-choice of electricity supply in most countries,
it is often un economical and expensive especially in low demand and isolated areas. A possible
solution to this is to combine different renewable energy sources to form a hybrid system where
a deficiency in the output of one system will be compensated by the other. These systems cost
less, provide cheap power to remote villages, have shorter development period, are almost
pollution free, are user and socially friendly and are important sources of energy for schools,
hospitals and clinics, shops and public places in remote areas [3].

The HOMER Pro (Hybrid Optimization Model for Electric Renewables) software is
appropriate for carrying out techno-economic, suitability, optimization and sensitivity analyses
of hybrid renewable energy systems [4]. Therefore, a techno-economic and environmental
performance assessment of a hybrid system is performed, using HOMER Pro software, a small
residential area in the suburbs of Klaipéda, in Lithuania. The optimal configuration, relevant
economics, electricity output of the hybrid system are being analysed in this study.

A remote prosumer (Fig. 1) consumes electricity at one point and produces it at a power
plant in another location. These two points can also be adjacent plots or be in different parts of
the country. All electricity supplied to the grid by a remote prosumer and recovered elsewhere

WWW.CYSENI.COM



mailto:Benediktas.Paulauskas@lei.lt

Is charged for the use of the grid. In all other cases, it is subject to the same accounting principles
as the average producer [5].

Fig. 1. A remote prosumer.

METHODOLOGY

The Homer Pro 3.14.4 was used to design a hybrid renewable energy system that power
generation is proposed for an off-grid remote household’s village in the suburbs of Klaipéda,
in Lithuania. Hybrid renewable energy system is a combination of different renewable energy
sources such as photovoltaic (PV) cells, wind turbines, fuel cell etc. In this particular case, a
system was designed considering that it could consist of solar PV panels, wind turbine and
biodiesel-generator as power generators, Li-lon battery for energy storage, and converter. Cost
and lifecycle of separate components of the system are provided in Table 1. The system was
optimized using a controller under the Loading Following (LF) strategy which is the optimal
strategy for systems with a lot of renewable power that sometimes exceeds the load. The
discount rate was used 5 % in calculations.

Table 1. Capital cost, replacement cost, operational & maintenance (O&M) cost and
lifetime of each component.

Component Capital cost Replacement cost O&M cost Lifecycle
($/kw) ($/kwW) ($/kW/year) (years)
PV system 600 400 10 25
Wind turbine 800 600 16 20
Battery 550 400 10 15
Biodiesel- 500 500 0.03 (€/op. hour) 15000 (hours)
generator
Converter 300 300 0 15

In addition, a summary of the available resources of the designed system (Fig. 2)
including their characteristics can be seen below:
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e PV system: a generic flat plate PV optimized by Homer optimizer was used for
this analysis. Capital price for PV system was chosen like a large sun energy park
price per KW.

e Wind turbine: a generic wind turbine with hub height 120 m was chosen for this
analysis. Capital price for wind turbine was chosen like a large wind park price
per KW.

e Biodiesel-generator: an auto-sized diesel generator with fuel consumption 0,236
I/hr/kW and fuel price 1 $/I was used to ensure energy demand.

e Battery: the energy stored in batteries is used when there is insufficiency of solar
and wind energy to meet the electrical energy demand. A generic Li-lon battery
was optimized by Homer optimizer and used in this study.

AC DC
Gen Electric Load Py
o e ﬂ
 — - = )
224600 KWh/d
462 35 kW peak
1 Converter 1KWh LI
|J o]

Fig. 2. Configuration of a hybrid renewable energy system.
RESULTS AND DISCUSION

The hybrid renewable system was optimized by varying the capacity of wind turbine, PV
cells, the number of batteries and the biodiesel-generator power output. The optimization results
for Klaipéda suburbs are listed in Table 2 with a yearly mean wind speed of 7.31 m/s, and a
biodiesel price of 1.00 $/. As demonstrated in Table 2, the optimal off-grid hybrid energy
system is the wind / PV / battery which contains 187 kW PV panels, 390 kW wind turbine,
903 kWh Li-lon batteries and 245 kW converter.

The cycle charging (CC) strategy is a dispatch strategy whereby whenever a generator
needs to serve the primary load, it operates at full output power. Surplus electrical production
goes toward the lower-priority objectives such as, in order of decreasing priority: serving the
deferrable load, charging the storage bank, and serving the electrolyzer.

The load following strategy is a dispatch strategy whereby whenever a generator operates,
it produces only enough power to meet the primary load. Lower-priority objectives such as
charging the storage bank or serving the deferrable load are left to the renewable power sources.
The generator can still ramp up and sell power to the grid if it is economically advantageous

[4]

Table 2. Comparison of optimal hybrid system.
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Architecture Cost

-~ + =] E PV T 6 Y lifp:::, T 1kWh U 7 Converher? Dispatch ¥ I'\.[I;)CG? L::';E 0 7 Operating costﬂ

(kW) (kW) ($/yr)
L B2 W 1a7 390 903 245 cc §145M  $0.130 532,498
+ ER P 520 945 321 cc $1.53M $0.137 525113
L AR S+ 0 ARy 385 510 705 250 LF $1.84M $0.159 $52.429
4+ = 2 F 40 510 760 243 LF $1.80M $0.165 $57,227
4 = 1,124 510 cc $401M 50347 $202,449
& L5 Flow 122 510 353 cc $403M  $0.349 $107,618
& o ER W g0 510 1,667 227 cc $413M  $0.357 $165,332
™ B F 510 497 361 cC $607M  $0.525 $285,502
L E2 W) 5448 4043 485 cC §TTIM 30,605 $147,159
&= o W 1sss 510 202 cc $905M  $0.783 §547,812
- 510 cc $930M  $0.805 $641,867

This configuration corresponds to an initial capital of 994 131 $, an operating cost of
32 498 $/year, a total NPC of 1 452 152 $, and a levelized COE of 0.13 $/kWh under the CC
dispatch strategy. Electricity price is 0.15 $/kWh in Lithuania grid. So, this hybrid renewable
system is competitive with grid.

The wind / battery hybrid power system is the second most cost-effective combination.
Its total NPC is by 0.08 million $ larger than the previous one. Moreover, its levelized COE is
0.137 $/kWh. Furthermore, the NPC of wind / battery (1.53M $) is lower than the NPC of PV
/ battery (7.71M $) disclosing that wind / battery combination is significantly cheaper in
comparison to PV / battery combination which leads to the leveled COE of 0.137 $/kWh and
0.695 $/kWh, respectively. The existing practice in Lithuania is that we use only PV parks for
remote power parks and do not use wind turbines. Why?

In Table 3 the summary of calculated electrical data of the optimal hybrid system is

provided.

Table 3. Summary of calculated electrical data of the optimal hybrid system.

Value Electricity Proportion,
(KWh/yr) (%)
Production PV 208 021 10.8
Production wind 1716 256 89.2
Production total 1924 277 100
Consumption 794 540 100
Excess electricity 1098 239 57.1

As listed in Table 3, excess of electricity is very high (57.1 % from production volume),
much higher consumption. There is so, because power generation is cheaper according to huge
energy storage. The system would be much more effective if we had cheap energy storage
source like grid.
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CONCLUSIONS

Expansion of standalone hybrid renewable energy systems to households, small villages or
telecommunication network stations where connection to the grid could never be possible, has
led to an increasing interest in them.

The results obtained from technical and cost analysis showed that the combination of
187 kW PV module, 390 kW wind turbine, 903 kWh amount of batteries and 245 kW converter
with the initial capital of 994131 $, operating cost of 32498 $/year and levelled COE of
0.13 $/kWh could fulfil electrical load demand throughout the year and be competitive with on-
grid energy price 0.15 $/kWh.

The wind / battery hybrid power system is the second most cost-effective combination. The
wind / battery hybrid power system is the second most cost-effective combination. Its total NPC
is by 0.08 million $ larger than the previous one, its levelized COE is 0.137 $/kWh. It could be
competitive with on-grid energy price too.

In future papers it could be analysed possibility of wind / grid system like a remote
prosumer. To find and solve technological problems, offer the best ways to legitimize and
develop the service.
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ABSTRACT
Refuse-derived fuel (RDF) is a damp “fuel” typically obtained from Municipal Solid Waste (MSW) or
commercial and industrial waste with analogous properties like MSW. It is typically pre-sorted and
partially shredded residual waste with removed recyclable fractions. RDF characterize by high calorific
value, which includes waste groups: plastics, paper, textiles, wood, and other. RDF is characterized by
high variability in its morphological and quantitative composition reasonable.
RDF is produced from non-recyclable parts of the waste, which can be used in energy recovery
processes. Production of RDF can minimize landfilling, reduce the potential of methane emissions to
the atmosphere, and will allow the use of fertile land for their intended purpose. Energy recovery from
waste can be enhanced through the initial estimate of the waste stream to increase its calorific value.
The process separation of MSW at the Mechanical Biological treatment (MBT) plant and RDF
production consists of several stages. The MSW after shredded, separated into different fractions by
various processes: screening, magnetic separation, eddy current separation, optical separation (can be
some stages), air classification. After separation at MBT plant, the calorific value of the RDF will
decrease as high-calorific-value materials (plastics, paper, cardboard, textiles) will be sent for recycling.
The EU currently has waste management regulations that allow the use of raw materials for recycling.
So, there is the problem of how to add value to low calorific waste in RDF. One of the options for
increasing the calorific value is heat treatment. Improving the energy of the resulting thermal treatment
RDF will increase its attractiveness as an available fuel recovered from waste. This stage fits well into
the "2025 Sustainability Goals" of “waste to carbon”, “zero waste”, and “circular economy” goals.
The purposeful separation of MSW, physical and chemical treatment of RDF really can be exploited to
maximize energy recovery by using no recyclable wastes.

Keywords: refuse-derived fuel (RDF), municipal solid waste (MSW), high calorific value, energy
recovery processes, land filling, recycling
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INTRODUCTION

Currently, there is an acute problem of handling production and consumption wastes, in
particular, municipal solid waste (MSW). Lithuania has made notable progress in the waste
management system. Since 2014, the proportion of waste that is disposed of in landfills in
Lithuania has halved and this amount consists of 33 %. The recycling and composting process
has become the general treatment process and consists 48 %, slightly above the EU (46 %).
This tendency is in most of the part bind to the increase in composting volume (24 %) and
attaches Lithuania as one of the top advance in the EU (the EU is around 17 %). A significant
decrease in landfilling has been achieved by increasing combustion with energy recovery
capacity (the second least favourable option for waste treatment), the rate of which doubled and
consist 18 % since 2014; it may still increase in the near future (for example Vilnius). Lithuania
is well on its way to compliance with the 50 % recycling of waste.

In Lithuania was the establishment of a deposit-refund system for plastic, glass bottles
and metal cans. This important factor promoted the increase in the recycling of the recyclable
fraction. This system became quite successful, achieving its 2020 objective of 90 % collection
already in 2017. There are concrete strategies and plans to further optimization the separate
collection system. At the end of 2021, there is a plan to optimize the collection items network
and continue procuring the collection of waste containers for individual households. Since 2015
the Ministry of Environment conducts a public survey which shows that the citizen's opinion
on waste management system becomes more favourable every year.

The magnification in composting is associated with the opening of green waste
composting courts, where people can bring wastes from their home gardens free of charge. The
Ministry of Environment of the Republic of Lithuania is also reviewed the more suitable ways
of treatment with food waste.

But, more efforts will be needed for Lithuania to comply with post-target 2020, in
particular as regards collecting more waste through the separate collection and decreasing
reliance on MBT and waste incineration plants for the treatment of the biodegradable part of
the waste. Lithuania introduced a landfill tax in 2016. The tax level is EUR 21.72 per tons with
a gradual increase to EUR 44.89 per tons in 2020. The low tax rate in combination with waste
disposal at landfill fees is an obstacle to improving the economic viability of recycling, as
landfilling considered the cheapest waste treatment. Payment for the waste management service
has to consist of two components: fixed and variable. The rules defining and explicating the
scheme’s realization are pretty blurred, however, and each municipality possesses a lot of
versatility in how to implement it. If we look from the practical point of view, the fixed part of
the fee is often predominant, and the variable part not always linked with the amount of
collected waste. It is important that Lithuania has clarity on the real needs and plans for waste
burning [1].

Separation of raw materials for fuel

Environmental issues for fuel and its production process are crucial. The most important
stage is the separation to remove chemically harmful components. Stones, glass and other inert
impurities cannot be processed and impede it, while metals, polyvinylchloride (PVC), chlorine-
containing and a number of other substances adversely affect the environment during
combustion. With insufficient filtering of the fuel composition, dioxin, phosgene, cyanides
enter the atmosphere. Therefore, the production of RDF fuels is a complex engineering
challenge. Different types of recyclables contain:

— Particleboard and MDF contain formaldehyde resins;

— oil paint on items may contain lead;

— when organics rot, toxic substances are released;
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— When burning tires, more than a dozen carcinogens are released.

The process of separation of municipal waste consists of several stages: separation of
metals, biological fraction, inert fraction and further separation into paper, textiles, light plastics
and solid plastics. Waste separation is a very important process, the bulk of which is curtailing
the amount of waste that sent to the landfill. Waste segregation is also an inalienable part of the
recycling of separated waste: plastic, paper, metal. The Fig. 1 shows scheme of mechanical-
biological waste treatment in Kaunas MBT, Lithuania.
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Fig. 1. Scheme of mechanical-biological waste treatment in Kaunas MBT

Ground tires, as an independent type of fuel, are used in the manufacture of cement,
metallurgy, and energy. Increased requirements for environmental safety require equipping
processing equipment with high-quality cleaning systems. Cleaning tire material is a multistage
process, including magnetic separators, drum and vibration screens, air classifiers, etc. Fig. 2
presents the average morphological composition of municipal waste in Lithuania.
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Fig. 2. Composition of municipal waste in Lithuania

Global waste growth will outpace population growth by 2050, with most of the trash
being generated in urban areas. Global annual waste generation will increase from 2.01-10°
tones in 2016 to 3.5-10° tones in 2050. Over 90% of waste in lower-income countries is taken
to landfills openly and are not processed, as these nations often are away appropriate disposal
and treatment facilities. There are 60 municipalities in Lithuania and it is the main institutions
organizing municipal solid waste management. Separate collection system for municipal solid
waste in Lithuania particularly implemented. The owners of individual houses can obtain the
next waste collection bins: for paper, plastic and metals, for glass and for mixed residual waste,
also composting bin for biodegradable waste. For apartments a modern waste collection bins
for paper, plastics + metals, glass and mixed residual waste are used. In Kaunas city a mixed
residues and separate MSW fraction by company “Kauno $vara” (“Kaunas cleanliness”) are
collected (Fig. 3). At the Fig 3 you can see percentage amount of separate waste fractions by
“Kauno Svara”.
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Fig. 3. Separate waste fractions by “Kauno §vara”

Separated collected fractions are additionally sorted by the same company, and mixed
residues with high content of food waste is treated in Kaunas mechanical biological treatment
plant, about 220 000 t per year. From all of these waste 29% consist from secondary raw
materials (Fig. 4).
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Fig. 4. Characteristics of MSW fraction after separation

After mechanical pre-treatment obtained high calorific fraction (52%) in Kaunas
Cogeneration power plant are incinerated; and about (1.73%) of recyclable metals are extracted

(Fig. 5).
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Fig. 5. Fraction of waste to the WePt

Biologically treated fractions are used for remediation of Kaunas regional landfill. By
“Kauno Svara” annual collected amount of separate waste fractions (plastic, paper, metal, glass)
is about 730 000 t. Not recyclable raw materials are sent to the Kaunas Cogeneration power
plant. mechanical-biological treatment plants are designed to further treat mixed collected or
residual municipal solid waste. The main aim of separation is to extract further value from the
waste and to recover the energy contained in it while facilitating recycling and diversion of
waste from landfills.

In the literature there were found six potential utilization for RDF. The existence some of
these is rely on elimination any technical barriers for use of the fuel, the market sales,
commercial drivers around carbon trading and energy costs, renewable energy incentives and
the cost of waste disposal [2].

The six potential outlets are:

1. Industrial intensive users for power, heat or both.

2. Cement kilns.

3. Purpose built incinerators with power or power and heat.

4. Co-firing with coal at power stations.

5. Co-firing with fuels like poultry litter and biomass which are eligible for Renewable
Obligation Certificates in conventional technologies

6. Advanced thermal technologies, such as pyrolysis and gasification which are
Renewable Obligation Certificates.

The burning of RDF fuel, as well as the burning of unsorted MSW, entails the risk of the
formation of highly toxic compounds of dioxins and furans. Therefore, this type of fuel is
advisable to use in cement kilns, where high environmental effects will be achieved. This is due
to the following:

— high combustion temperature of the material (T =1450°C and more) and gas
environment (T = 2000 °C and more);

— alkaline medium of the material in the furnace in the presence of acid gases;

— significant gas residence time in the hot zone — more than 7 s at a temperature above
1200 °C, which ensures the decomposition of dioxins and furans;

— the movement of material and gases in counter-current;

— intense contact between solid and gaseous phases;

— the binding of even heavy and toxic materials in the presence of a liquid clinker phase;

— the presence of effective dust collectors in kiln plants.
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In terms of economics and resource saving, 1.7 kg of RDF replaces 1 m® of natural gas.
Processing Municipal Solid Waste to RDF

The process line for RDF production consists of several sequential devices that will carry
out shredding operations to the required size. To date, waste from a composition that depends
on the season and the behaviour of the population [5] is sent to the incineration to obtain energy.
In the shortest time it will be real to choose the composition of waste that will have the greatest
calorific value. Thus, there are challenges and opportunities to increase the value of low
calorific waste by increasing its fuel properties, mass and volume through thermal processes
such as torrefection. Reducing the volume, increase in calorific value RDF will increase its
appeal as a fuel extracted from the waste [8]. This concept fits well into the goals of “carbon
waste”, “zero waste” and “circular economy”. Torrefaction is based on the physical and
chemical treatment of materials in the range of temperature 200 to 300 °C, chiefly at
atmospheric pressure and without oxygen. The holding time (the also known as process for
typical biomass) is between 15 and 60 minutes. At the Fig. 6 we can see RRF before and after
torrefaction.

-K“’ Rt

before torrefaction after torrefaction after mixing

Fig. 6 RRF before and after torrefaction

At the picture there are RDF after toreffaction by the temperature 200 °C during 20
minutes. In the issue of the thermal treatment of the RDF, the bulk of the treated material can
decrease by 60%.

Alternative Fuel Production Requirements

For efficient and safe use, RDF fuel must have certain characteristics and properties [14].

1. High calorific value, which is the determining factor when any fuel is introduced. The
calorific value of RDF must be from 13 to 23 MJ/kg. Otherwise, it is not appropriate to
introduce it as a replacement for conventional fuel.

2. Economic feasibility of implementing RDF. It is necessary that the cost of the
alternative fuel produced, taking into account its delivery to the consumer (200 km), does not
exceed 70 % of the cost of the traditional fuel used by the consumer.

3. Chemical composition and ash content of fuels. These values will influence the
environmental content of RDF use. The base characteristics of the RDF fuel are presented in
Figure 7.

4. Size and shape of particles. The size of the particles in different literature ranges from
20 to 60 mm. It would be better if the particles were even, sliced and ground.
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To achieve the RDF characteristics listed above, appropriate waste management is
required, as shown in Fig. 5. These operations are mandatory in the production of RDF. Waste
briquetting can also be used in the production of fuel in the form of briquettes.

The fundamental characteristics of the fuel are also changed: volatile matter, ash content
and fix carbon. Braking practically removes moisture and the fraction of organic compounds
from the material [9, 10]. Fig. 7 shows the diagrams from laboratory studies.

90
80
70
60
50
40
30
20

10 ..“

0
MC VM AC FC
m RDF after T=200 oC 1.98 82.73 15.07 0.22

u RDF after T=260 oC 1.98 66.73 31.07 0.22
= RDF 1.98 81.27 5.54 10.83

%

Fig. 7. Results of investigation main characteristics of SRF before and after torrefection

The finished waste fraction was shredded to the size 30x30 mm. The finished waste
fraction was divided into two parts. The first part of waste was studied by defining the main
physical and chemical properties of the RDF. The second part of the waste was subjected to
thermal treatment (torrefaction). Torrefaction was carried out at different temperatures. From
the above graphs, it can be seen that as the temperature grows, the number of volatile
compounds decreases, and the number of ashes increases. The value of the fixed carbon remains
constant for torrefaction part RDF.

Target separation and physical/chemical treatment of RDF can be used to maximize
energy recovery in RDF. RDF has a high variability in its morphological and quantitative
composition [11]. Since RDF is a mixture of various organic materials such as plastics, paper,
textiles [12], it is reasonable to assume that different compositions of MSW may be affected
the general energy demand and raw materials [8].

The waste fraction passed through the steps shown in Fig. 8 before conducting the basic
fuel characterization studies. These stages were: separation (at Kaunas MBT), shredding (in the
laboratory), mixing, drying and torrefaction.

__fovine =L

Separation I|:‘/,\ Shredding :::> Mixing | Pressing ::,' > Packaging

Torrefaction |z

Fig. 8. The steps of processing solid fuel from to RDF

The next step in preparing the torrefaction RDF was to form granules. The resulting mass
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was pressurized after heat treatment without oxygen. The pressure produced the granules shown
in Fig. 9.

Fig. 9. Granules after torrefaction RDF

In this work some earlier was writing, that high calorific value of RDF must be at least
13—23 MJ/kg. It was interesting and useful to know the calorific value of RDF and torrefaction
RDF. We carried out a theoretical calculation of the calorific values of the considered RDF.
Knowing the calorific value of each material in the samples and the weight of this material, we
have made an appropriate calculation of the calorific value. From the literature it is known that
the calorific value of RDF is increased by 20—25% as a result of torrefaction. In view of this
fact the results of calorific value of the fuel from the waste were obtained (Fig. 10).
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Fig. 10. Calorific value of fuel

There are two approaches to the production of RDF: the main, when a technology is
implemented that aims to produce fuel, and the residual, i.e. extraction of high-calorie
components from the formed after separation of secondary raw materials from waste. The first,
main approach does not involve the extraction of secondary raw materials, which are more
expensive and require less processing costs than RDF fuel. The second, residual approach has
a large number of operations, including several stages of separation. This type of waste
management was reviewed.

From the foregoing, we can conclude that the separation of solid waste in the MBT
process is an important element of the process of obtaining high-calorific fraction, to obtain
alternative fuel RDF.

CONCLUSIONS

To sum up, proposed a waste separation process to isolate the high-calorific fraction plays
an important role in recycling to cooperatively satisfy global energy demand. The RDF (refuse-
derived fuel) is a burnable fraction of municipal solid waste. In this work to show that after
separation there are a lot of materials that can be used for recycling or for creation samples of
fuel with high calorific value. The diversity of materials after separation is showed by the
example of Kaunas, Lithuania. Some developing countries use RDF for co-incineration with
gas or coal or for aim to create power (cogeneration power plant). The process a thermal
treatment RDF fraction can further enhance fuel properties and valorise RDF. The need for
alternative energy for use in industrial sectors, for roasting, is one of the key factors necessary
for expanding RDF production. To solve this problem, a model was hypothetically proposed
for optimizing energy requirements after the waste separation process.

The proposed separation and thermal treatment can be useful for making specific
decisions to optimize RDF production based on energy demand, which depends on the highly
changing seasonal flow types of MSW and RDF.
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ABSTRACT

Renewable energy is one of the best methods that should be used to solve the problem of energy lacks,
especially for isolated and far locations from electric grid. In this article, we will conduct economic
analytical study of the possibility of electricity generation by wind turbines for Socotra. Also, give a
study of the capacity factor, amount of annual energy produced from three types of turbines with
different powers, and for three different heights, by Weibull distribution analysis for wind speed,
according to the information of wind variables and forecasts of wind speed for some years in this
location (using the time series analysis method), and will study electricity price and number of turbines
necessary to cover the region's electrical need, for developing an integrated plan to study the project of
producing electricity from the wind farms. By applying this study, we found that Weibull parameters
which represent by shape parameter took values between 1.53 to 1.97 scale parameter reaches from 9.88
to 13.77 m/s, and electricity cost value from 0.076 to 0.096 $/kWh. In addition, the number of turbines
needed to cover Island electricity needs was identified, and excess energy from those turbines was
estimated.

Keywords: Wind turbines, Time series, Weibull distribution, Capacity Factor.

INTRODUCTION

Recently, renewable energy sources have a great interest because of the great demand for
energy, and absence of these sources from pollution, which negatively affected of environment
during the last period due to the large use of fossil fuels, which was the cause of emissions of
pollutants such as carbon dioxide, carbon oxide, and nitrogen oxide, which have a role to global
warming and expansion of the ozone hole, acid rain, etc[1] [2]. Add to that the renewable energy
sources are permanent, sustainable, inexhaustible and low-cost compared to other sources,
which made it one of the preferred sources of energy production for present and future,
especially wind energy, which in the past years has great interest for their use, As the global
production rate reached 1270 TW in 2018 [3]. The great use of wind energy will enable many
countries to rely on their resources to generate electricity instead of fossil fuels.

According to the conditions in Yemen during the past years, such as the lack of oil
derivatives and very large increase in their prices, which affected electrical energy production,
solution must be found and in the fastest time to solve the energy shortage crisis, especially in
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islands that are isolated areas from public institutions for energy production, and fuel prices rise
recently. The best solutions are to use the region's natural resources and use it to produce
electricity, which as it has natural resources such as wind, solar energy and other sources that
enable it to produce energy to cover region's need. In this paper, the possibilities of producing
electricity by wind turbines in coming years for Socotra Island, one of Yemen largest islands
and the most in the population [4], are analysed.

The types of turbines differ according to the demand, region's need, location topography,
and other variables. As it has different powers and types to meet need for any region according
to its conditions and topographic. In this article, the study will be applied to three types of
turbines with different power which are (Suzlon1000, Nordex1500, Gamesa2000) and at
different heights (65,80,100) m to obtain sufficient information about the best ways and means
to produce energy from wind with different variables. These types of turbines with medium
powers were chosen instead of turbines of large powers (5000 or more) due to the presence of
different wind directions in the region, so when installing farms, it should be taken into account
that there are more turbines that correspond to those directions.

SITE DATA

Socotra Island is located on the southern coast of Arabian Peninsula, specifically in a
location facing the city of Mukalla, located on the eastern side of Gulf of Aden, on the eastern
side of Africa Horn, it is located on latitudes (12.18 - 12.24) North of the equator and longitudes
(53.19-54.33) East of Greenwich. The island is about 300 km away from the Yemeni coast, and
an estimated distance of 900 km from the city of Aden. Socotra is an archipelago consisting of
a group of islands. Socotra is the largest right-wing and Arab island, with the length of the
island about 125 km, its width approximately 42 km, and the coastline is approximately 300 km
long, Hadibu is the capital of Socotra, and total population of Socotra Island is about (80,000

people) [5].

Fig. 1. Socotra in map
METHODOLOGY
Time series forecasting

Because of the lack of information about wind speeds in Yemen, especially after 2014,
we have to study forecasting wind speeds starting from 2014, time series method is one of the
simplest ways to find forecasts of wind speeds where these speeds can be calculated and
averaged by the seasonal distribution [6], and application of the following [linear trend model]
equation:
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T =a + bt. (1)
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where t = time, n — value number of time series, Tt — observed value.
The wind speed forecast calculated by applying the following equation:

Fp=5:-T, (4)

where s, is seasonal averages taken according to the desired division, either daily, monthly,
quarterly, or semi-annually

Weibull Distribution

One of the most important factors for studying wind speed is to know the speed
distribution information during any time are Weibull and represented by the k (shape parameter)
and c (scale parameter)(m/s), as it gives accurate statistical information for all wind speed
variables including the probability distribution of wind speed and the cumulative distribution
that is given by the following equations[1], [7],[8]

Fe=5@) " xew[-()] ®
Flv)=1—exp [— (E)k] (6)
where v is the wind speed, k and c calculate by
o \—(1.086)
k= (—m) . )
€= <r(:r:%)>' (8)
0 = T - v, (©)

where v is mean wind speed calculated by equation, ¢ is standard deviation of speed variation.
Extrapolation of wind speeds at different hub height

Wind velocities are studied at different heights to find out the changes in that speed and
in order to match turbines heights, which have tens heights of meters. Therefore, wind speed
changes can be known with height by applying Equation (10) [7],[1].

V=1, (hio)a, (10)

where v is the wind speed at the required height h, v0 is wind speed at the original height hO,
and, ‘a’is wind shear exponent which has a value of 0.14 [5].

Wind power, wind energy and capacity factor

The study of turbine power is very important to know the number of turbines that we need
to cover the region's need and also we can infer the amount of energy produced for any time
and turbines power can be calculated by the Equation (11) [1].
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P=2p [ v3f(v)dv, (11)

where p is the standard air density, 1.225 kg/m3, v is the wind speed, m/s. In the current
study, the power of the wind was calculated using Weibull function and observed data.
When the Weibull function is chosen as distribution function f(v), the average wind power
density is calculated as below

Pm =5Pv RS EL (12)
R G
and we can calculate power extracted by the following [9]
P =2pCydv, (13)

where A= nR2 the area swept by the rotor in m2, and (Cp) is the capacity factor representing
the ratio between the actual energy yields (Pout) over a period to the maximum energy yield

Gy
g = 2ot (14)

Py

The output generated energy by wind turbines in the time T using Weibull distribution
function can be expressed as follows[10]

v
E=T fV: P(V)f(‘l]) dv. (15)
Economic study

The cost of turbine’s changes according to manufactured country, turbine capacity, and
tower height. The turbine consists of several parts, as shown in Fig. 2. The first part is the
turbine which contain generator, gearbox, high speed shaft, low speed shaft, and electrical
control and covered by Nacelle and fixed in front of the rotator that contains the blades. The
second part is Tower and Footing and has differed in length according to need. The third part
is the Transformer [11].

Rotor blade: Rotor Hub Macelle Cover i

Fowar

Footing

[ =

Fig. 2 Turbine main parts

It shows the price of the turbines nominal power per MW and tower heights in meters
and it is worth noting that these prices may vary according to the country of manufacture and
the technological development in manufacturing the turbines as well as the quality variation of
the components.
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Table 1. Cost of wind turbines with nominal power and tower height $/kW

) Tower height m Reference
Nominal power (MW)
<100 | 100- 120 | >120
<2 1218 1341 [13],[24]
2-35 1128.5| 1285 | 14975

To measure electricity cost, must know all of the investment cost Cinv (which includes
the turbine cost, civil, electricity consumption, and engineering), the cost of operation and
maintenance Comr, which is approximately 20% of investment cost and the additional costs
Cs, and in most cases, it equals 10% of turbines. The present value of costs (PVC) is determined
using equation(18) [7],[14].

PVC = Cony + Come x () x[1= (51) |- % (1) (1)

where r = interest rate = 2 %, | = inflation rate = 1.5 %, t = lifetime of wind turbine.
For calculating kWh cost we should apply equation (19)

(kWh cost) === (19)
where PE= energy production in rated lifetime (about 20 year).

DATA

The information was collected from several sources to meet the need for research, it can
say that the sources of wind speed have been obtained from the Meteorological Authority
Yemen, wind speeds were measured at hight of 10 m, which was satisfied with giving
information for the wind speed from the year 2006 to 2010. The rest of the information and its
limits were obtained in 2014. The last period before the collapse of the Yemeni government In
Sana'a, the capital of Yemen, from the Weather Meteorological website (Info climate [15]).
This site is characterized by giving detailed information on the hourly weather, including wind
speeds, Turbine information has been collected from the website (wind turbine models), where
it is characterized by a time to give all information about the turbines, their features and how
they work[16], Where we will study wind turbines at three different powers and three different
heights.

RESULTS AND DISCUSSION
Mean wind speed

Table (2) shows the mean wind speeds from 2006 to 2014 for each month in which it was
observed that the mean wind speed for all years is 9.17 m/s at hight of 10 m. The largest value
of wind speeds is in June, July, and August, which have mean wind speed 14, 17.22 and 15.91
m/s respectively, while the lowest speeds are in February, March, April, May, October and
November, where have mean speeds are between 4.37 to 6.8 m/s and the average speed is in
the months January, September, and December, where have mean speed of 8 37, 11.4, and
7.91 m/s, This is information obtained from Yemeni Meteorological Authority and Internet
websites that have been compiled for each month and year.
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Time series forecasting

By applying the time series method, we find that the amount of (a) in equation (3) equals
9.9 and (b) in equation (2) equals — 0.0073 and with change in time (t) in Equation (1) and (4)
we find Table 3, where appears that the annual and monthly mean wind speed from 2015 to
2025 are approximate values of the real wind speed in Table (2), and the Fig. 3 shows the
difference between the real and forecasting values by applying time series.

Jan. | Feb. | Mar. | Apr. | May. | Jun. | Jul. | Aug. | Sep. | Oct. | Nov. | Dec. | Vm.
2006 | 910 | 6.79 | 550 | 458 | 7.10 | 13.17 | 16.20 | 15.12 | 10.80 | 6.48 | 6.69 | 8.18 | 9.14

2007 | 895 | 633 | 571 | 484 | 6.84 | 12.86 | 12.09 | 13.07 | 10.75 | 494 | 633 | 7.72 | 8.36
2008 | 7.36 | 8.64 | 571 | 484 | 802 | 1245 | 1512 | 1451 | 1029 | 5.76 | 6.58 | 8.80 | 9.00
2009 | 8.18 | 6.89 | 6.07 | 5.35 6.64 | 11.63 | 16.67 | 1564 | 11.01 | 8.80 | 8.18 | 10.39 | 9.62
2010 | 9.77 | 6.48 | 556 | 4.48 6.53 | 18.21 | 22.79 | 21.09 | 1157 | 494 | 6.22 | 6.74 | 10.36
2011 | 850 | 6.00 | 6.20 | 4.50 6.90 | 13.00 | 16.70 | 1450 | 11.80 | 5.00 | 6.60 | 9.00 | 9.05
2012 | 750 | 720 | 486 | 3.10 | 4.70 | 14.40 | 17.00 | 17.60 | 11.00 | 400 | 6.00 | 6.00 | 8.61
2013 | 850 | 6.70 | 6.00 | 3.90 8.70 | 15.60 | 20.00 | 16.00 | 10.80 | 7.30 | 6.40 | 7.20 | 9.75
2014 | 746 | 6.12 | 510 | 3.70 | 435 | 14.60 | 18.38 | 1562 | 11.34 | 3.60 | 590 | 7.13 | 8.90

Table 2. Mean wind speeds for the years from 2004 to 2014 (real)

Jan. | Feb. | Mar. | Apr. | May. | Jun. | Jul. | Aug. | Sep. | Oct. | Nov. | Dec. | vnm
2015 | 7.29 | 6.74 | 500 | 427 | 6.54 | 14.06 | 16.68 | 15.22 | 10.86 | 4.88 | 6.51 | 7.86 | 8.83

2016 | 7.22 | 667 | 495 | 423 | 647 | 1393 | 1652 | 1507 | 10.76 | 4.84 | 6.44 | 7.78 | 8.74
2017 | 715 | 661 | 491 | 419 | 6.41 | 13.79 | 16.36 | 14.92 | 10.65 | 4.79 | 6.38 | 7.70 | 8.66
2018 | 7.08 | 654 | 486 | 4.15 | 6.35 | 13.66 | 16.20 | 14.78 | 10.55 | 4.74 | 6.32 | 7.63 | 8.57
2019 | 7.01 | 6.48 | 481 | 411 | 6.29 | 1352 | 16.04 | 14.63 | 10.44 | 4.69 | 6.25 | 7.55 | 8.49
2020 | 6.94 | 6.41 | 476 | 407 | 6.22 | 1338 | 1587 | 14.48 | 10.34 | 4.65 | 6.19 | 7.47 | 8.40
2021 | 687 | 635 | 471 | 402 | 6.16 | 1325 | 15.71 | 14.33 | 10.23 | 460 | 6.13 | 7.40 | 8.31
2022 | 6.80 | 6.28 | 4.66 | 3.98 | 6.10 | 13.1 | 1555 | 14.19 | 10.12 | 455 | 6.06 | 7.32 | 8.23
2023 | 6.73 | 622 | 462 | 3.94 | 6.03 | 12.98 | 15.39 | 14.04 | 10.02 | 450 | 6.00 | 7.25 | 8.14
2024 | 666 | 615 | 457 | 390 | 597 | 12.84 | 1523 | 13.89 | 9.91 | 446 | 594 | 7.17 | 8.06
2025 | 659 | 6.09 | 452 | 386 | 5901 | 12.70 | 1507 | 13.75 | 9.81 | 441 | 588 | 7.09 | 7.97
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Table 3. Mean wind speeds for the years from 2015 to 2025 (forecasts)

Fig. 3. forecasting wind speeds from 2006 to 2025 using time series method
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Weibull Distribution

Mean wind speed (2014) at different heights {10,65,80,100} m, and applying the
Equations (7), (8), (9) get the values of Weibull parameters as in Table 4 and it is observed that
value of k and ¢ increases with height

Table 4. Weibull parameters in different

height2014 0.080
0.070
: - 0.060
Height m | vmm/s | Weibull parameter 0.050
c= 9.88 0.030
65 115 k= 1.90 0.020
c= 12.96 8-8(1)8
80 11.83 k= 1.90 ' O N < U 0 O N < ©W 0 O N <
100 12.21 k= 1.97 vonle
c= 13.77 Fig. 4 Weibull Probability density function

Thus, the probabilistic distribution of winds in region can be deduced, Fig. 4 shows the
change in the probability density at the original height of measure 10 m, where its maximum
value reached 0.076 at speed of 5 m/s, while the maximum value of the probability density at
the height (65 m) is0.065 at speeds 8 and 9 m/s, (80 m) is 0.062 at speeds 8, 9 and 10 m/s, and
(100m) is 0.062 at speed 10 m/s. It is worth noting that there is a slight congruence in the
probability values between the last three heights, and this shows that the distribution of winds
is converging at the three mentioned heights. As for the cumulative distribution of wind speed
in notes, there is a perfect match at the altitudes of 65, 80, and 100 m, a slight difference at the
original values of the height of 10 m as shown in Fig. 5.
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Fig. 5 Weibull cumulative function
Wind power, wind energy, and capacity factor

It is necessary when studying any project for wind farms, to make a clear vision and
sufficient information for different types of wind turbines of different powers. Fig. 6 shows the
change in the power of the turbines with wind speed for each of models (Suzlon1000,
Nordex1500,

Gamesa2000) where the Cut-off wind speed is equal to 25 m/s and Cut-in wind speed is 2, 3,
and 4 m/s respectively.
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Fig. 6. Power curves of selected wind turbines.

It is normal for the power, energy, and capacity factor of the turbine change with the
height according to the change of wind speed. Table 5 shows the change in the power of a
turbine for one year, as well as the capacity factor, where the capacity factor increased by about
2% at each height. Wind speed and capacity factor have a direct correlation with power and
energy of turbine, of course, that does not apply in all cases and with all wind speeds, by
example in the large speeds that reach 23, 24 and 25 m/s, the increase in height increases in
their speed, so these values are not available of the production of electricity, as the turbine cuts
the energy when the wind speed reaches more than 25 m/s, and the decrease is indicated when
analysing the results monthly basis, where we notice in Fig. 7, wind speed approaching 25 m/s
in Aug and Sep are decreased with height, while that factor rises with the increase in height in
other months, which are characterized by values smaller than 23 m/s.
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Fig. 7. Capacity factor and energy production from three different turbines and three different
height
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Table 5. change of energy production (MWh) and capacity factor percentage of three different
turbines with height (m)

Height Variables (Suzlon) (Nordex) (Gamesa)
65 Energy 4701.7 6307.72 8332.34
Cp 68% 61% 60%
80 Energy 4819.64 6506.35 8596.17
Cp 70% 63% 62%
100 Energy 4966.32 6637.45 8765.86
Cp 72% 64% 64%

Economic study

By observing Table (1) and applying the equations (18) and (19), we will find that the
lowest price for the energy unit value is that produced by the turbine (Suzlon), which has the
values 0.079, 0.076, and 0.081 $/kWh, respectively, at the 65, 80, and 100 m, while the largest
Energy cost is for the turbine Gamesa, which amounted to 0.096, 0.092 and 0.089 $/kWh. For
the turbine (Nordex) average values are 0.088, 0.083, and 0,089 $/kWh, as shown in the Fig. 8
, It is noticeable that energy unit cost is decreasing with height (80) m due to the low price of
the tower and the increased energy produced at this height, as noted by decrease in energy unit
price with an increased height of the (Gamesa) turbines is because the energy production
capacity of this type of turbine increases with the increase in height, so it is noted that when
considering the price of the energy unit, the best height in terms of price drop is at a height of
80 meters and the cheapest turbine is (Suzlon), but the turbines (Gamesa) and(Nordex) has more
energy production capacity, at an average or large price, as needed.

B gamesa HEnordex Msuzlon

0.089
100 0.088
0.081
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Fig. 8. Electricity cost of three different turbines with different hub height

The number of turbines needed to cover the region's need

The energy consumed per Yemeni person is estimated at 250 kWh during the year [17],
and by knowing the population, we notice that the amount of energy required to produce is
estimated at 20 GWh. If we know the amount of annual energy produced for each turbine, then
we can calculate the number of turbines needed to cover the region's need, which is 5 turbines
(Suzlon-1000kW), 4 turbines (Nordex-1500kW), and 3 turbines (Gamesa-2000kW) It was
noted that they do not differ in turbines number at different hights but the difference is only in
the amount of excess energy (excess than electricity cover need of Island) that can be used for
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the storage in order to use when needed and to take into account the increase in the population
in the region. Table (6) shows the number of turbines and the amount of excess energy for each
turbine and for each height.

Table 6. Turbines number and the amount of excess energy for each turbine and each height

Suzlon Nordex Gamesa
Turbines Number 5 4 3
% § 65m 3508.5 5230.88 4997.02
s 80m 4098.2 6025.4 5788.51
ww 100m 4831.6 6549.8 6297.58

CONCLUSIONS

Socotra island has a distinctive wind speed, where the average speed is 8.9 m/s, which
enables the production of electrical energy in addition to several features and conclusions that
we summarize in the following:

1. A study of wind speed for the years from 2006 to 2014 confirms the presence of an amount
of wind speed with values ranging between 8.36 to 10.36 m/s and an average of 9.8 m/s
which is an amount of speed that enables the production of electric energy with high
efficiency.

2.  Weibull parameters increase with increasing height, as shape parameter took values between
1.53 to 1.97 and scale parameter reaches from 9.88 to 13.77 m/s, and the probability of
distribution decreases according to height, while the cumulative distribution is noticed an
almost perfect match at all height.

3. When using turbines with different powers and heights, we notice an increase in the amount
of energy produced with height, as well as an increase in this capacity factor when studying
these variables annually.

4. When studying changes in the produced energy and capacity factor monthly in a more
accurate and detailed way, we find that it is not a condition that these variables increase with
increasing height. It has been observed through study of those values decrease with
increasing height, because largest speed values which approach 25 m/s increase when
increasing height, Thus, these speeds are outside the possible speeds of energy production,
as the turbine cuts energy production at speeds above 25 m/s.

5. Inthe economic study of energy unit cost, at height 65,80, and 100 m, we found that it ranged
from 0.076 to 0.081 $/kWh for (Suzlon1000 kW) turbines and from 0.083 to 0.089 $/kWh
for (Nordex 1500 kW). As for the turbines of (Gamesa 2000 kW) ranged between 0.089 to
0.096 $/kWh. As it was noted that the price decreased with the increase in height to 80 m
for Suzlon and Nordex turbines, as a result of the increased energy produced at this for the
height, as well as the price of towers with values below 100 m, while the price of energy unit
decrease with the height of the turbine is Gamesa, because of the large of energy produced
from this High-power turbine.

6. By knowing region population and the amount of electric energy consumed for the Yemeni
individual, it was found that we only need 5 turbines of (Suzlon 1000 kW), 4 turbines of
(Nordex 1500 kW) and 3 turbines of (Gamesa 2000 kW) at three studied heights, but the
difference appears only in amount of excess energy.
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ABSTRACT

This experimental work aims to contribute to the online and early detection of wind turbine faults by
applying a succession of approaches to the processing of components representative of the signal of the
generator current. Compared with other fault detection techniques, MCSA (motor current signal
analysis) is very effective as a technique for detecting mechanical and electrical faults that can affect
wind turbine systems, among these advantages, it can rule on the degradation of the type of wind turbine
defect because some anomalies are masked at low frequency and the difficulty of detecting them at birth
remains very difficult. Our goal is to integrate this fault detection technique into a predictive and
intelligent maintenance policy associated with modern computer technologies. The results obtained are
satisfactory and reliable, the application of the MCSA allowed us to monitor the system online and to
detect in a predictive, precise and rapid way the faults, their nature and their severity, such as unbalance
which is cited as one of the main causes of degradation of rolling elements, the brush faults causing
electrical asymmetries and consequently overheating with serious consequences for the production of
wind energy, so we can in advance plan and apply a maintenance strategy without disrupting operation
and production.

Keywords: Wind energy, predictive maintenance, generator, fault detection, MCSA

INTRODUCTION

The monitoring of wind systems composed of a generator in the environment of green
energy production is a fundamental task in particular, for high caliber ones, where downtime is
very critical, given their importance [1-3]. Following mechanical alterations (unbalance,
misalignment, fin degradation, erosion or clogging of the blades, ...), these systems are often
subject to a bearing defect which represents the majority of degradations and which affects
other parts of the machine, if these faults are not detected and repaired in time, the effects could
be serious and costly.

In the presence of these faults, there are significant variations in the frequencies of the
supply current, accompanied by vibrations and intense noise at the level of the transmission
system of the machine and in the ambient environment in which it operates.

To diagnose mechanical faults on rotating machines, vibration analysis is a powerful
method [4]. Only, it has shown its limits when it comes to defects inducing variations in torque
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or defects almost imperceptible just at birth. To extract precisely the information relating to
these breakdowns, research has been particularly oriented towards the MCSA (Motors current
signature analysis) [5].

This experimental work innovates by the introduction of a series of on-line signal
processing approaches by FFT (fast Fourier transform) and the STFT (short-time Fourier
transform) applied to the supply current of the generator of the wind turbine. The application
of this methodology allows a reduction in the detection time and it is relatively less bulky since
it is only a question of picking up the current signal of at least one supply phase. In addition, it
has the privilege of recommending simple and inexpensive equipment [6-8].

The experimental validation on the detection and diagnosis of the mechanical fault was
carried out on a 4.05 KW generator, the various signatures obtained before and after repair are
satisfactory and allow better confirmation of the nature of the degradation undergone by the
wind power system, the results obtained can help establish a perspective of an automated
diagnostic approach, the predictive detection and reliable diagnosis of these mechanical
anomalies is necessary to avoid unfortunate financial consequences.

THEORETICAL BACKGROUND

It has been shown [9, 10] that mechanical faults internal and / or external to the motor
cause oscillations of the torque which the induction motor picks up. In the presence of an
oscillating torque, the surface current distribution which is sinusoidal for an ideal machine will
be modulated in phase it (t) for an arbitrary phase, where ¢a, denotes the phase angle of the
modulation:

L, (1) =1, () +1,(t) = | sin(at) + 1, sin(ot + mcos(at —,)—4,) (1)

MCSA is industry-recognized failure detection and monitoring technique for these
advantages. This technique makes it possible by analysing the current to detect mechanical and
electrical faults.

Our experimental research focuses on the case of misalignment faults and defect of cage,
outer ring and inner race of the bearing, the following relations show the relation of the vibration
of the bearing to the current spectrum of the stator [11-13]:

fmisalignment fault = 50 +nf, (2)

finner race = f.; + 0'6ﬁ Z (3)

fuuter race — f; + 04ﬁ“ A
f;:age = fs+ 0'4’fr

where f; is the rotation frequency, n =1, 2, 3... fs is the supply current frequency, Z
expresses the number of balls.

The short-time Fourier transform offers a two-dimensional (time - frequency) signal, also
known by sliding window FT (Fourier transform) is a development that extends the technique
of standard FT to handle non-stationary data.

The idea is to analyse the signal window by window. The FT of each windowed signal
portion is calculated as follows: [14].
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STFT,"(z, f) = [ x(t) - W' (t—7)-e1*"dt 4)
t
where:
X(t) : represents the sampled time signal.
w(t): the time window of width T and centered at which allows extracting a portion of
signal.
w* : denotes the conjugate complex of w.

EXPERIMENTAL CONTEXT

For the realization of this test, we have voluntary degraded the coupling connecting the
generator. The coupling that is supposed to tolerate misalignment. If a rigid mechanical
coupling were used, damaging loads can be transferred from one shaft to the other and
prematurely wear bearings and equipment on both sides. In our case of wind turbine, the
coupling is used on the two speed shaft (750 RPM, 1400 RPM) of the gearbox to drive the
generator.

The acquisition of the signals was carried out by means of a HAMEG507 oscilloscope
with a sampling frequency between 1 kHz and 2.5 MHz connected to a current sensor.

Fig. 1 presents the experimental test bench made up of the entire online wind turbine
detection system based on a generator: 4.05 kW; 50 Hz; 220/380 V; 13/ 7.5 A. I, Iy, Ic: phase
currents.

Fig. 1. Test bench

Data processing is done using MATLAB software for FFT and STFT spectrum analysis
which provides us information used for diagnosing possible anomalies such as load issues, rotor
misalignments or bearing faults.

RESULTS AND DISCUSSIONS

Fig. 2 shows the healthy case of the generator, Fig. 3 represents the FFT spectrum of the
degrade case of the system at the speed 750 RPM, noticing the appearance of harmonics at
multiples of the frequency of rotation of the rotor of the generator (12.7 Hz, 25.39 Hz, 37.11
Hz). These harmonics which appear at the multiple of the frequency of rotation inform us about
the exact nature of the fault; in our case it is a coupling fault, this frequency appears around the
fundamental at frequencies (2.f;) which subsequently damages the bearings of the generator.
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Amplitude (dB)

Frequency (Hz)

Fig. 2. FFT spectrum of the healthy generator

Freguency (Hz)

Fig. 3. FFT spectrum of the degraded generator

Among several advantages of frequency domain analysis for non-stationary signals,
STFT is areliable approach to analyse signals obtained under complex conditions. Fig. 4 shows
the STFT spectrogram of the healthy generator.

To effectively apply STFT to media fault signals, the STFT matrix is determined with the
MATLAB tool to achieve high precision and computational efficiency. After having analysed
what segment duration of the signal has essential characteristics, Fig. 5 illustrates the
spectrogram in the case of a cage defect, outer race and inner race fault of the bearing, when
the generator is running at 1400 RPM to vary and double the speed in order to diagnose and
study the behaviour of the generator current at variable speed.
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Fig. 5. STFT spectrogram case of a bearing fault

By comparing the experimental results obtained, we observe on the spectrogram a
variation of the colours on the bands corresponding to the frequencies of the faults: 18.66 Hz,
96.66Hz, 149 Hz, and 223 Hz, the reading of which on the colour scale shows evolution of the
noise density when passing from the healthy state to the degraded state.

CONCLUSION

In this paper, an approach to on-line fault detection in a wind power system is presented,

by analysing the current signal (MCSA).
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The results obtained during this experimental work demonstrate that the exact nature of
the type of degradation that affects the system has been detected, by analysing the signatures of
healthy and degraded operation obtained by MCSA. Numerous research results have been
obtained using this technique. in the diagnosis, electrical damage and mechanical damage
(misalignment, bearings, etc.) undergone by the electrical drives.

This technique can be integrated into a predictive and intelligent maintenance platform
that would be able to ensure the reliability of diagnosis and predictive detection of anomalies
affecting the elements as well as maintenance management.
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ABSTRACT

The increasing share of renewable energy-based power plants in electricity generation poses some
requirements for power electronic converters. Power electronic converters can be expressed as an
operational interface between the grid and photovoltaic modules. In this context, they operate as a key
component in terms of increasing efficiency and providing the power quality standards defined in the
grid codes. Maximum power point tracking techniques that are utilized as a controller part of the
converters have crucial effects on both efficiency and power quality issues. For iterative maximum
power point tracking techniques sampling frequency and perturbation step size are the major parameters
that need to be optimized by considering the converter dynamics. The low sampling frequency causes
instability due to the slow perturbation of the operation point, especially under fast-changing
atmospheric conditions. On the other hand, the perturbation step size can also affect the performance of
the converter in regards to both efficiency and harmonic levels. From the power quality point of view,
these two parameters induce harmonics in the output current of the inverter. Moreover, the selected
parameters that are not optimized, severely decrease the efficiency rate of the overall system. In this
paper, impacts of maximum power point tracking technique parameters will be investigated for two-
stage grid-connected photovoltaic systems. An improved genetic algorithm-based maximum power
point tracking technique is proposed to increase the efficiency level and reduce the harmonic rate in the
output current by conducting simulation studies.

Keywords: Renewable Energy, MPPT, Photovoltaic, Inverter, Harmonics.
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INTRODUCTION

The rapid growth of technological developments, industrialization, and population makes
efficient utilization of electrical energy a primary concern. The generation of electrical energy
highly depends on fossil fuels. However, economical and environmental issues due to the
intensive use of fossil fuels encourage people to emerge alternative energy sources [1]. Among
the alternative energy sources, solar energy is envisaged as a promising option for sustainable,
eco-friendly, and low-cost electrical energy generation [2]. Photovoltaic (PV) systems, that are
capable of converting solar energy to electrical energy attracts much interest in recent years [3].
These systems can be considered as three parts as shown in Fig. 1.

Converter 1 Converter 2
DC / DC /
/ DC = / AC

Controller

User

PV Module
DD |

Fig. 1. Block diagram of a PV system

Power electronic converters can be highlighted as operational interfaces between the PV
modules side and user side. Approximately more than 98% of installed cumulative PV power
in Europe is directly injected to the grid [4]. In grid-connected PV systems, inverters operate as
functional conditioners between the PV modules and the grid. Controllability of the inverters
ensures power flow control, fulfilments of power quality demands, and high efficiency of the
overall system. Maximum power point tracking (MPPT) techniques seem as crucial control
algorithms for inverters [5]. It is possible to overcome the challenges such as adjusting power
flow, increasing efficiency, and eliminating power quality issues. However, MPPT parameters
should be well optimized to obtain robust and reliable operations. Hence, the operation of
MPPT and the parameter selections primarily affect the overall performance of the system [6].

From the efficiency and power quality point of view, many studies have been carried out
in the literature. In [7], the sampling interval parameter of the P&O MPPT technique is
optimized according to the utilized converter dynamics. Due to causing instabilities, the
sampling interval is adjusted by taking the atmospheric conditions into account. In [8], the
parameters of the P&O must be adopted to the dynamic behaviour of the specific converter.
The overall system efficiency is increased by decreasing the oscillations. In [9], it is indicated
that the performance of the system depends on the amplitude and the frequency of the
perturbations. An online perturbation period is proposed. In [10], a sliding mode control-based
variable step size P&O MPPT technique is proposed to improve convergence speed. The
particle swarm optimization method is utilized for sliding mode controller gains. In [11], to
eliminate the drawbacks of the conventional P&O, a smart oscillation detection scheme is
developed and a dynamic boundary condition is specified. In addition, an intelligent prediction
method is presented to cope with the partial shading conditions. In [12], artificial neural network
(ANN) and P&O-based hybrid MPPT technique is proposed to eliminate the slow convergence
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speed issue of the P&O MPPT technique. The ANN-based model generates reference for P&O
under deep changes in atmospheric conditions to increase the convergence speed and decrease
the number of oscillations.

In this paper, the effect of MPPT parameters on performance criteria such as power
oscillations and output current total harmonic distortion (THD) are investigated. Also, overall
system efficiency is evaluated by different MPPT parameters. The simulation results revealed
that the dynamic response of the overall system is highly dependent on the MPPT parameters.
The low sampling frequency primarily affects the accurate detection of the maximum operating
point. On the other hand, small perturbation step size reduce the dynamic response of the system
and induces instabilities. The instabilities of the system increase the distortion of the output
current and also reduces the overall efficiency.

The rest of the paper is organized as follows. In Section 2, the modelling of the PV module
Is presented. In Section 3, system description is ensured. Simulation results and discussions are
provided in Section 4. Finally, some conclusions are given in Section 5.

PHOTOVOLTAIC MODULE

A generalized single diode PV cell model with a series and parallel resistances is built in
the PSCAD/EMTDC software environment with FORTRAN coding. The mathematical
expression of the PV module that includes the series and parallel connection of cells can be
shown as [13].

va+lpv-RS Vv | R
| .le AV, _1_pv+pv's

|
0
I:ash

pvzlph_ (1)

The simulated model is also validated by comparing the characteristic curves under
different irradiation values provided in the datasheet of the PV module and simulation results.
It is observed that the characteristic curves are almost the same. The characteristic 1/V curve of
the simulated PV module is illustrated in Fig. 2.

= Vpv (kV) Ipv (KA)
0.009

0.008

0.007

0.006

X S —

N
\
N\
0.004 \
0.003 o \
0.002 \\\\\
A\

0.00 0.01 0.02 0.03 0.04 0.05

Fig. 2. The characteristic I/V and P/V curves of the simulated PV module
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SYSTEM DESCRIPTION

A two-stage grid-connected PV system is modelled to analyse the effects of MPPT
parameters on both efficiency and power quality issues. The power circuit topology consists of
a PV array, boost converter, full-bridge inverter, output filter, and grid. The control block
includes MPPT and synchronous reference frame-based control block. The boost converter is
utilized to increase the input voltage and ensure the operation of the PV module at the MPP.
The boost converter design depends on the selection of the inductor, the input and output
capacitors, the power switches, and the output diodes. It is worth pointing out that the accurate
selection of the inductor and capacitor values mainly influences the ripples in the input and
output waveforms. It should be noted that the ripples fundamentally disrupt the MPPT
controller performance and reduce the overall efficiency of the system. On the other hand, these
ripples have an impact on the lifespan of the converter components especially capacitors. The
limit values of the ripples on the current and voltage are defined as 10% and 1%, respectively.
The switching frequency of the DC-DC converter is specified as 20 kHz [14, 15]. The design
equations are given below.

V,..(1—D)D
Lboost = (MT (2)
s
I D?
Cin _ out—-max (3)

©0.02(1 = D) £V

The boost converter is designed to operate in continuous conduction mode. The state-space
equation of modelled boost converter is provided in Eq. 4.

)/L Vo/L
l (1- D)/ e [”c] 0 1/ _IL/C ld

Also utilizing the state-space averaging model, the small-signal transfer function of the
boost converter is derived as below.

NINWAS

(4)

Vo 7.84x10° )
d s2+92.3s+3.92x10°

The bode plot of the utilized converter is illustrated in Fig. 3.
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Bode Diagram
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Fig. 3. Bode plot of the utilized converter

The perturb and observe (P&QO) MPPT technique is used for extracting maximum power
from the PV panels by controlling the DC/DC converter. In addition, a method that utilizes the
symbolic regression analysis to find the best suitable mathematical function is employed. In
this context, the MPPT parameters sampling frequency and perturbation step size are varied to
observe the impacts on both efficiency and power quality issues.

The power extracted from the PV modules is injected to the utility grid through a full-
bridge inverter with an LCL filter. The injected power is controlled by synchronous reference
frame-based control block. The resonant frequency of the filter specified to be nearly 3.5 kHz.
Ripple tolerance of the filter is taken as 10%. The filter parameters are given in Table 1.

Table 1. LCL filter parameters
Li Lg Cf Rd
3.7 mH 0.75mH 3.2 uF 4.5 ohm

The bode plot of the designed filter with the calculated parameters is provided in Fig. 4.
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Fig. 4. The bode plot of the designed filter
SIMULATION RESULTS AND DISCUSSIONS

A two-stage grid-connected PV system is simulated by utilizing the PSCAD/EMTDC
software to perform the analyses of MPPT parameters over the entire system. The modelled PV
modules are connected in series to constitute a 1 kW installed power. The input voltage range
of the boost converter is determined to be between 160 V and 200 V. The maximum power is
extracted from the PV modules and the input voltage is increased to 380 V through the boost
converter. Then, the extracted power is injected to the utility-grid by a full-bridge inverter.

P&O MPPT technique is used to analyse the effects of sampling time and perturbation step
size over the performance of the entire system. To perform detailed analyses several case
studies are conducted. In the first case, the step size is adjusted to be 0.1 s and then changed to
0.05 s. The irradiation level is also changed from 1000 W/m? to 600 W/m?. The main objective
is to demonstrate both steady-state and transient responses with different perturbation step sizes.
The obtained results are shown in Fig. 5.
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Fig. 5. The obtained results for different perturbation step sizes

The results indicate that small step sizes dramatically reduce the dynamic response of the
overall system. The convergence speed decreases while the rate of overshoot in output power
is getting higher. In addition, output current THD also rises for small perturbation sizes,
especially under low irradiation levels. On the other hand, output power oscillation is
substantially reduced thanks to the small perturbation step size. The efficiency of the overall
system is negatively affected by the small perturbation step size.

In the second case, the sampling time is adjusted to be 0.01 s and then changed to 0.1 s
which corresponds to the sampling frequency of 100 Hz and 10 Hz respectively. The irradiation
level is also changed from 1000 W/m? to 600 W/m?. The main objective is to demonstrate both
steady-state and transient responses with different MPPT sampling frequencies. The obtained
results are given in Figure 6.
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Fig. 6. The obtained results for different sampling times

The obtained results show that increasing sampling time interval considerably reduce the
efficiency of the overall system due to the low convergence speed. The rate of overshoot in
output power is increased while the output power oscillation is substantially reduced. In
addition, the tracking accuracy is negatively affected. On the other hand, the output current
THD is almost the same for different sampling time intervals.

To solve the aforementioned MPPT parameter-based efficiency and power quality issues
an improved genetic algorithm-based MPPT technique is developed. The developed MPPT
technique remarkably improves the dynamic response of the overall system. The instabilities
that increase the output power oscillations and deterioration of output current are eliminated.
Also, the output current THD is noticeably suppressed. The obtained results for irradiation level
changed from 1000 W/m? to 600 W/m? are illustrated in Fig. 7.
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Fig. 7. The obtained results for the developed MPPT technique
CONCLUSION

In this paper, the effects of the MPPT parameters named sampling frequency and
perturbation step size on both efficiency and power quality issues are investigated. The rigorous
model of the two-stage grid-connected inverter and its design stages are highlighted. The
performance of the system is evaluated under steady-state and dynamic conditions with
different sampling frequency and perturbation step size values of the P&O MPPT technique.
Moreover, a mathematical model-based MPPT technique is proposed to enhance the
performance and efficiency of the overall model. The obtained results indicate that perturbation
step size highly affects the convergence speed which induces instability for the entire system.
Thus, the output current THD increases for the small perturbation step size. In addition, the
efficiency rate of the overall system decreases. On the other hand, the sampling frequency of
the MPPT technique has impacts on the transient behaviour of the controller. Tracking accuracy
and convergence speed have a direct relation to the sampling frequency.

An improved genetic algorithm-based MPPT technique improves the transient response of
the overall system. The output current THD is substantially reduced to the value below 4%
while the system's overall efficiency is increased by 2%.
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EXTENDED ABSTRACT
OVERVIEW

As the world’s energy demand is constantly rising, there is a need for sustainable energy production
increase. In order to mitigate the effects of global warming, the world must significantly reduce
greenhouse gas (GHG) emissions in every sector, in particular, from fossil sources. There are various
methods available for the treatment of organic wastes and bio-based energy production but the anaerobic
digestion (AD) appears to be one of the most promising approach [1] for producing environmental and
socio-economic benefit, in terms of renewable energy (biogas), reduction of organic wastes going to
landfills and abatement of GHG emissions [2]. Animal slurry and poultry manure are recognized to be
a very favourable substrate for biogas production. It has been estimated that world produces around 20
708 million tons, Asia produces 11 514 million tons and Europe produces about 2039 million tons of
chicken manure annually and 70-60% to this manure remains undigested. Therefore, it is expected that
together with anaerobic technology development, research driven innovation and strong political push
towards climate neutrality in the world, the chicken manure anaerobic digestion capacity will double in
the nearest future.

The objective of this study was to evaluate chicken manure biogas potential and to explore the full-scale
biogas plant digestion performance in order to better understand the stability of chicken manure
digestion process. The major factor to overcome the ammonia inhibition was fresh water dilution
strategy and the process adaptation strategy towards improved anaerobic digestion of chicken manure
as a mono substrate in a full-scale anaerobic digestion plant.

METHODS

Chicken manure (CM) samples were measured before the biomethane potential tests (BMP) were
performed. Digestates from full scale anaerobic digestion plant were measured immediately after
sampling date. The measured chemical parameters were the dry mass (DM), volatile solids (VS), Total
Kjeldahl Nitrogen (TKN), Phosphorus (P), Potassium (K), organic carbon (OC), pH and ammonium
nitrogen (N-NH4) both for fresh chicken manure and chicken manure digestate. The BMP test
temperature was mesophilic (35 £ 1 °C) and the chosen test duration was set to 40 days. The working
bioreactor volume was set to 0.4 L. The chosen inoculum to substrate ratio was 2 on g VS basis.

The continuous biogas production experiment was carried out in full scale anaerobic digestion plant
located in Lithuania. The bioreactor with a working volume of 2500 m? was operated continuously at
35 £ 1 oC with four mixers stirring once every hour for 15 min mixing interval. The duration of the
experiment was 217 days.
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RESULTS

The biogas production slope indicated that after 15 days of incubation more than 90% of chicken manure
biogas potential was produced. The biomethane potential test of collected CM samples show the specific
biogas production of 145457 L biogas kgt CM added. The lowest CM biogas yield was found to be 88
L biogas kgt CM added.

Periods 1 2 3 4
Experiment period Stable Imbalance | Acclimatization | Acclimated
Experiment duration days 25 21 60 111
Biogas production met Vs 504 466 486 489
added
Biogas composition % CH. 60 53.3 57.9 58.6
Hydraul!c retention days 42 35 34 45
time
Organic loading rate | kgvVSm3d?' | 222 2.24 2.27 3.14
VFA gLt 3.7 (peak7 ft?lO.S) 9.13 7.86
N-NH4 gLt 3.94 4.09 5.09 541
pH 8.04 7.4 7.98 7.96
FAN mgL?! 604 598 566 542
Temperature °C 40.3 40.4 37.4 36.1
Process efficiency % 95.08 78.15 88.64 (peaioai%s% )

CONCLUSIONS

As the demand for renewable energy is growing, chicken manure becomes an attractive feedstock for
biobased energy production. The BMP results indicate that chicken manure produces 312+ 23 L CH,
kg? VS added and the biogas yield per quantity of wet mass depends on the volatile solids fraction in
the manure biomass. The results obtained from the full-scale anaerobic digestion plant from the 217
days’ operational period of chicken manure digestion as a mono substrate indicated that there is time
required for acclimatization phase of the anaerobic digestion process. This acclimatization should be
performed by continuous steady supply of chicken manure into the bioreactor while maintaining
constant organic loading rate. The acclimatization phenomena can be related to ammonium
concentration in the fermentation media causing partial inhibition, which is reflected in biogas volume
as well as energy content reduction. However, the data analysis of anaerobic digestion performance
indicates that the system is able to adapt and acclimate to increased nitrogen concentration in the media.
Once adapted, the performance of biogas plant fermenter was able to deliver 93% of chicken manure
biogas potential with a OLR of 3.14 kg VS Ld? and TAN concentration of 5.5 g L.

Keywords: Anaerobic digestion, biogas, chicken manure, ammonium inhibition, full scale digestion
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ABSTRACT

Households make up about a third of Latvia's final energy consumption, which accounts for the largest
share of fine particulate emissions. Out of 817,900 households, 356,590 are not connected to district
heating and heat supply is provided by local heat sources. Most households use wood stoves or boilers
as individual heating equipment. The condition of those heating equipment is often assessed as very
poor, most of them are powered by firewood and are at least 25 years old and its efficiency is lower
than 60 %. Only a small part is high efficiency equipment. Statistic data shows that the primary heat
consumption in the country, of which DH accounts for 26 % and individual heat supply 74 %, besides
56.4 % of households, are connected to DH. Firewood as primary fuel is used for private house heating,
but it is not only inefficient but also has significant number of emissions of different gaseous and hard
particle pollutants. To achieve the goals of the EU green deal, it will not be enough just to introduce
non-emission technologies and transform the industrial sector. To reach EU green deal it will be
important to develop all directions of the economy, including efficient use of fuels — biomass in the
private house sector heat and electricity supply. If households started to replace outdated individual
heating equipment in rural areas with modern wood gasification boilers with integrated electricity
microgeneration equipment, it would contribute to EU climate goals and achieving climate neutrality
by 2050, as well as promote rural development and population health. In this paper experimental based
calculations about potential emission savings by replacing existing conventional solid biomass boilers
with novel mCHP biomass boilers are presented.

Keywords: climate policy; cogeneration; efficiency; emissions

kWhn Kilowatt hours of thermal energy

Whel Watt hours of electricity

CHP Cogeneration

mCHP Micro cogeneration

UN United Nations

GHG Greenhouse gases

EU European union

RES Renewable Energy Sources

DH District heating
INTRODUCTION

In order to highlight the topicality of the researched issue, it is important to look not only
at the structure of Latvian household energy consumption, including heating consumption, but
also to analyse it in the context of the European Union.

Household heating is one of the main energy consumption sectors in Europe. More than
one third of total energy consumption — at the same time it changes significantly depending on
changes in outdoor air temperature. There are very different types of household heating.
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Northern Europe is dominated by district heating and electricity from hydropower plants.
In Western Europe, it is fossil gas and electricity. In the Baltics, district heating and biomass
(firewood and pellet) heating boilers. About 40 % of households in Europe are heated by natural
gas, 30 % by electricity, 10 % by liquid fuels and 10 % by biomass, as well as the remaining
10 % by district heating and other technologies [1].

Heating accounts for about one sixth of European Union (EU) emissions. Although
emissions from heating have fallen by almost 50 % since 1990, looking ahead to meet the Green
Deal's climate neutrality targets, significant reductions in household emissions are needed in
the coming years.

Liquid fuel boilers in EU households alone account for 18 million. Although more and
more electricity is produced from renewable energy sources (RES), as well as opportunities
appear to use biogas in gas boilers or biofuels as a liquid fuel instead of fossil fuels, it is
important to promote the introduction of all the most efficient RES technologies in households.

One of the directions is heat pumps, but their widespread use requires grid flexibility,
which may require significant investment in grid infrastructure, otherwise it may prove to be a
bottleneck place in the development of this technology. Of course, there is great potential in the
household sector for the use of solar panels and panels for heating and electricity generation,
but this will also not be enough to achieve the green deal climate neutrality goals. On average,
42 % of the EU's territory is covered by forests (46 % European), with a wide range of coverage,
from more than 71 % in Finland to just over 8 % in the Netherlands [2]. Therefore, the use of
biomass for household heating has a wide potential not only in Latvia, but also in Europe. It is
essential that modern biomass boilers (“A” class), combined with integrated Stirling engine
electricity generation, not only efficiently use wood biomass for domestic heating, but also
generate electricity for self-consumption and grid, thus providing electricity to households in
another region.

This study addresses the issue of emission reductions in one of the sectors where this
technology could be used: the replacement of existing solid biomass heating boilers with
efficient biomass boilers (“A” class) together with integrated Stirling engine technology.

The aim of the study is to determine experimentally the potential reduction of GHG and
PM2.5 and PM10 particulate emissions by upgrading old-generation household solid biomass
heating equipment, replacing it with “A” class biomass gasification Stirling engine micro-
cogeneration equipment.

EXPERIMENTAL
Task of the experimental part

The research is planned to be based on the results obtained in experiments.
Given that most households use solid biomass (firewood) of different quality and
moisture content for heating, the aim of the experiments is:

1. To determine the impact of cogeneration regime and heat energy production;
2. Not to assess the effect of fuel moisture on the heat and electricity display in the
MCHP installation;
3. To determine GHG and particulate emissions from the plant operating in thermal
energy and cogeneration modes.

Experimental equipment

A prototype of a solid biomass micro-cogeneration unit was used for the experiments. An
“A” class [3] solid biomass heating boiler Magasro 31 kW [4], shown in Fig. 1. This boiler was
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chosen due to the latest available technologies in the field of household biomass boilers.
According to the performance characteristics of the Stirling engine [5], the boiler must be able
to heat its head to at least 550 °C in order to achieve maximum engine efficiency. The technical
information of the boiler manufacturer shows that the temperature of the combustion chamber
can reach 800 °C, which provides the possibility to heat the temperature of the Stirling engine
head inserted in it up to 600 °C, which is specified by the Stirling engine manufacturer as
maximum permissible for stable engine operation [6].

Fig. 1. Solid biomass gasification boiler “A” class

In order to be able to operate the experimental unit in cogeneration mode, a Microgen
Stirling engine with max. electrical output 1050W, efficiency up to 25%, (Fig. 2) [16] was
integrated into the boiler, with an automated engine lifting mechanism (Fig. 3). As a result, the
experimental unit (Fig. 3) can operate only in the heat energy production mode or in the
cogeneration mode.

Fig. 2. Microgen Stirling engine with integrated electric generator
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A schematic representation of the experimental equipment is shown in Fig. 3.
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Fig. 3. Schematic representation of the experimental equipment.

For the experiments, the mCHP unit was installed in a boiler house, which provides heat
energy to a small-town residential buildings. Connection to the district heating network
provided an opportunity to operate the experimental equipment with maximum capacity for a
long time, allowing to obtain more accurate measurement of the equipment operation.
The connection diagram of the unit with the municipal district heating network is shown in

Fig. 4.
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Fig. 4. Drawing of the connection of experimental mCHP equipment
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Experimental data collection and methodology

To assess the quality of the combustion process, gaseous emissions were measured using
the flue gas analyser from company Testo AG, model Testo 340, which allows to determine the
amount of CO2, 02, CO in the flue gas when the plant is operating in stable mode.

A Swiss company Sontex ag model Sontex Supercal 73 heat meter was used to measure
the heat produced by counting heat energy given to network.

Stirling Engine Data viewer software (product of company Microgen engine corporation,
engine parameter measuring software with internal sensors) was used to record Stirling engine
operating parameters.

The moisture content of the wood was determined using the China company ICraft Wood
Moisture Analyser iCcraft.

Determination of fine particles matter PM2.5, PM10 was performed in accordance with
the method described in the standard LVS ISO 9096 “Manual determination of mass
concentration of particulate matter” [7], using the particulate measuring device of Italian
company TCT Teracora model Tecora Isostack G4.

To obtain experimental data, measurements were performed according to the
methodology used in the study [8], [9]. In a Table 1 is described main parameters of the used
biomass fuel. Experiment’s ware obtained by full load of gasification chamber with wood logs
with parameters mentioned in Table 1. No additional fuel was added during experiment,
depending on moisture, load was variating from 15-20kg. Every 15 min. of total about 3h
combustion cycle parameters ware fixed with analytical equipment mentioned at the beginning
of the chapter 2.3. Summary of the produced thermal and electrical energy during hall
experiment was fixed and recalculation to express results them to 1kg of fuel is shown in Fig. 6

and Fig. 7.
Table 1. Experiment Description

Exp. No. | Boiler status Fuel Wood logs (35-50cm) bulks
1. Heating Wood logs with 20 % moisture Seasonae:(,j ?(;;(/053(?;3]( alder
2. Heating Wood logs with 15%moisture Dried mi;( 0%22;: dalder and
3 Heating Wood logs with 25%moisture Fresh erj]grgg;/fg:g’n‘;f alder
4. CHP Wood logs with 20 % moisture Season::(,j 21(')2;) 539[?:13]: alder
5. CHP Wood logs with 25 % moisture Fresh :l;tdrggé/fg:fnzf alder
6. CHP Wood logs with 16 % moisture | "' migofg/?)‘ﬁ;:dalder and
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. . Dried mix 50% of alder and
0
7. CHP Wood logs with 12 % moisture 50% stand
Combined . . Dried mix 50% of alder and
0
8. CHP/thermal Wood logs with 12 % moisture 50% stand
. . Dried mix 50% of alder and
0
9. CHP Wood logs with 15 % moisture 50% stand

RESULTS AND ANALYSIS OF THE EXPERIMENTAL DATA
This chapter describes the data obtained during the experiments and their analysis.
Heat and electricity generation

According to the task of the study, the heat energy production data were collected when
the mCHP plant was operating only in the thermal energy production mode (thermal) and the
plant was operating in the cogeneration mode (CHP). Heat energy generation data are shown
in Fig. 5. Taking into account that combustion plants with different capacities are used in
households, in order to obtain comparable data, a calculation was made for the production of
heat and electricity expressed as 1 kg of fuel used.

3.58
2.85
2.65
2.4 2.47
2.15
12 15 20 25

Fuel moisture, %

3.5

2.

(8]

kwh th
N

1.

(8]

[y

0.

(6]

o

Fig 5. Experimental results of produced thermal energy kWh, from 1kg of wood blue column
for CHP and red column for thermal mode

When the unit was operating in cogeneration mode, data on the produced electricity was
collected both for the unit's own consumption and given into the network. To perform the task,
9 experiments were performed, in which 1-3 experiments were performed only in the heat
energy production mode, while 4, 6, 7, 9 in CHP mode, experiment 8 was performed using
combination of CHP and thermal mode. The experimental results on the produced heat energy
are shown in Fig. 6, while the data on the produced electricity are shown in Fig. 7.
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Fig 6. Experimental results of produced thermal energy from 1kg of wood
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Fig. 7. Experimental results of electrical produced from 1kg of wood and transferred to the
public electric network

Analysis of heat and electricity production data

A total of 25 experiments were performed using firewood of different moisture contents,
according to Table 1. Under natural conditions, without artificial drying, the preparation of
firewood with a moisture content of less than 15 % is cumbersome. A survey of market-
available firewood for household consumption found that firewood with a moisture content of
20 % was the most widely available on the market [10], so for future calculations it was assumed
that households use the most fuel of this quality, performing 13 experiments with firewood with
20 % moisture content.

Based on the experimental data Figure 5, the results were obtained that in cogeneration
mode on average 2.84 kWh of heat energy can be obtained from 1 kg of firewood and 2.48 kWh
if operating only in heat energy production mode.

When the plant was operating in cogeneration mode, the plant produced on average
0.026 kWh of electricity from 1 kg of firewood. The calculation is made by summing the
equipment's own consumption 180 W and the accounting of electricity transferred to the
network.

During the experiment with burning of 20 % moisture wood, PM2s and PMyg particle
emission measurements were performed during the stable combustion process phase.
Measurements were performed with the unit operating in both heat and cogeneration mode.
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The results of the experiment showed that 78 mg of solid particles were emitted for the
production of 1 kWh of heat energy. It was not technically possible to perform particulate
measurements for all experiments, therefore their reliability was tested by evaluating data from
other studies on particulate emissions from wood gasification boilers [11].

Emissions data
Data statistics

CO2 emissions from electricity generation are reported in different EU countries, for
example, statistics for 2019 [10] show emissions, 900 g/kWh Estonia, 138 g/kWh Latvia,
65 g/kWh Lithuania. The average EU CO2 emissions per KWh of electricity generation in 2019
are estimated at 287 g/kWh [12]. Taking into account the different emission levels in different
countries, the EU average electricity production emission data are used for further calculations.

According to Latvian construction standards, the heat energy consumption of residential
houses is allowed up to 90 kWh/m? per year [13]. The current situation in the Baltic States,
which is related to heat energy consumption, is significantly worse. It is shown that in Latvia
and Lithuania it exceeds 200 kWh/m? per year [14]. Most residential buildings were built before
the adoption of the existing building codes, so based on the reports of energy audit data
collection [15], [16], it can be concluded that in fact the heat consumption of households
exceeds the permissible level of building standards. According to these reports, it averages at
least 150 kWh/m? per year. For future calculations, we use these data as the total heat
consumption of households, which also includes the energy required for hot water preparation.

According to statistical data, the average household size in rural areas of Latvia, where
firewood is mostly used for heating, is 93.9 m? [17]. It is taken into account that this value is
the average size of households, which also includes buildings without district heating, the area
of which is below average. For further calculations, in this study the minimum heating area is
taken to be 200 m?, as this area is recommended in the technical documentation of the boiler
manufacturer [4].

CO2 emissions from heat and electricity production

According to previously accepted data on household size and average heat energy
consumption, it is determined that a household with a heated area of 200 m2 consumes 39 MWh
of heat energy during a calendar year.

CO:2 emission tests were performed with the plant operating in heat and cogeneration
mode. The data were obtained using a Tecora Isostack G4 test rig, measuring a flue gas flow
of 5.99 m? for burning 1 kg of wood. During the recalculation, it was determined that 500 g of
CO- emissions are generated to produce 1 kWh of thermal energy. Taking into account that on
average 2.53 kWhw was obtained from burning 1 kg of wood (Fig. 6), we obtain that the
household emits an average of 7707.51 kg of CO- for heat energy production.

According to the experimental results in Fig. 7, we calculate that when the plant is
operating in cogeneration mode, 1014 kWh of electricity would be produced per year.

According to the accepted data on CO2 emissions from electricity generation [12] and the
amount of electricity produced during the year, we obtain that the annual reduction of CO>
emissions of a household would be 291.02 kg.
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Particulate emissions

In the measurement of particulate emissions, according to the methodology described in
Section 2.3, it was determined that 78 mg of particulate matter is emitted for the production of
1 KWh (Table 2).

Calculating household particulate matter emissions results in 304.20 kg of particulate
matter emissions per year.

Table 2. Fine particle and CO2 Emission measurement results from kWh production

Exp. No. | Parameter Unit Measurement
1. CO; g 500
2. Fine particles mg 78

Analysis of experimental results to determine potential reductions in particulate matter
and GHG emissions

When compiling data on CO> emissions, taking into account the emissions from heat
production in the experimental installation during the year (Fig. 8(2)), they are compared with
the emissions from the old type boilers (Fig. 8(1)) [7], [9],
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Fig. 8. Comparison of GHG emissions from average household using old biomass boiler (1),
novelle Stirling engine based mCHP boiler (2)

As shown in Fig. 8, the annual CO2 emission reduction of one household, using the
parameters adopted in Section 3.2.1 of the study, using the Stirling engine mCHP device
reaches 7840.60 kg CO- reduction. Given that both new and old boilers use biomass, they can
both be considered as CO> neutral, thus, the comparison shown in Fig. 8 only shows the
differences in their operating efficiency.

To determine the reduction of gaseous emissions, we use data on the electricity produced
by the mCHP unit, which it is able to produce during the year by replacing the electricity
received from the network. Taking into account the calculation method described in Section
3.1., we obtain that the annual reduction of CO2 emissions reaches 291.02 kg.

The results of particulate emission measurements are presented in Table 2. For old
generation biomass boilers, particulate emissions are assumed to be 417 mg kWhs [18].
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The results of calculation the potential reduction in particulate emissions over one year if the
manual biomass boiler were replaced by the Stirling engine mCHP analogue used in the
experiment is shown in Fig. 9.
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Fig. 9. Comparison of fine particle emissions from average household using old biomass (1),
novelle Stirling engine based mCHP boiler (2) per year calendar

The total annual reduction in particulate emissions is 13221 kg (Fig. 9).
DISCUSSIONS

Our research was based on comparison of the literature observation and the data obtained
in the practical part of the experiments.

The experiments were designed so that their results could be compared as accurately as
possible with the real conditions in households, thus it was chosen to use different quality fuels
in the experiments, similar to what was done in the research [7], [9]. When operating the heating
unit in the micro-cogeneration mode, the optimal fuel moisture level and heat load were
determined. The main focus of the study was on the possibilities of reducing GHG emissions,
thus the conditions under which the heating plant emits the least GHG and particulate matter
were also studied. It was determined that for maximum power generation it is necessary to reach
the Stirling engine head temperature of 8001000 °C, at which the power generation capacity is
in the range of 700-900 W, but not all experiments managed to reach such engine head
temperature due to different quality of fuel used in the experimental plant. The maximum head
temperature is achieved under the ideal combustion conditions allowed by a combustion plant
of this design. In the emission calculations was only that data, which got repetitions in the
experiments. The levels of GHG and particulate emissions in the maximum energy production
modes did not show significant differences compared to the optimal conditions.

CONCLUSIONS

The study made it possible to compare both the total fuel consumption of households and
the emissions that could be reduced if old heating equipment were replaced by similar
equipment used in the study. The reduction of GHG emissions from one household during a
calendar year was calculated to be 291.02 kg, which was determined by the amount of
electricity produced, which replaces the electricity received from the grid.
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The overall reduction in GHG emissions is shown in Fig. 8, this comparison is more
indicative, showing fuel efficiency, as biomass heating installations are considered to be CO;
neutral.

The potential reduction of particulate matter from one household per year was determined
to be 13221 kg if the old generation heating equipment were replaced with the analogue of the
equipment used in the experiments.

A reduction in heat and electricity production was observed using fuels with a higher
moisture content. The optimal fuel moisture content was determined to be 20%, at which the
highest heat and electricity generation was found. Using fuels with a lower moisture content,
i.e. below 15%, a decrease in heat and electricity generation was observed. The reduction can
be explained by the design features and automation settings of the researched equipment, which
limit the temperature regime in the gasification and combustion chamber of the equipment,
limiting the maximum temperature in the convective part of the boiler, prematurely shutting off
the air supply. This reduces the temperature in the combustion chamber, preventing the Stirling
engine head from heating to the desired temperature.

The results of the study were obtained, which indicate the positive impact of the
cogeneration regime on heat energy production. The highest efficiency was detected with 15%
of moisture content wood (Fig. 5). Average efficiency of thermal energy production increase
from CHP regime was about 12.88%.

When studying the emissions of particulate matter, it was concluded that they are larger
in the initial and final phase of operation of the heating plant but are constant when the plant is
operating in a stable mode.

No change in particulate emissions was observed when the plant was operating only in
thermal energy or cogeneration mode.

The installation of such equipment in households would reduce household emissions by
replacing electricity from the grid.

The cogeneration mode has a positive effect on the overall thermal energy efficiency of
the plant, which reduces fuel consumption, thus reducing household heating emissions.
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EXTENDED ABSTRACT
INTRODUCTION

Sewage sludge is a by-product of urban wastewater treatment and its generation has increased
dramatically, from 10-10° to 13-10° dry metric tons per year, between 2010 and 2020 in the European
Union [1,2]. The management of this waste represents one of the main disadvantages in Wastewater
Treatment Plants (WWTPs) due to its low solid concentration, high organic load and the presence of
potentially dangerous compounds, such as heavy metals, persistent organic pollutants and pathogenic
organisms [3]. This implies a challenge in operational and economic terms since the cost associated
with the treatment and disposal of the sludge represents approximately 50% of the total operating cost
of WWTPs [4]. Traditionally, different methods have been used for the management of activated sludge,
such as landfilling, soil/land application (with or without previous composting), incineration and
anaerobic digestion [5]. However, the pollution problems that the sludge can generate, as well as its
high moisture content, and the tightening of environmental regulations hamper the efficient and
economic application of some of the treatments [3]. Therefore, it is essential to promote a new growth
model, based on circular economy, which focuses on the valorisation of wastes in order to use resources
efficiently. In this sense, it is possible to achieve efficient management of sewage sludge through
specific techniques, such as hydrothermal treatments (thermal hydrolysis and wet oxidation) coupled
with fermentation processes, thus increasing the supply of clean, renewable and sustainable energy.

METHODS

In this study, fermentations were carried out using Zymomonas mobilis CECT 560 for the production
of biofuels from secondary sewage sludge after being subjected to hydrothermal treatments. To this end,
thermal hydrolysis (TH) and wet oxidation (WO) were carried out at different pressure and temperature
conditions, concluding that the best ones were 170 °C and 40 bar. The fermentation processes were
carried out with both the oxidised and the hydrolysed sludge, the initial glucose concentration being 10
g/L in both cases. The evolution of the fermentations with the hydrothermally pre-treated sewage sludge
were monitored by means of bacterial growth, consumption of substrate (glucose) and the production
of bioethanol. In addition, the concentrations of possible fermentation inhibitor compounds, such as
phenolic compounds, furfural, hydroxymethylfurfural (HMF) and organic acids were evaluated.

RESULTS

Regarding the performance of the oxidised and hydrolysed sludge as fermentation media, it was
observed that glucose was totally consumed in the hydrolysate liquid in 24 h. However, in the case of
the oxidised liquid, the consumption of the substrate was only partial. In fact, only 53% of glucose was
consumed after 36 h. Besides, cell growth showed that the maximum optical density in the hydrolysate
was 0.9 at 48 h, whereas in the oxidised one, the maximum value (0.3) was achieved after 10 h and
remained stable from this time onwards. This showed that the oxidised liquid is a more toxic medium
for Zymomonas mobilis growth. In relation to the production of ethanol, it was found that the maximum
production was obtained in 48 h in the hydrolysed liquid with a yield of 78% of the theoretical one [6].
In the oxidised liquid, the yield obtained was only 27% of that expected. This delay and decrease in
glucose consumption, as well as cell growth and ethanol production, were observed in both the
hydrolysed and oxidised liquid when it was compared with the pure culture media. This behaviour can
be explained due to the presence of several inhibitory compounds. For this reason, the content of
phenalic compounds, furfural, HMF and organic acids present in the sewage sludge after WO and TH
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was analysed. The organic acids determined were non-volatile hydroxy (oxalic, malic, maleic, lactic)
and volatile acids (formic, acetic and propionic).

The concentration of each of the fermentation inhibitor compounds for both the hydrolysed liquid and
the oxidised one is presented in Fig. 1. The concentration of phenolic compounds in the oxidised liquid
was 237 ppm, while in the hydrolysed liquid was 470 ppm. For furfural, the concentration was similar
in both cases, the value being 32 ppm in the oxidised and 27 ppm in the hydrolysate. On the other hand,
the HMF concentration in the oxidised was 9 ppm, while in the hydrolysate was 5 ppm. The
concentration of organic acids was significantly higher in the oxidised (5372.4 ppm) than in the
hydrolysate (1418.3 ppm).

6000 -
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8 ]
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Fig. 1. Concentration of fermentation inhibitor compounds in the sewage sludge after WO and TH.
Phenolic compounds (=), furfural ( ), HMF (m), organic acids (m).

CONCLUSIONS

Hydrothermal treatments, such as WO and TH, can be considered interesting techniques for the
solubilization of sewage sludge in order to be used as fermentation media for the production of biofuels.
Regarding anaerobic fermentations with Zymomonas mobilis CECT 560, it was proved that the best
results were achieved with the hydrolysed one, since 4.3 g/L of ethanol were generated after 48 h of
fermentation, whereas with the oxidised one, the maximum ethanol concentration was 1.6 g/L after 36
h. This behaviour can be explained due to the concentration of fermentation inhibitor compounds,
specifically organic acids, which was around 4 times higher in the oxidised liquid than in the hydrolysed
one. Therefore, high yields of biofuel production from hydrothermally pre-treated sewage sludge will
depend on the operational strategy used, as it determines the availability of fermentable sugars and the
concentration of inhibiting compounds.

Keywords: activated sludge, bioethanol, fermentation, inhibitory compounds, thermal hydrolysis, wet
oxidation
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ABSTRACT

Fossil fuels such as petroleum and coal is still the most used resource of energy in the world. While
the need of energy is increasing, it becomes an important issue to supply it from sustainable and
renewable sources such as forest, industrial, and agricultural waste. Increasing consumption of fossil
fuels are not only a problem but also an important problem of global warming as well as environmental
pollution. Biomass energy becomes an alternative energy to meet the increasing energy demand and to
reduce global warming effect. Biomass can be obtained from various raw materials such as forest
residues, wood, agricultural waste, annual plants, and chemically untreated wood industry residues. On
the other hand, pellets or briquettes manufacturing have many advantages such as increasing density
and burning efficiency of the waste and reducing transport cost. It decreases also carbon footprint along
with supporting circular economy.

This study aims to determine the quality of wood and non-wood pellets according to EN 1SO
17225-2 and EN ISO 17225-6 standards and the obtained pellets were characterized by Fourier
transform infrared spectroscopy (FTIR-ATR). The elemental composition of the wood pellet and non-
woody pellet samples were determined using Inductively Coupled Plasma Mass Spectrometry (ICP-
MS). The pellet samples were obtained from various pellet factories in Turkey, and the pellet samples
were analysed to determine some chemical and mechanical properties.

Itis clear that woody pellets even in different types of wood species and ratios ensure the standard
requirements. But, FB and T1 do not meet the standard requirements in some aspects.

Keywords: Bioenergy, Pellet, FTIR-ATR, Elemental analysis, Ash melting behaviour,
Mechanical durability.

INTRODUCTION

Energy consumption is increasing rapidly due to factors such as increasing world
population, industrialization, urbanization, and rising living standards in recent years and
energy resources continue to be depleted rapidly. Most of the energy resources used in the world
are obtained from fossil sources such as oil, coal, and natural gas. In addition to the depletion
of these fossil resources in the future, it will bring negative effects such as global warming,
temperature changes, climate changes, increased carbon emissions, and environmental
pollution. Biomass energy is one of the energy sources that can meet the increasing energy
demand in a sustainable way and environmentally friendly. In addition, the use of
lignocellulosic materials in energy is increasing day by day with the aim to reduce carbon
emissions having impact on global warming [1].

Pellet manufacturing is the feasible way to use biomass waste to obtain clean energy.
Among the advantages of pelleting biomass are increasing density and burning efficiency of
the waste and reducing transport cost. Biomass is renewable and clean resource, can be grown
everywhere, has storage capacity, use of biomass energy causes less greenhouse effect
compared to other fossil sources, does not cause acid rain, supply CO: balance in the
atmosphere, decreases fossil fuel use, provide financial savings, for rural areas. Due to these
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advantages, energy production, chemical production, fuel production, and electricity generation
are carried out using biomass resources. The composition of biomass material involves a
complex mixture of various organic compounds and polymers. Hemicellulose, cellulose, and
lignin are the basic building blocks of biomass. The properties and proportions of these
lignocellulosic materials differ according to the type of biomass. Materials with a
lignocellulosic structure (wood, tea, hazelnut, straw, etc.) represent important renewable
resources [2,3,4].

Gunduz et al. in their study, produced pellets from three different wood species
(Rhododendron ponticum, Laurus nobilis, and Castanea sativa). They determined the
elemental analysis and characterization of the woody pellets. As a result of the study, it was
found that the bulk density shows similar results, the chestnut wood pellets contain lower ash
content, the moisture content is below the limits defined under standards EN 14961-2 and DIN
51731, the higher elemental analysis values of the oven-dried pellets and the higher calorific
values of the woody pellets were obtained [5].

Chandrasekaran et al. compared the chemical properties and energy values of wood
pellets and wood chips using several standards (CEN/TS, Austrian, German, Swedish,
PFI(U.S.)). They analysed 23 wood chips samples and 132 wood pellet samples. As a result,
they found that some pellet samples had high concentrations of heavy metals, and contaminated
wood or pressure-treated wood might not meet these standards [6].

The other study evaluated the production of biomass pellets from vineyard wastes. They
evaluated the elemental analysis and energy values of the non-woody pellets made according
to EN 1SO 17225-6. The findings stated, which vineyard wastes can be used for energy; the
copper content in some pellet types is at limit values, heavy metals are below the limit values,
and high-quality pellets can be produced [7].

Picchio et al. examined the quality of pellets produced from woody and non-woody raw
materials. They stated that woody pellets are of higher quality than non-woody pellets, that
some non-woody pellets have improved their quality properties as a result of blending with
woody pellets, and recently torrefaction studies have increased quality, and the use of binding
agents make possible method to ensure quality [8].

Miranda et al. (2020) investigated pellets obtained from different sources. They
performed the analysis of ten kinds of laboratory-made pellets from different raw materials.
The result was achieved as follows: higher C content increases the calorific value; pine pellets
are more preferred in the market due to lower ash content; it is difficult to meet EN 1SO 17225
standard specifications by some types of biomass; combustion systems are important; different
types of pellets produced according to EN ISO 17225 will contribute to environmental success
[9].

Brand et al. investigated pellets in different blends from agricultural and wood waste and
their effects on quality. They blended rice and pine samples and evaluated the quality according
to EN ISO 17225. The achieved results showed that the mechanical strength is not affected by
the mixture of rice and pine in the compositions; the ash content increases with the addition of
the mixture, and meets the standards when mixed with pine [10].

Pegoretti Leite de Souza et al. investigated the effect of lignine distribution and
physicochemical properties on the quality of different types of pellets. They performed
mechanical, chemical, and physical analyses for 4 different samples: Pinus radiata, Eucalyptus
nitens, Paulownia elongara A server, and Miscanthus A giganteus. They found that Pinus
radiata is more suitable for pellet production and has high calorific value, anatomical structure
is important for pellet quality, miscanthus giganteus pellets contain high ash [11].

Christoforou and Fokaides studied the thermochemical properties of pellets obtained
from agricultural and industrial waste. They analysed 8 different pellet samples according to
EN 1SO 1725-2 and EN ISO 17225-6. As a result, they found that blends of exhausted olive
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husk, mulberry tree pruning and grape pomace (85% by volume), and chemically untreated
wood shavings (%15 by volume) with high ash content, exhausted olive husk had high nitrogen
content, and the resulting pellets had high calorific values [12].

This study aims to reveal some of the quality characteristics of woody and non-woody
pellets obtained from different locations in the market of Turkey.

MATERIALS AND METHODS

The pellet samples were commercially obtained from various pellet factories in Turkey.
Of these pellet samples were 9 woody and 2 non-woody (tea and hazelnut) pellets. All pellet
samples were ground according to TAPPI T257 cm-85 standard for mechanical test, elemental
analysis, FTIR analysis and some chemical analysis. The pellets were identified as seen at
Table 1. Pellet samples also are shown in Fig. 1.

Table 1: Identification pellet samples
Sample Code = Sample Name

T1 Tea tree waste

H1 Hazelnut shell

FB Fiber Sludge

W1 Pinus and Oak blend
W2 Pinus and Oak blend
W3 Pinus and Beech blend
W4 Pinus and Oak blend
W5 Softwoods and Hardwoods blend
W6 Pinus and Beech blend
W7 Pinus and Oak blend
W8 Pinus and Oak blend

Fig. 1: Some of the woody and non-woody pellets

Before analyses pellet samples were ground by the Wiley mill. Analyses were performed
according to test standards as below:
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e Moisture content was determined according to TAPPI T 412 om-94.
e Ash content was determined according to TAPPI 211 om-85.
e ICP-OES Analysis

Pellet samples were primarily ground in Wiley-type mills. The powdered samples were
dried at 55-60 °C for 24 hours for the use in elemental determination. 0.5 g of oven-dried
samples were weighed and placed into teflon tubes produced for the use in the microwave
device. 5 ml of concentrated nitric acid (NHO3) was added to the weighed samples. After
maintaining for 10 minutes, 1 ml of hydrogen peroxide (H202) was added. Later, the samples
were dissolved in Berghof Speedway 4 microwave-digested. The solutions were filtered
through blue band filter paper and ultrapure water was added to 50 ml.

Element determination experiment with ICP-OES was performed on PerkinElmer
Optima 7000 DV device. The device was run for 15-20 minutes before starting analysis. The
solutions containing 5 different concentrations of the elements to be analysed were prepared
and the device was calibrated. After the device was calibrated, approximately 10-12 ml of
sample solutions were taken and transferred to 15 ml tubes and the analysis process was carried
out on the device. According to EN ISO 17225-2, EN ISO 17225-6, 9 elements determination
are required in the samples. These elements are Cr (chromium), Pb (lead), Zn (zinc), S (sulfur),
As (arsenic), Cd (cadmium), Hg (mercury), Ni (nickel), Cu (copper) [13].

e Fourier transform infrared (FTIR) Analysis

Fourier transform infrared absorption data was obtained using a FTIR spectrometer
(PerkinElmer 100 FTIR spectrometer; PerkinElmer Inc., Bridgeport, CT, USA) combined with
an attenuated total reflection (ATR) unit (The Universal ATR Accessory (UATR-PerkinElmer
Exlusive); Bridgeport, CT, USA)) at a resolution of 4 cm™ for 32 scans in a spectral range of
600 cm™ to 4000 cm™. Specimens were milled and passed through an 80-mesh sieve, and the
analyses were performed on ground specimens. The spectra were baseline corrected and
normalized to the highest peak. The FTIR spectroscopy was improved using an ATR unit that
provided direct interaction of the measuring beam with the sample and reflection of the
attenuated radiation to the spectrometer, and increased the sensitivity of FTIR-based analyses
[14].

e Ash melting behaviour was determined according to CEN/TS 15370-1 (2006).
e Mechanic durability was determined according to ISO 17831-1 (2015).
e Bulk density was determined according to 1SO 17828 (2015).

RESULTS AND DISCUSSION

Mechanical durability, bulk density, moisture content, and ash content of the pellet
samples are shown in Table 2 according to EN ISO 17225-2 standard. There are no samples of
analysis of FB (Fiber sludge) and H1(Hazelnut shell) pellet in Table2.

The blending status of W1, W2, W4, W7, and W8 samples are consisting of same wood
species which are Pinus and Oak but blends ratios are not known, so interpretation could be
made according to the results obtained, and accordingly, mechanic durability of W1 is the
lowest and W4 is the highest.

The results of the study showed that the bulk density of all pellets meet the requirements
of EN 1SO 17225-2 and EN ISO 17225-6 standard which define the lowest acceptable value of
600 kg/m3. The highest bulk density belongs to W3 sample could be attributed to the highest
oak content among all blends.

W8 pellet sample has the highest ash content among woody pellets. The high ash content
of W8 may be due to the presence of bark waste.
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When comparing mechanical durability of tea tree waste to that of woody pellets, it is
obviously seen that the tea tree waste has shown the lowest value, besides inorganic substances
are shown the highest value.

The non-woody T1 sample was evaluated according to EN 1SO 17225-6 and given in
Table 2 with the other pellets.

Table 2: Quality values according to EN 1SO 17225-2 or, EN ISO 17225-6

EN ISO 17225-2 Pellet Samples’ Analysis Results

P'E‘:’Ei's'ty Unit Al A2 B |wi w2 w3 w4 W5 We W7 W8 Ti*

Mechanic
o MD MD WMD
-0,
durability, w-% 5975 597.5 >96.5 96,5 97,9 97,3 98,3 97,3 98,7 97,5 96.9 86,1

MD
dflr;sl:li)lt(y, kg/m® 223) 256'30 256'30 600 640 796 700 640 690 640 650 630
MOISIUFE. .96 '\S"llg '\S"llg '\S"llg 7,86 2,77 589 6,79 7,29 7,97 8,86 6,01 693
o W oy ls 0 |089 090 157 146 1,02 0,94 156 1,99 575

W1- Pinus and Oak mix, W2- Pinus and Oak mix, W3- Pinus and Oak mix, W4- Softwoods and Hardwoods mix,
WS5- Pinus and Oak mix, W6- Softwoods and Hardwoods mix, W7- Pinus and Oak mix, W8- Pinus and Oak mix,
T1- Tea,

*According to EN 1SO 17225-6.

The Ash melting behaviour of pellet samples is given in Table 3 according to CEN/TS
15370-1. There are no samples of analysis of FB (Fiber sludge) and H1(Hazelnut shell) pellet
samples in Table 3.

The deformation temperature of woody pellets varies by 1.5% in between the lowest and
the highest temperature values. The deformation temperature of tea tree pellet has the highest
value, and it can be thought that arising from its chemical components.

As it is seen in Table 3, the shrinkage temperature value is the lowest at tea pellet and it
is thought that the volatile extractive components are probably more in this sample. This
shrinkage could be due to a number of factors, including the liberation of carbon dioxide,
volatile alkali compounds, and sintering [15].
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Table 3: Ash melting behaviour of the pellet samples

Ash melting behaviour, , .
CEN/TS 153701 Pellet Samples’ Analysis Results

Prg&esgty unit| A1 | A2 [B| w1 |w2|w3|wa|ws|we|w?|ws]| T1
Shrinkage

starting  °C - - -|1225 1190 1020 1270 1040 1251 1219 1248 640
temperature
Deformation > >
emperature 'C 1200 1100 " | 1213 1220 1190 1245 1190 1242 1216 1246 1300
Hemisphere o 11533 1230 1240 1279 1250 1258 1222 1251 1370
temperature

Flow 0 ;

c - - 1273 1240 1250 1286 1260 1261 1237 1262 1380

temperature

Elemental analyses were performed according to EN 1SO 17225-2, EN 1SO 17225-6 to
determine the commercial pellets characterization and the quality value obtained. It has been
observed whether these products meet the standards described as fuel energy in a manner that
will not harm the environment.

Regarding elemental analysis results, the content of S, Cd, Ni, Zn, Cu, Pb, Cr, As, and
Hg in woody pellets (W4, W6, W7, and W8) are within EN ISO 17225-2’s limits. Furthermore,
the non-woody H1 pellet’s element results are also within EN 1SO 17225-6’s limits.

The heavy metal content of FB pellet is above acceptable limits according to EN 1SO
17225-6 standard and it is thought that fiber sludge cannot be used as pellet for domestic areas,
and this sludge could be used in thermochemical processes such as electricity generation,
synthesis gas.

Table 4 shows elements values of S, Cd, Ni, Zn, Cu, Pb, Cr, As, Hg of pellets. There are
no samples of elemental analyses of W1, W2, W3, W5, T1 pellet samples in Table 4.

Table 4: Elemental Analysis Results of the Wood Pellets

Specification  Units EN ISO FB W7 W8 W6 W4 H1

17225-2
S w-% 0.04<0,04 25,84 <0,04 <0,04 <004 <0,04 <0,04
dr

Cd mg/r<g <0,5 0.061 0.022 0.034 0.109 0.09 <05
Ni mg/kg <10 1246 0.751 0.685 0.909 1.45  0.601
Zn mg/kg <100 113.6 6.824 8394 6.348 7.221  4.67
Cu mg/kg <10 1289 0.845 0.814 1313 1751  3.33
Pb mg/kg <10 0.469 0.405 0503 1851 0591 0.128
Cr mg/kg <10 6.165 0.857 0.939 0542 1774 0.633
As mg/kg <1 0.623 <0.05 <0.05 0.346 0.137 <0.05
Hg mg/kg <0,1 <0.01 <0.01 <001 0016 0176 <0.01

The characterization of biomass in its natural state has been an important problem for its
users and commercial implementers. Sometimes it might be very important to have knowledge
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about the content of biomass pellets as quickly as possible. Since destructive techniques can be
very time-consuming, the application of IR spectroscopy may help to understand the chemical
structure of biomass. The IR spectra of agricultural-based pellets and wood-based pellets are
shown in Fig. 2 and 3. “The most important bands are observed in the so-called ‘fingerprint’
region between 1800 cm™ and 650 cm™” [14]. The identification and explanations of the IR
peaks are presented in Table 5 and 6. The peaks are defined with reference to literature reports
[14,16-19]. Naturally, there are some differences in the bands of spectra observed in this study
compared to reports in the literature since the woody samples are mixtures of softwood and
hardwood and some small amounts of bark and fiber sludge is containing some different
chemicals such as adhesives. So, it is not possible to match the IR bands of the samples in this
study with literature. However, it was apparently observed that all samples have the most
important bands of lignocellulosic as seen in Table 5 and 6.

As shown in Fig. 2, there are no considerable differences between spectra for hazelnut
(1) and tea tree waste (2) except the band at 1732 cm™ and the band at 1728 cm™ wavelengths
respectively. The band at 1732 cm * represents xylan for hazelnut and at 1728 cm™ for tea tree
waste as seen in Fig. 2.

0,094 _

0,09 |
0,08 |
Hazelnut
0,07 |
Tea tree waste
0,06
%
g 005
2
2 004
0,03 ]
0,02 ]
0,01 |
0,004 7 . , , . . : . : : . —
1850,0 1700 1600 1500 1400 1300 1200 1100 1000 900 800 700 650,0
Wavelength cru-1
Fig. 2: IR Spectra of hazelnut or tea tree waste pellets.
Table 5: The numbers in parenthesis indicate peak numbers which were shown in Fig. 2.
Wavenumber Band assignment Specimens
(cm™)
1732 (1) C=0 stretching in xyl jugated i
1728 (1) =0 stretching in xylans (unconjugated) T1
1691 (2) H-O-H deformation vibration of absorbed water and C=0 T1
stretching in lignin
1605 (3) Aromatic skeletal vibrations + C=0 stretching S>G T1, H1
1512 (4) A tic skeletal vibrations in liani T1
1507 (4) romatic skeletal vibrations in lignin H1
1441 (5) L Tl
1436 (5) CH, deformation vibrations in lignin and xylan H1
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1421 (6) Aromatic skeletal vibrations combined with C-H in plane H1
deformation + C-H deformation in lignin and carbohydrates

1370 (7) i L . H1

1362 (7) C-H deformation in cellulose and hemicellulose T1

1317 (8) C-H vibration in cellulose + C;-O vibration in syringyl T1, H1
derivatives

1233 (9) Acetyl and carboxyl vibrations in xylan and C=0 stretching T1, H1
vibrations in lignin

1140 (10) C-O-C vibration in cellulose and hemicellulose T1,H1

1026 (11) C=0 stretching vibration in cellulose, hemicelluloses and H1, T1
lignin

895 (12) C-H deformation in cellulose H1,T1

814 (13) C-H deformation in cellulose H1,T1

References are practiced on literature such as Harrington et al. 1964; Faix 1991; Pandey 1999;
Dogu et al.2017; Mertoglu Elmas and Yilgor 2020. Some of the bands of the spectra in this
work differ from literature values since their nature and composition. Same references are used
for woody and agricultural samples [14, 16-19].

On the other hand, the differences are more distinct in woody pellets spectra as can been
seen in Fig. 3. Especially fiber sludge (FB) differs in its contents dissimilarity (Fig. 3). The
band observed at 1541 cm™* can be referred to as amine groups which represent the existence
of formaldehyde polymerization in the sample. Even though the samples W1, W2, W3, W4,
W5, W6, W7, and W8 contain both softwood and hardwood, differences in spectra may come
from the ratios of the hardwood and softwood contents in the pellet samples.

0,170

0,16 |

0,14 | 1- FBE (Black line) - W5 (Bea Blue line)
2 W1 (Blue line) 7- Wa (Bordeaus Line)
3- W2 (Red line) 8- W7 (Navy Blue line)

0.1z 4 4 W3 (Creenting) 0 W (Purple line) 12
5- W4 (Pink line)

Absorbance &

0,a00

18500 1700 1600 1500 1400 1300 1200 1100 1000

Wavelength cm-1

a00 300 700 650,0

Fig. 3: IR Spectra of FB, W1, W2, W3, W4, W5, W6, W7, and W8 pellets.

Table 6: The numbers in parenthesis indicate peak numbers which were shown in Fig. 3.

Wavenumber
(cm™)

Band assignment Specimens
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1740 (1) w1
1732 (1) C=0 stretching in xylans (unconjugated) W3, W6, W4
1724 (1) W2, W7, W8, W5
1691 (2) H-O-H deformation vibration of absorbed wi
1649.(2) water and C=0 stretching in lignin W2
1631 (2) FB
1608 (3) W3
1?82 (3) Aromatic skeletal vibrations + C=0 stretching Wa, W8, Wo
(3) =G w7
1591 (3) - W1, W6
1577 (3) FB
1510 (4) w1
1283 gg Aromatic skeletal vibrations in lignin wg wg W6, W7, W8
1504 (4) FB
1462 (5) FB
1453 (5) CH; deformation vibrations in lignin and xylan | W1, W6, W4, W7
1448 (5) W8
1423 (6) Aromatic skeletal vibrations combined with C- W2, W3
1422 (6) H in plane deformation + C-H deformation in W1, Wé
1421 (6) lignin and carbohydrates WS, W4, W7, we
1417 (6) g Y FB
iggg gg C-H deformati_on in cellulose and \\;V\/é W6
1365 (7) hemicellulose W2, W4, W5, W7, W8
1324 (8) W6
1321 (8) C-H vibration in cellulose + C;-O vibration in FB
1316 (8) syringyl derivatives W3, W5
1315 (8) yringy W1, W4
1314 (8) W2, W7, W8
1262 (9) W2
1260 (9) W4, W5
1259 (9) Acetyl and carboxyl vibrations in xylan and | W1, W8
1256 (9) C=0 stretching vibrations in lignin W7
1239 (9) W3
1236 (9) FB, W6
1161 (10) W5
1157 (10) C-O-C vibration in cellulose and hemicellulose | W1, W3, W4, W6, W7, W8
1148 (10) FB, W2
1108 (11) W7, W8
i(l)gg Eﬂ; C-O-C vibration in cellulose and hemicellulose C\?BVO/V% W2, Wa, W5
1050 (11) W6
1029 (12) C=0 stretching vibration in cellulose and | FB, W1, W4
1026 (12) hemicellulose W2, W3, W5, W6, W7, W8
ggg ﬁgg C-H deformation in cellulose W1, W2, Wa, W5, W7, W8

References are practiced on literature such as Harrington et al. 1964; Faix 1991; Pandey
1999;Dogu et al.2017; Mertoglu Elmas and Yilgor 2020. Some of the bands of the spectra in
this work differ from literature values since their nature and composition [14, 16-19].
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CONCLUSIONS

In this study, the pellets produced commercially in Turkey were studied to identify the
quality characteristics of these pellets in the current situation.

In conclusion, it was determined that W1, W3, W4, W5, W7, W8 pellet samples meet the
B quality class requirements, while W2 and W6 pellet samples meet the A2 quality class
requirements, according to EN ISO 17225-2. Besides, it is determined that T1 pellet
qualification does not meet EN ISO 17225-6 quality standard because of its very low
mechanical durability, and FB sample would not be used in domestic areas due to containing
heavy metals higher than EN ISO 17225-2.

It is clearly seen that woody pellet samples meet the standard requirements even though
containing different wood species and ratios.
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EXTENDED ABSTRACT
INTRODUCTION

Fibrous hemp has high potential to increase the share of renewable energy. In many countries, e.g., in
the China, Canada, USA, Ireland, Spain, Germany, Poland, Sweden hemp biomass is use for energy
purposes [1,2]. Hemp exhibits many salient features like low feedstock cost, high biomass content, high
land use efficiency, higher dry matter (DM) yield, low nutrients requirement, no/zeropesticide demand
and can improve soil health with organic matter [3]. Research shows, as a solid fuel, the adjusted
biomass energy yield of hemp is equal to or higher than that of other conventional energy crops [1].
About 10 tons of hemp biomass from one hectare can be used for energy purposes [4].

Use hemp for energy purposes is relatively new and comprehensive research into the preparation and
use of biofuels is needed. This paper analyses the preparation of fibrous hemp biomass for solid fuels.

The amount of biomass ash (BA) generated worldwide will likely continue to increase in the near future
[5]. Although biomass ash has a potential beneficial use in soil or other products, this residue is still
largely landfilled [6]. For a sustainable use of biomass it is important to recognise that the ash can
largely be returned to the soil, renewing and replacing the extracted nutrients, especially P and K [7,8].
Returning of biomass ash as fertilizer to field plays great role in sustainable utilization of biomass as
energy [9]. The use of biomass ash as fertilizer requires detailed research with long-term monitoring of
the impact on soils [10].

MATERIALS AND METHODS

There were investigated three varieties of fibrous hemp e Felina 32, USO 31 and Finola. In the Upyté
experimental station (Lithuanian Research Center of Agriculture and Forestry) fibrous hemp was grown
for fiber. Investigations were carried out in the fields and laboratories of Vytautas Magnus University
Agriculture Academy (VMU AA) in 2017-2020. In the Institute of Agricultural Engineering and Safety
were investigated the technological-technical means of these plants processing, biofuel pellet
production and usage for energy purposes. These investigations takes place in stages — firstly, the grown
plants are crushed and milled; the flour is pressed into pellets; the pellets are burned, and heat energy
and ash are obtained; then, the ash is used for fertilization.

In the Lithuanian Energy Institute (LEI) the parameters of the granules thermal properties, such as
calorific value, elemental composition and ash content were evaluated.

The investigations of physical-mechanical and thermal properties of fibrous hemp granules,
determination of melting and chemical composition of ash were performed according to the standard
methodology valid in Lithuania and the European countries.

RESULTS

To substantiate the suitability of fibrous hemp for biofuel, there were investigated the physical-
mechanical and thermal properties of fibrous hemp (Felina 32, USO 31, Finola) biomass, which was
pressed into cylindrical granules.

Results of investigated fibrous hemp pellets characteristics have shown that as the moisture content of
pellets increases, their density decreases. The density of the produced 10 + 2% moisture biofuel pellets
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showed that the highest density of pellets were obtained by pressing fibrous hemp “USO 31 granules
—1285.7 + 35.6 kg m™ and the lowest density was of “Felina 32” granules — 979.1 + 58.6 kg m™. The
density of the pellets is high enough to meet the requirements for granulated biofuels.

Research results of investigated pellet strength (compressive strength) showed that at 10.0 + 0.2%
moisture content of granules, the maximum critical force of compressive strength under pressure of
“USO 317 granules were 742.5 N and the least resistant fibrous hemp “Finola” granules reached two
times less force, 376.2 N.

The determined lower net calorific value of pellet dry fuel was very similar 17.37-17.44 MJ kg™, which
is close to the calorific value of many sorts herbaceous and energy plants.

After investigation of ash content formed by burning fibrous plant pellets, it was found that the lowest
ash content is obtained from the incineration of “Finola” pellets — 3.30%, and the highest — 3.89 of
“USO 31”.

Melting characteristics of ash are important during combustion of biofuels, influencing chemical
composition of ash the slag formation on the surfaces of burning implements. It is important for ash
utilization and plant fertilization. By burning fibrous hemp pellets, their initial ash deformation
temperature DT was very low and reached only 762—771°C. Burning of pellets produced from fibrous
plants poses a risk of slag formation, but it is recommended to burn such pellets by mixing with wood
waste pellets or pellets of plants which have a high ash melting temperature.

Due to the increasing interest in sustainable growth principles biomass ash needs to be suitably
managed. The highest potassium (K), calcium (Ca) and phosphorus (P) concentration was found in the
ash of “USO 317 (7986.2 mg kg, 7227.8 mg kg™ and 557.8 mg kg, respectively). When evaluating
the amounts of heavy metals found in the ash of fibrous hemp pellets: copper (Cu), zinc (Zn), tin (Al),
cadmium (Cd), it was found that they are not high and do not exceed the permissible values.

CONCLUSIONS

Fibrous hemp is suitable for granular biofuel preparation. Pressed fibrous hemp meet the quality
characteristics and standard requirements for biofuel pellets. Burning of pellets from fibrous hemp
poses a risk of slag formation, therefore it is recommended to burn such pellets by mixing with wood
waste pellets or pellets of plants which have high ash melting temperature.

The chemical composition of ashes was dominated by the macroelements K, Ca, P, which suggests
possibility for their agricultural use. The low content of heavy metals, such as Cu, Zn, Al and Cd
should not be a limiting feature in their use.

Keywords: fibrous hemp, biomass, pellets, properties, combustion, ash characteristics.
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EXTENDED ABSTRACT

OVERVIEW

The agro-industry of tomato generates 3 types of residues: ripe rotten tomato (unfit for consumption)
(RT), green (unripe) tomato (GT), and tomato branches including leaves and stems (TB). These residues
are commonly wasted or used as feed for livestock. Energy production through anaerobic digestion is
an alternative way to manage and simultaneously valorise these materials. Thus, this work aims to
optimize the operational conditions that maximize methane production and assess the anaerobic co-
digestion of tomato residues.

METHODS

Rotten tomato (RT), green tomato (GT), and tomato plant (TB) were collected to be used in the
anaerobic digestion. RT and GT were minced and dehydrated to reduce the moisture content by > 80%.
TB was dried and then milled. The tomato residues were characterized in terms of total solids (TS),
volatile solids (VS), pH, and lignin content according to standard methods. Designs of experiments were
conducted to assess the effect of some of the most important anaerobic digestion conditions and the
effect of different mixtures of all tomato residues (RT, GT, and TB) on anaerobic digestion
performance. A 2-level fractional factorial design (2°1) was performed to evaluate the most relevant
conditions affecting the biochemical methane potential (BMP). For his purpose, five factors with two
levels were investigated: substrate to inoculum ratio (SIR), concentration of total volatile solids (VSt),
working volume (WV), nutrients (Nu), and inoculum incubation (Inc). After obtaining the optimum
operational conditions, an augmented simplex centroid design (ABCD design) was used to determine
the mixture composition that maximizes the BMP. The anaerobic digestion assays were performed in
sealed bottles of 1 L, using manometric measurements to obtain the BMP. The flasks were prepared
with an inoculum of a wastewater treatment plant from the central region of Portugal and flushed with
nitrogen to assure the absence of oxygen. The bottles were placed in an oven at 37 °C for 50 days and
were shaken once a day. The incubation of the inoculum was carried out at 37 °C for 4 days before
running the BMP assays. The nutrient solution was prepared as reported by Angelidaki et al. [1].

RESULTS

The tomato fruit residues (RT and GT) presented the lowest content of total solids (lower than 8%),
while TB presented the highest content with 71%. As expected, the pH of tomato fruit residues ranged
from 4.00 to 4.75 and the pH of TB was around neutrality (6.82). Regarding the lignin content, TB
showed higher concentrations (20.27 + 0.44%) than RT and GT (7.87 + 0.29% and 4.11 + 0.85%,
respectively).

The 2-level fractional factorial design was performed with rotten tomato as reference. This design of
experiments revealed that SIR is the most important factor affecting the BMP results. Indeed, two major
groups were identified: i) one composed by the assays performed with SIR of 0.5, which achieved higher
methane productions in a range of 86 to 310 NmLcra/gvs, ii) and another composed by the tests carried
out with SIR of 1.5, which attained lower methane yields (12-75 NmLcna/gvs). The inhibitory effect
observed for SIR of 1.5 is probably caused by a rapid accumulation of fermentation intermediates (such
as VFA) [2-4]. VSt and some interactions have also revealed significant (p < 0.05) influence in the
response variable (BMP). A predictive model with a root mean square error (RMSE) of 32.57
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NmLcra/gvs was developed with the significant factors indicated in Table 1. The optimum operational
conditions were obtained maximizing the desirability function. A maximum of 296.7 = 33.5
NmLcha/gvs is achieved when the operating conditions are set in the following levels: SIR = 0.5, VSt =
20 g/L, WV = 20%, in the presence of Nu, and the use of not incubated inoculum. The maximum
predicted BMP was validated with experimental results.

Table 1. 2" order factorial model for BMP (NmLcna/gvs) prediction through the operational
conditions of anaerobic digestion.

BMP = +480.554 - 278.423%SIR - 6.392xVSt + 3.477xSIRxVSt + alx(VSt-27.5) (1)
+ a2x(WV-30) + a3x(VSt-27.5) + a4
Coefficients

(Nu,Inc) al a2 a3 ad

(Y,Y) -1.726 -2.795 2.731 12.951
(Y,N) -1.726 -2.795 -2.731 -12.951
(N,Y) 1.726 2.795 2.731 -12.951
(N,N) 1.726 2.795 -2.731 12.951

Y/N (Yes/No) corresponds to the presence/absence of nutrients or the addition/ not addition of incubated sludge.

Anaerobic co-digestion was assessed considering the optimum operational conditions reported before.
The BMP results obtained from the mixture design are presented in Fig. 1. Reactional mixtures with
more than 50% of RT or GT presented the highest methane productions. The BMP was maximum (373
+ 7 NmLchra/gvs) for a reactional mixture composed of 67% of RT, 17% of GT, and 17% of TB. No
significant differences (p <0.05) were observed between the anaerobic digestion of RT and GT. Lower
methane yields were observed for reactional mixtures with more than 50% of TB since it contains a
higher amount of hardly biodegradable component (lignin). The BMP of 100% RT and 100% of TB are
in agreement with the literature [5-10]. The special quartic model presented the best fit to the
experimental results, so it was used to evaluate the anaerobic co-digestion. The model predicts the BMP
with an RMSE of 35.80 NmLcra/gvs and presents the significant factors that affect the response (Eq.
2).

BMP (NmL CHylg VS)

P & < & S AN
LN S N A D% N - LA
N o 0 SN
o7 Q07 L9 N N N N
SSRGS o
N N Q- NS

RT.GT:TB

Fig. 1. Mean of the BMP and respective standard deviation (SD) obtained for the mixture design used
for the assessment of anaerobic co-digestion.

BMP = 287.015xRT + 303.402xGT + 133.452xTB + 296.164xGTxTB + ?
+5437.321x(RT2xGTXTB) - 5458.165x(RTXGT?xTB)

The optimum mixture composition was obtained maximizing the desirability function. A maximum of
324 + 38 NmLcha/gvs is achieved with a reactional mixture composed of 63% of RT, 20% of GT, and
17% of TB, corresponding to a synergetic co-digestion performance index of about 1.20.

CONCLUSIONS

In summary, the solid to liquid ratio and the concentration of total volatile solids are the main factors
affecting anaerobic digestion process. The biochemical methane potential was maximum (297+ 34
NmLcra/gvs) for a substrate to inoculum ratio of 0.5, a total concentration of volatile solids of 20 g/L,
working volume of 20%, in the presence of nutrients, and in the absence of incubated inoculum.
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Regarding the anaerobic co-digestion, lower methane productions were obtained with a reactional
mixture with more than 50% of the tomato plant. The anaerobic degradation of a mixture composed of
63% of rotten tomato, 20% green tomato, and 17% of tomato plant reached the maximum methane
production (324 £ 38 NmLcwa/Qvs).

Keywords: Agro-industrial residues, Operational conditions, Co-digestion, Biochemical methane potential,
Design of experiments.
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ABSTRACT

Today the major goal of environmental initiatives around the world is to prevent the destructive
environmental pollutions. In particular, Directive 2008/50/EC «Ambient air quality and cleaner air for
Europe».

As it turned out, one of the main consumers, which accounts for about 65% of world oil demand, is the
transport sector. It is known, also, that the transport industry is directly related to the anthropogenic
emissions of greenhouse gases that are the result of global warming and, as a result, the constant change
of the Earth’s climate.

In recent decades, industrial research has been successfully conducted around the world to study
renewable fuels. Under current to many scientists, biodiesel deserve special attention. Production of
biodiesel fuel is based on chemical processing of lipids of various bio resources.

According to most studies, during the combustion the biodiesel significantly reduced hydrocarbon
content, solid, soot particles, carbon monoxide, and aromatic compounds compared to traditional diesel.
At the present time, biodiesel can be more effective if used it as a complement to fossil fuel. The main
task of the present study is to review of alternative fuels for ClI engine. This paper will examine three
major renewable feedstocks for refuelling diesel vehicles: animal fats, vegetable oils and waste cooking
oils.

In conclusion, it can be noted that the production of such biodiesel will not only avoid competition with
the sector for the fossil fuel industry, but also solve at least partially, the problems of waste disposal.
Also, one of the key benefits of biodiesel is no need for modifications diesel engine.

Keywords: diesel engine, biodiesel, feedstocks, properties, emissions

INTRODUCTION

Today in the automotive industry two types of engines are usually used [1]. They are
diesel and gasoline engines. Over time, the diesel engines have progressed, developed and
became more advanced than the gasoline engine. The market demand for diesel engine is
increasing every day. The diesel engine, was named after the inventor Rudolf Diesel, is a
common type of internal combustion engine [2]. It is a multi-cylinder piston engine. Internal
combustion is used, which ignites as a result of an increase in temperature during air
compression.

The compression ratio in a diesel engine is significantly higher than in a gasoline engine,
since it is necessary for auto-ignition and also beneficial for efficiency, as a result, a higher
degree of expansion allows more energy. The most decisive advantage of a diesel vehicle is
cost-effectiveness. A diesel engine consumes significantly less fuel than a gasoline engine.

Diesel emits less carbon dioxide than gasoline engines. Modern compression ignition
engines work on fuel, the chemical and physical properties of which, as well as engine design
solutions, allow forming lower CO> emissions than spark ignition engines with the same power
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[3]. This means that the fuel consumption is correspondingly lower too. The lower the fuel
consumption, the lower the CO> emissions. In addition, optimally low emissions of other highly
toxic exhaust gases and particulate matter are maintained.

However, diesel cars also have disadvantages compared to gasoline-powered cars. For
example, a diesel engine takes more time to reach operating temperature in winter.

The main problem of diesel engines is the high level of emissions of NOx [4]. It's useful
to note, higher oil prices can significantly decrease the cost advantage of biodiesel. In addition,
biodiesel production has a lower impact on the environment throughout its life cycle.
Furthermore researches have also shown that emissions of CO, unburned hydrocarbons and
particular matter of diesel engines are reduced using the biodiesel fuels [5,7].

The advantages of biodiesel are that it does not require engine modifications [6] has
lower emissions carbon monoxide, hydrocarbons, dust and sulfur content, caused by more
lower carbon ration to hydrogen in biodiesel [7].

Different scientific researches have been proved that biodiesel fuel reduce in CO, HC,
and soot formation, but almost always increases the NOx emissions [8,9] compared to petroleum
based diesel fuel. The main factor about biodiesel is that the absence of sulphur content,
generates fewer amounts of hydrocarbon, carbon monoxide, particulate matter and smoke
compared to commercial diesel [10].

As indicated in the literature, increase in biodiesel blend percentage to diesel reduces
the carbon monoxide emission due to the presence of more oxygen content in the biodiesel [1,
10, 11, 12, 13].

The main goal of the present research is to explore the ecologically acceptable and
sustainable biodiesel based on vegetables oil, waste cooking oil and animal fats. In this regard,
engine performance, combustion characteristics and summary of emissions exhaust gases in
compression ignition engine were compared. Therefore, in this paper biodiesel comparing with
identical conditions of regular diesel fuel.

The study of the biofuel renewable sources can be useful for a wide side of researchers,
industrialists, engineers and who are interested on biodiesel fuels as a promising alternative
replacement for fossil fuels.

DIFFERENT FEEDSTOCKS FOR BIODIESEL PRODUCTION

Biodiesel is an oxygenated fuel consisting of long chain mixture fatty acids derived from
edible or non-edible vegetable oils, animal fats and waste cooking oil [14,15]. Usually biodiesel
feedstock’s include four main categories:

1. Edible vegetable oil: rapeseed, soybean, peanut, sunflower, palm and coconut oil
[16,17].

2. Non-edible vegetable oil: jatropha, karanja, sea mango, algae and halophytes [18].

3. Waste cooking oil [19,20].

4. Animal fats: beef tallow, pork lard, chicken fat [21,22].

If possible, the raw material must match two basic requirements: low production costs
and quality production standards. Thus, choosing the cheapest raw material is crucial to provide
low production costs for biodiesel. Fig. 1 demonstrates the share of use biofuel in Europe. Fig.
2 shows the EU consumption of biodiesel fuel.
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Fig. 1. Total EU 2019 consumption for transport by biofuel type [23]
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Fig. 2. - EU consumption of renewable diesel [24]

At the present time, biodiesel fuels can be more effective if used it as a complement to
fossil energy resources. This paper will examine three major renewable resources for refuelling
vehicles: animal fats, vegetable oils and waste cooking oils.

OVERVIEW OF PERFORMANCE, COMBUSTION AND EMISSIONS
Animal fats

Nowadays, there are various researches that have been published focusing on the issues
related to different types of animal fats that are used to produce biodiesel, such as: beef tallow,
pork lard, and chicken fat [21,22].

Animal fats are readily available in the slaughtering industry, where they are well
managed to control the product as well as the processing methods. In addition, animal fats have
the advantage that they have a low content of free fatty acids (FFAs) and water.

The cost of animal fat is substantially lower than the cost of vegetable oil [15].

Also, a lot of scientists have found that harmful emissions such as carbon dioxide (CO5),
particulate matter (PM) were reduced through the usage of animal fats for biodiesel production.
Biodiesel based on animal fats has a high cetane number (>60) compared to biodiesel in
vegetable oil (48 to 55). It is known that a higher cetane number reduces NOx while lowering
the temperature during the early start of the combustion process [25].
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Scientists [26] carried out experiments with mixing turkey fats (TRFB) with diesel fuel
(DF) by 10%, 20% and 50% (v/v) blends for the production of fuel mixtures with the
designations TRFB10, TRFB20 and TRFB50.

The impact of TRFB blends on combustion, performance characteristics and flue gas of
a single-cylinder with direct-injection diesel engine was investigated with different engine loads
and at 2000 rpm of constant engine speed.

The conducted research showed that the maximum heat release rate (HRRmax) and
maximum cylinder pressure (CPmax) for all engine loads of TRFB mixtures were higher than
the DF values due to the low cetane number of TRFB and the faster combustion of fuel in the
chamber after a longer ignition delay. During the test [26], it was found that DF have a higher
exhaust gas temperature compare with biodiesel due to the longer duration of DF combustion
at high loads.

Since the calorific value of biodiesel is lower than the DF, it was found that the brake
specific fuel consumption for TRFB mixing are higher than of the DF. Other researchers [27]
have analysed the performance, combustion characteristics and exhaust gases of the same
engine at four different loads under 1500 rpm. In accordingly to the results, brake specific fuel
consumption (BSFC) was increased, due the lower calorific value of chicken fat biodiesel than
that of diesel. It has been observed that increasing the percent of chicken fat in biodiesel
mixtures causes lower emissions of carbon monoxide, hydrocarbons, but at the same time the
increase of NOy levels due to the high level of oxygen in the biodiesel. It has also been found
that the heat release rate (HRR) and cylinder pressure when biodiesel from chicken fat was used
at all loads are very similar to diesel fuel. Another researcher [28] in the study used for the
investigation diesel fuel (D100), biodiesel (B100) and three kind of blends, mainly B25
(D75B25), B50 (D50B50) and B75 (D25B75) in a diesel engine, the results showed that D100
releases higher rate of energy as expected compared to B100 and its blends.

However, the results showed that the blends burn more efficiently used with the blend
B75 producing the best engine efficiency and reasonably low fuel consumption.

The emission data showed that the B100 and its blends produce less unburned
hydrocarbon, CO2 and NOx emission compared to D100. The better thermal and emission
performance of the blends is most likely due to their balanced chemical composition. This work
also indicates that blended fuels with higher ratio of biodiesel are recommended to use in CIEs
to ensure efficient combustion.

Other authors [29] in experimental work, have established that BSFC decreases at higher
load for all fuel types because the percentage increase in fuel required for engine operation is
less than the percentage increase in power, which means that self-ignition engines operate more
efficiently with full load torque than as part load. Also, it was observed increase emissions of
NOx while exhaust gas temperatures, CO emissions and hydrocarbons decrease with increasing
amounts of biodiesel.

Vegetable oils

The main advantage of vegetable oils such as palm, karanja or olive are their
combustible property, allows us to consider these products as an alternative fuel [16,17,18].
Nowadays the most common between edible vegetable oils are soybean, rapeseed, sunflower,
palm, coconut, olive, false fax, safflower, sesame, marula, pumpkin, African peer seed,
Sclerocarya birrea, Terminalia catappa L., yellow nut-sedge tuber, rice bran. Inedible vegetable
oils consist from castor, stillingia, tomato seed, zanthoxylum bungeanum, cottonseed, radish
Ethiopian mustard, mahua, cuphea, ruberseed, treminalia, kusum, michelia, neem, see mango,
eruca sativa gars, pilu, polanga, milkweed, field pennycress, crambe, syringe, karanja, paradise,
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deccan hemp, camelina, jojoba, Jatropha, moringa, poon, koroch seed, garcinia indica, cardoon,
linseed, putranjiva, tobacco, desert date, cuphea, camellia, champaca [14, 30].

In recent decades, the problem of so-called food in comparison to fuel has worsened.
The use of edible oils has provoked much controversy in science. The main question is if it is
advisable to use cooking oil for the production of biodiesel, while many countries are suffering
from food shortages [18].

A literature review of using both edible and inedible vegetable oils in compression
ignition engine has established that selection of non-edible vegetable oils as renewable source
of energy is more perspective and efficient with compare to edible crops.

Firstly, for this goal is possible to use non-productive land for cultivation of edible crops,
for example, in the Forest belt or in poor areas.

Main advantages of inedible vegetable oils are renewability, lower emissions of
contaminants, minimizing the environmental consequences. In other side the disadvantage of
inedible vegetable oils to compare with diesel fuel are higher viscosity, higher freezing point,
slightly higher fuel consumption, more reactive to oxygen, it has higher cloud and pour points
and higher percentage of nitrogen dioxide emission [31].

It has long been established that vegetable and animal fats, because they have high levels
of fatty acids, have higher viscosity, but due to dilution with diesel fuel, viscosity decreases
improve their engine performance.

It was found that when adding 20% of edible vegetable oil to diesel fuel, good results
were achieved. It is also taken into account that when mixing two different fuels, no negative
chemical processors occur [33].

In the paper the engine oil emission characteristics of palm oil with diesel fuel (DF) by
5%, 10%, 15% and 20% (v/v) proportion was investigated to obtain fuel and found only 20%
together with diesel fuel give satisfactory results for such important engine performance as
engine efficiency and exhaust temperature. So, they had experiment that with direct injection
of heated palm oil, the maximum braking efficiency occurs with a high compression ratio and
shows 14,6% better results than the diesel and they also investigated the engine's brake power
where 20% of the fuel mixture was 6% higher than fossil fuel. But the average pressure at a
high compression ratio was lower than that of a diesel engine, carbon dioxide emissions were
higher than those of diesel fuel.

Some researcher [31] used in his investigation non-edible various vegetable oils in
compression-ignition engines. Here are the conclusions he came to. The fuel properties of 7
inedible oils (Jatropha, Karanja, Mauha, Linseed, Rubber seed, Cottonseed, Neem) primarily
depend on the climatic region and, accordingly, on the soil due to higher viscosity and density,
as well as low cetane number. Inedible oils can cause a number of problems in the operation of
a diesel engine.

A number of articles describe how it is possible to achieve a reduction in viscosity for
diesel fuel if a mixture based on vegetable fats is used. The main method is to heat the biofuel
before the start of the injection system for different sources, the temperature should not be
below 70°C. Some researchers heated the fuel to 100°C and even 135°C. It was found that at
100°C most vegetable oils had a viscosity similar to diesel fuel. It was also established that
preheating eliminates increased emissions such as CO, CHx and the engine shows high
performance [13].

Some researchers conducted an experiment with the replacement of diesel fuel on palm,
soybean and jojoba curcas oils [33]. During the experiment direct injection of the engine load
on 25%, 50%, 75%, 100% was involved. Analysis shows that most effected summary of
emissions (SE) are reduced by 3.91% and 15.66% for soybean and jojoba curcas respectively.
Meanwhile emission of NOy for these vegetable oils is higher for soybean (edible) by 21.79%,
jojoba curcas (non-edible) by 23.0% to compare with diesel fuel.
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In another publication rapeseed oil with the addition of a catalyst NaOCH3 in proportions
B5, B20, B40, B50, B80 and B100 have been studied [34]. Emissions of particulate matter and
CO were lower than those of the diesel engine for all mixtures. NOx emission rose only for B80
and B100 blends.

At the other scientific study brake specific fuel consumption, torque power output and
exhaust emissions of various types of fuels mixed with crude palm oil in ratios of B5, B10 and
B15 to diesel fuel respectively, have been analysed [35].

During the experiment different engine speeds 800 rpm, 1200 rpm, 1600 rpm, 2000 rpm
and 2400 rpm were involved. It has been established that torque of engine for various fuel
blends B5, B10 and B15 was lower than diesel by 5.6%, 14%, and 17%, respectively Also, the
reduction of torque for each blends was observed to compare with diesel fuel, it was mainly
caused by the higher viscosity of the biodiesel mixtures.

Consequently, this led to the delay of combustion, as a result in drops in power for B5,
B10 and B15. Brake specific fuel consumption (BSFC) values of different mixtures were higher
compared to fossil fuel caused by lower calorific value of the biodiesel mixtures. Notably, that
the suitable volume ratio for diesel engines was B5, because its performance and brake specific
fuel consumption were as most appropriate as diesel fuel.

It was found, also, that for B5 the carbon monoxide (CO) and carbon dioxide (CO.) were
decreased. It has been found from the available literature that the feedstock of biodiesel derived
from vegetable oils alone represents 70-95% of the total production cost. Therefore, selecting
the appropriate feedstock is a vital issue to ensure low production cost of biodiesel.

Waste cooking oil

Today cooking oil is one of the most sought-after products produced throughout the
world. Culinary oil is present everywhere, where food is fried in oil, starting from households,
food processing industries, fast food shops and restaurants.

Disposal of such oil mainly occurs in the environment, which adversely affects soil and
water resources due to harmful compounds present in such oil. When this type of waste is
processed into fuel in the presence of toxic components in the raw materials is not so important
for the production of biodiesel.

A number of researchers emphasize that the negative effects of using waste cooking oil
may arise from the presence of water in the lipid feedstock and free fatty acids. Also, diesel fuel
based on used waste cooking oil may cause excessive engine wear. It is also believed that at
high temperatures fatty acids form salts with metals and this causes damage to the engine or
tanks [36]. Still the widespread use of this type of raw material is an advantage for the
production of biodiesel fuel. Also, the production of biodiesel using waste cooking oil is
cheaper than diesel and takes less financial costs. Since waste cooking oil have a higher cetane
number, it favourably affects the efficiency of the engine. There will not also be a problem with
the accumulation of waste. Important is the fact that when using waste cooking oil engine
modification is not required.

Another reason to use waste cooking oil is an initiative of a number of countries that
recognized the use of food raw materials for biofuels neither humane nor qualitative way to
solve ecological problem. Therefore, many studies have concluded that biodiesel should be
produced from non-food raw materials. Analysing these data should also take into account the
physical-chemical characteristics. One of the main problems is the high viscosity which affects
the higher fuel consumption compared to diesel fuel. Today, the viscosity of the fuel can be
reduced in two ways: preheating or mixing waste cooking oil with diesel fuel in different
proportions [36].
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In the first study [12], waste palm oil and rapeseed oil were used. The tests were carried
out under different injection pressures for both types of fuel and various injection points were
also determined from - 25 to 0 crank angle degree. It was found that carbon monoxide emissions
and hydrocarbons for biodiesel decreased with increasing load. For diesel fuel the nitrogen
oxide (NOx) emissions were lower than for biodiesel. It is known that the specific nitrogen
oxide emission depends on such factors as an increase in the injection time, an increase in the
combustion fractions and also depends on the high oxygen content in the biodiesel fuel.

Other authors [37] have studied the performance characteristics and exhaust emissions
using of a single cylinder four stroke with various compression ratio. The authors investigated
waste cooking oil methyl ester in proportion of 20%, 40%, 60% and 80% with diesel fuel
respectively with a constant engine speed of 1500 rpm. Conclusions were made about that at
various loads, the results showed improved performance for biodiesel blends. Namely, the
brake specific fuel consumption, the thermal efficiency and also brake power were similar to
diesel fuel performance.

Some researcher [38] used biofuel mixtures which were produced from waste cooking
oil in ratio diesel engine of B5, B10, B20, and B30. The experiment was conducted in a single
cylinder diesel engine. Scientists have investigated the performance and emission
characteristics at fuel injection pressure 170-220 bars. During the test, dependence with
increase torque and brake power with increasing fuel injection pressure up to 210 bar was
observed. It was found decrease of smoke opacity, CO and HC for biodiesel blends. But
nitrogen dioxide and carbon dioxide emissions for each of the mixtures were increased. Since
the calorific value of biodiesel fuel is lower than that of diesel fuel, respectively brake specific
fuel consumption for biodiesel blends was higher than diesel fuel.

Some other authors consider that higher viscosity compared to diesel is the major
limitations of waste cooking oil for utilization as a fuel in diesel engines [39].

CONCLUSIONS

Based on this review we have various range of available raw materials for the biodiesel
production which is one of the most important factors in development of renewable energy
sources. They may be considered for the partial replacement of fossil fuel.

One of the key benefits of biodiesel fuels is the reduction of pollutant emissions from
diesel engine exhaust. Generally, the only exception is nitrogen oxides (NOx), which are
involved in the formation of ozone and smog.

Also follows, that the maximum cylinder pressure (CPmax) and the heat release rate
(HRRmax) of biodiesel mixtures were higher than the diesel fuel values for all engine loads due
to the rapid combustion of the fuel in the combustion chamber.

Many researchers have noted in their works that the diesel fuel at high loads has a higher
exhaust gas temperature to compare with biodiesel blends. The brake specific fuel consumption
and the exhaust gas temperature of the engine increase in two cases with pure biodiesel and its
blends.

The carbon monoxide and hydrocarbon emissions in compression ignition engine with
biodiesel and its blends were lower compared with diesel fuel. It was established that biodiesel
mixtures produce fuel with high oxygen content and notably improve combustion.

In conclusion, it can be noted that biodiesel can partially substitute as a blending
component of diesel fuel as a solution of environmental problems.
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EXTENDED ABSTRACT
OVERVIEW

The poultry industry is a progressive and prospective sector in the Baltic region. Poultry manure (PM)
looks like an excellent and abundant raw material for anaerobic co-digestion (AD) because of its organic
solids content of more than 20%. However, a high concentration of ammonia and organic nitrogen
makes this substrate problematic to digest and causes inhibition [1]. Chicken carcasses are an
unavoidable source of biomaterial in chicken farms. This biomass could be co-digested with manure or
another biomass [2]. The aim of the work was to investigate the possibilities of processing poultry
manure and chicken carcasses into biogas. The following tasks were set:

1. To determine the parameters of the process of anaerobic processing of a mixture of poultry manure
and chicken carcasses into biogas.

2. To determine the biogas yield and quality from a mixture of poultry manure and chicken carcasses.

RESEARCH OBJECT AND METHODOLOGY

A mixture of litterless poultry manure and chicken carcasses was used for the research. The research
was performed in four stages. In the first stage, diluted litterless poultry manure was used. Experiments
were performed on a laboratory digester operated under a mesophilic temperature of 37 + 1 °C. The
daily input of the reactor consisted of 240.7 g of water and 158.7 g of chicken manure. The water was
used to dilute the poultry manure, as the undiluted dry matter concentration of the manure was 38%. In
all cases, a hydraulic bioreactor load of about 30-34 kg/m® was maintained, which ensured efficient
mixing of the substrate and even distribution of feedstock in the biogas reactor. Also, the additional use
of water reduced the microorganisms inhibition by nitrogen compounds. Volatile solids (VS) were
determined by samples ignition at 550 °C. The volumetric organic load of 3.0 — 4.5 kg VS/m3*d was
used for experiments. An organic load of 3.0 kg VS/m3*d was selected as a basis for further experiment.
The organic load was increased to 3.5 kg VS/m3*d by adding 27.2 grams of milled chicken carcasses,
and further increased to 4.0 and 4.5 kg VS/m3*d by adding 54.4 and 81.6 grams of milled chicken
carcasses, respectively. Experimental research was performed in the biogas laboratory of Vytautas
Magnus University, Academy of Agriculture. The laboratory biogas digester system was used for the
research (Fig. 1).
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Fig. 1. Scheme of the laboratory biogas digester. 1 - reactor, 2 - heating mat, 3 - mixer controller, 4 -
reactor system controller, 5 - temperature sensor, 6 - Ritter gas volume meter, 7 - biogas storage tank,
8 - biogas analyser, 9 - data logger

The laboratory bioreactor system consists of a 15-liter glass vertical reactor 1 with biomass heating mat
2, an electric mixer 3, a biogas meter 6 and a biogas storage tank 7. The biogas reactor maintains a set
temperature measured by temperature sensors and controls the temperature and operation of the reactor
mixing system by a processes controller 3,4. The mixing cycle and temperature of the biogas reactor
substrate are controlled automatically. The collected biogas was analysed with an Awite AwiFlex biogas
analyser 8. The gas analyser can measure methane (CH,), carbon dioxide (CO,), hydrogen sulfide (H.S)
and oxygen (Oy) in the biogas. CH4 and H,S concentrations were measured during the studies. CHa
measurement range 0 — 100%, accuracy * 3%, resolution 0.1%; H»S measurement range 0 — 3000 ppm,
accuracy = 3%, resolution 1 ppm. Samples of the test material were weighed on electronic scales KERN
EG4200-2NM, measuring range 0 - 4200 g, accuracy + 0.02 g, resolution 0.01 g. The pH of the raw
material and the digested substrate was determined during each loading with a pH-213 meter with a
measuring range from 2.00 to 16.00, accuracy + 0.01, resolution 0.01.

RESULTS

Results of 80 days experiments show that poultry manure itself yielded between 1.25 and 1.42 m? biogas
from m?3 of reactor volume during laboratory trials at 3.0 kg VS/m3*d volumetric organic load. The
addition of chicken carcasses increased organic load from 3.5 kg VS/m3*d up to 4.5 kg VS/m®*d and
enhanced volumetric biogas yield from 1.53 up to 1.83 m? biogas/m? reactor volume. The content of
methane in the biogas ranged from 55,0 — 58,4 % at the volumetric organic load of 3.0 kg VS/m3*d to
59.0 — 62.3% at the volumetric organic load of 4.0 kg VS/m®*d. However, the concentration of hydrogen
sulfide in the biogas varied from 1500 ppm at a volumetric organic load of 3.0 kg VS/m®*d to 3600-
3850 ppm at the volumetric organic load of 3.5-4.5 kg VS/m3*d. It is recommended that producers of
biogas plants should use additional biogas desulfurization equipment. The steady process of anaerobic
digestion of a mixture of chicken carcasses and litterless poultry manure indicated pH of the substrate,
which was evenly retained at pH 8.0+0.1 at all tested organic loads.

CONCLUSIONS
1. Mixing chicken carcasses with litterless poultry manure increased biogas yield and methane

concentrations. The increase of the organic load from 3.5 kg VS/m®*d up to 4.5 kg VS/m®*d improved
volumetric biogas yield from 1.53 up to 1.83 m® biogas/m? reactor volume.
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2. The process of anaerobic digestion of a mixture of chicken carcasses and litterless poultry manure
waste was stable, pH of substrate kept at pH 8.0+0.1 at all tested organic loads.

3. The concentration of methane in the biogas ranged from 55.0 — 58.4 % at the volumetric organic load
of 3.0 kg VS/m®*d to 59.0 — 62.3% at the volumetric organic load of 4.0 kg VS/m3*d.

4. The hydrogen sulfide concentration in the biogas varied from 1500 ppm at a volumetric organic load
of 3,0 kg VS/m®*d to 3600-3850 ppm at the volumetric organic load of 3,5-4,5 kg VS/m3*d.

Keywords: anaerobic co-digestion, poultry manure, chicken carcasses, organic load, biogas, methane.
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ABSTRACT

Metal nanoparticles result in a significant improvement in engine performance and exhaust emissions,
but they are toxic and associated with many environmental and health risks. The coal nanoparticles are
hydrocarbon-based, so their health risks are much lower than those of metallic-based nanoparticles.
Therefore, coal nanoparticles could be more environmentally friendly additives due to their nature. This
study aims to investigate the usability of coal nanoparticles as a fuel additive in a diesel engine by
evaluating their effects on fuel properties, engine performance, emissions, and combustion
characteristics. The coal nanoparticles were synthesized by the mechanical ball milling process
performed in a bench-top, high-speed vibrating ball mill machine and several characterization tests were
performed to study the morphology of the synthesized coal nanoparticles. The coal nanoparticles were
added in B10 (90 vol.% diesel + 10 vol.% biodiesel) fuel in a mass fraction of 100, 200, and 300 ppm
using a mechanical stirring and ultrasonication process. The analysis of physicochemical properties of
fuels showed that the addition of coal nanoparticles to B10 increased viscosity, heating value, and flash
point temperature, while cold filter plugging point temperature reduced. The engine tests were carried
out at a constant speed of 1500 rpm and 17.5 compression ratio for low, medium, high and full engine
load conditions. The addition of coal nanoparticles to B10 reduced carbon monoxide emission and
nitrogen oxide emissions by 10-28% and 17-22%, however, hydrocarbon emission and soot emissions
increased by 18-37% and 14-31%, respectively. Among the coal nanoparticles dispersed fuels, the
concentration of 300 ppm coal nanoparticles presented the best engine performance. It reduced the brake
specific fuel consumption by 2.37%, while increased the brake thermal efficiency by 2.06%, compared
to B10. A slight reduction in-cylinder pressure and heat release rate for all nano fuel blends was
observed.

Keywords: Nano fuel, Coal nanoparticle, Biodiesel, Diesel engine, Emissions

INTRODUCTION

The use of fuel additives as a pre-processing emissions control technique and/or engine
performance booster has been received great attention from the scientific community. This is
mainly because there is no need for changes in engine design and structure [1]. Therefore, the
use of fuel additives has emerged as the cheapest and easiest way to diminish exhaust emissions
and enhance engine performance. In this field, various fuel additives such as oxygenated fuel
additives, cetane improvers, water, and nano-additives have been exploited to enhance fuel
combustion, reduces exhaust emissions, and improve engine performance. However, in recent
years there is a growing interest in the use of nano-additives due to their unique properties like
high thermal conductivity, high surface-area-to-volume ratio, catalytic activity, and oxygen
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content. These properties promote better fuel-air mixing and enhanced combustion, in turn,
improve engine performance and decrease in emissions [2].

In this context, recently, plenty of researchers have been conducted using nano fuel
additives to investigate the effect on fuel properties, engine performance, and exhaust
emissions.

Kannan et al. [3] investigate the use of ferric chloride (FeClz) as a metal-based fuel
additive at a dosage of 20 pmol/L in a biodiesel-powered diesel engine. Their result showed
that this fuel additive could bring significant improvement in engine performance and
emissions. For example, it was determined that brake specific fuel consumption (BSFC) was
reduced by 8.6% while brake thermal efficiency (BTE) increased by 6.3%. Apart from that, a
decrease in soot, CO, and HC emissions by 6.9% 52.6%, and 26.6%, respectively observed
when this fuel additive was used compared to neat biodiesel. Chen et al. [4] scrutinized a diesel
engine running on various nanoparticle-diesel blends. Three types of nanoparticles: aluminum
oxide, carbon nanotubes, and silicon oxide were added in a dosage of 25 ppm, 50 ppm, and
100 ppm with neat diesel fuel. The blended fuels were tested in a single-cylinder water-cooled
diesel engine. Tests were performed under constant engine speed of 1800 rpm and various load
ranges from 0% to 100 % by 25% increment. The tests' findings indicated that there is an
increase in BTE up to 18.8% while a decrease in BSFC up to 19.8%. Silicon oxide-diesel blends
showed better results than aluminum oxide-diesel blends regards to combustion pressure, brake
specific fuel consumption, and carbon monoxide emissions. The same authors pointed out that
aluminum oxide and silicon oxide exhibited stable blend conditions while carbon nanotube
blends were the least stable. Wu et al. [5] investigated the effect of carbon-coated aluminum
(Al@C) nanoparticle addition to diesel-biodiesel blend on engine performance and emissions.
They concluded that when AI@C nanoparticles were added into the diesel-biodiesel fuel in the
mass fraction of 30 ppm, a decrease in BSFC, CO, and NOx emission by 6%, 19%, and 6%,
respectively could be achieved. However, despite these improvements, nanoparticles increased
the soot number by 2.2 times on average. Also, they stated that after combustion AlI@C
nanoparticles have been turned into alumina nanoparticles. Manigandan et al. [6] investigated
the effect of Zinc oxide (ZnO) and Titanium dioxide (TiO2) nanoparticle addition on dual-
fuelled diesel engine's performance and emissions. Zinc oxide and Titanium dioxide at a mass
fraction of 50 and 100 ppm were blended with corn-vegetable oil methyl ester via
ultrasonication. The study revealed that the addition of ZnO and TiO2 nanoparticles to biodiesel
improved BTE and BSFC while they reduced the values of CO, HC, NOx, and smoke opacity
emission. It is stated that this was due to an improvement in the combustion rate owing to
nanoparticles' large surface area and catalytic effect. Lastly, they reported that TiO>
nanoparticles were superior to ZnO in terms of performance and emissions. Khatri et al. [7]
studied the influences of silicon dioxide (SiO2) nanoparticles on the performance and emission
characteristics of a water-diesel emulsified fuel-powered diesel engine at various injection
timings. SiO2 nanoparticles were added in four quantities as 25, 50, 75, and 100 ppm to water-
diesel emulsion fuel. From the experiments, it was concluded that the optimal nanoparticle
dosage was found to be 50 ppm, which resulted in the lowest emissions and the best
performance. Soudagar et al. [8] experimentally researched the performance and emissions
features of a common rail direct injection diesel engine fueled with a diesel-biodiesel fuel blend
(B20) and its blend with strontium-zinc oxide (Sr@ZnO) nanoparticles. The Sr@ZnO
nanoparticles were blended with theB20 fuel in mass fractions of 30, 60, and 90 ppm using a
magnetic stirrer and ultrasonication device. It was determined that the 60 ppm of Sr@ZnO
nanoparticles showed overall enhancement in engine characteristics compared to B20 fuel.
However, it was stated that the inclusion of nanoparticles in the B20 fuel increased the cost of
fuel. Nevertheless, the authors said that the increase overall in engine performance could
overcome the high fuel cost. Mardi et al. [9] in their study introduced three novel emulsion fuels
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which consist of a large spectrum of additives such as nano-metal particles (Al>O3, TiO2) and
carbon nanotubes (CNT), cetane improvers, alcohols, water, and emulsifiers. The reasons for
using multiple additives was to compensate for the disadvantages of each fuel. The
experimental result clarified that the first fuel mixture which consists of CNT resulted in a
significant increase in performance compared to diesel and biodiesel. The second fuel mixture
that included Al>O3z nano additive yielded the highest brake thermal efficiency. The third fuel
mixture that included TiO2 nanoparticles showed the lowest smoke opacity. But on the other
hand, this mixture led to a decrease in BTE by 6.6%. As a conclusion, the authors said that
emulsion fuels including different additives would provide clean alternatives for diesel.
Recently, in the literature, graphene oxide nanoparticles [10,11], carbon nanotubes [12,13],
quantum dots [1,14], and bio-nano additives [15,16] have received much attention from
researchers, as they are less toxic.

Khan et al. [10] investigated the effects of the use of graphene oxide nanoparticles on a
common rail diesel engine's performance and emissions. The prepared and tested four nano
fuel mixtures that included n-butanol, biodiesel, diesel by 30, 60, 90, and 120 ppm graphene
oxide nanoparticles. The results showed that graphene oxide nanoparticles led to an
improvement in engine performance, combustion characteristics, and emissions owing to their
high catalytic activity. Moreover, it was inferred that graphene oxide nanoparticles could be
more effective in reducing emissions and improving engine performance than their metal-based
counterparts, due to their enhanced thermal and chemical properties.

As can be concluded from the above literature survey that metal-based nanoparticles
possess a substantial improvement in engine performance and exhaust emissions [17]. But,
metallic nanoparticles that release from the engine exhaust emit into the natural environment
and this negatively affects living organisms due to their toxic nature [18]. Other important
drawbacks of metallic nanoparticles are the high production cost and low product yield [19].
For these reasons, despite the effectiveness of metallic nanoparticles, their commercial use in
engine applications does not exist today. Therefore, there is a need to develop high production
yield, low-cost, non-toxic, and environmentally friendly nanoparticles that could be an
alternative for metallic-based nanoparticles.

Coal nanoparticles (CNPs) could be alternative additives for metallic nanoparticles due
to their low toxicity, environmental nature, low cost, high yield, and simple production
methods. In the present study, to solve or alleviate the problems arising from the use of metal-
based nanoparticles as a fuel additive, for the first time, the usability of the coal nanoparticles
was investigated. For this purpose, at first, the CNPs were synthesized and then some
characterization studies by various techniques were carried out. Following, the produced CNPs
were added to B10 in a mass fraction of 100, 200, and 300 ppm, and some physical fuel
properties were measured. To assess the impact of CNPs on the diesel engine's performance,
emissions, and combustion characteristics, a single-cylinder diesel engine was exploited to
perform engine tests.

MATERIAL AND METHODS

For the synthesis of coal nanoparticles, the top-to-bottom nanoparticles synthesis method
was chosen. In this method suitable sized materials are transformed into smaller fragments
(powders) by breaking down into fine particles through various techniques such as mechanical
milling, thermal/laser ablation, sputtering, and electro-explosion [20]. To reduce the milling
time and also to obtain further fine coal nanoparticles, the ball milling process was performed
in a wet environment wherein ethanol was employed. Coal pieces and ethanol at a mass ratio
of 1:5 were filled into the stainless steel mill jar of the ball milling machine (OptoSense, USA)
and coal pieces were milled for one and half hours with a rotating speed of 1200 rpm. The
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grounded coal particles were dried in a laboratory oven at 60 °C for 12 hours and then were
used as a fuel additive. After synthesizing the coal nanoparticles (CNPs) characterization
studies were performed. Scanning electron microscopy (SEM, JEOL JSM-7001F, Thermo
Fisher Scientific, USA) was used to study the morphology of the synthesized CNPs. The
particle size distribution of the coal nanoparticles was determined by a particle size analyser
(Mastersizer 3000, Malvern Panalytical, United Kingdom).

In the next step, the synthesized coal nanoparticles were added at the concentrations of
100, 200, and 300 ppm to B10 fuel (the diesel and biodiesel fuel blend containing 90 vol.%
diesel fuel and 10 vol.% canola oil biodiesel) and dispersed in the fuel by applying mechanical
and ultrasonication process. Regarding the label of the prepared fuels, the B10Cx abbreviation
was used in which B10 stands for the base fuel, "C" represents coal nanoparticles, and x implies
the CNPs concentration in ppm. For example, B10C100 denotes the base fuel (B10) contains
100 ppm CNPs. Some physicochemical fuel properties of the prepared test fuels were measured
by following the related test methods. The engine tests and measurement of the fuel properties
were performed soon after the nanofuels preparation to take advantage of their stable
conditions.

The engine tests were conducted on a 4-stroke diesel engine coupled to Eddy current
dynamometer. The engine was a single-cylinder, natural aspirated, water-cooled, direct
injection diesel engine with a cylinder bore of 87.5 mm, a stroke of 110 mm, and a compression
ratio of 17.5. Rated engine power is 3.5 kW at full engine load and 1500 rpm. Figure 1
illustrates the schematic representation of the experimental setup. BOSCH BEA 060 was used
to measure the emissions of CO, HC, CO2, and NO. Soot emission was measured by BOSCH
BEA 070 device.

The engine tests were performed at a constant speed of 1500 rpm at loads of 25, 50, 75,
and 100% that corresponding to the percent of maximum engine torque output. Since the engine
was operated at a constant speed, all fuels produced equivalent brake power at the same load.
The six readings for performance and emissions were recorded to increase confidence in
measurements and the mean values were used for comparison. The uncertainties analysis was
performed by following the method proposed by Holman [21]. The uncertainty of the measured
and calculated parameters was given in Table 1. Cylinder pressure vs. crank angle data was
recorded for 100 consecutive cycles and the mean data set was processed in ICEngineSoft V.9.0
software to obtain combustion characteristics.
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Fig. 1. Experimental setup
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Table 1. Uncertainties of the measured and calculated parameters

Parameters MeaRs:;Z?ent Resolution |  Uncertainty
Brake torque 0-90 Nm 0.1 Nm +0.5%
Engine speed 0-9999 rpm 1rpm +0.06 %
Air flow rate - - <+0.8 %
Fuel flow rate - - <£0.7 %
Temperature - 0.1°C 1°C
Brake thermal efficiency - - <+0.96 %
Brake specific fuel consumption - - <+0.81 %
CO emission 0-10 % vol. 0.001 % +0.1%
NO emission 0-5000 ppm 1 ppm +5ppm
Soot emission, k 0-9.99 0.01 +0.1%

RESULTS AND DISCUSSION
Characterization of the synthesized CNPs

SEM analysis is a substantial method for the studies of the surface of materials as it offers
significant information regarding the morphology and size of the materials [8]. The SEM image
of CNPs illustrated in Fig. 2. It is seen from the SEM image that CNPs are uniformly distributed
and the shape of CNPs is almost spherical (some CNPs' shape is platy). Also, the diameter of
the CNPs is in nanoscale but differs in magnitude. This is due to the aggregation of CNPs.
However, the ultrasonication process breaks the clustered CNPs into smaller particles, which
slows the aggregation and settling, in turn, an increase in nano fuel stability. As the diameter of
the CNPs is smaller than the diameter of the holes fuel injector nozzle, it does not cause any
clogging through the fuel line and the injector nozzle.

Particle size analysis is a measurement of the particle size distribution of powder
materials [22] and is usually expressed as volume percentages. The particle size distribution
graph of CNPs is shown in Figure 3. It can be seen from the figure that CNPs present two size
distribution regions. The first one is between 0.01-0.1 pum which holds the highest volume
density and the second one is between nearly 0.1-10 um which peaks nearly 1 um. It is thought
that the second region formed due to agglomeration and clustering of CNPs. As above
mentioned, the clustered CNPs can be easily dispersed in the fuel by ultrasonication technique
as ultrasonication breaks intermolecular and interactions among particles [10]. Consequently
from the particle size analysis, it can be inferred that most of the CNPs are in a diameter less
than 100 nm.
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Fig. 2. SEM image of CNPs

5\\
P
_~

Volume Density (%)
I '
~—
-

.
—
—

P

/S
1) \ / \
T I T LB 1 1 T T Trry T T 1 LB T LU T T Ll 1 T TrrrTy
10 10.0 1000 1,0000 10,000.0

Size Classes (jm)

Fig. 3. The particle size distribution of CNPs

Physicochemical properties of test fuels

The results of the measured physicochemical properties of the fuel samples using TS EN
ISO and DIN test methods are presented in Table 2. Regarding the measurement results, it is
observed that the addition of CNPs to B10 does not significantly affect the fuel properties
except for kinematic viscosity. A marginal increase in kinematic viscosity is observed with
CNPs addition. As the CNPs' concentration is increased kinematic viscosity is increased and
the highest viscosity is measured for B10C300 fuel which has a 9.7 % higher viscosity value
compared to B10. A similar observation for nanoparticles can be found in Refs. [10,23]. A small
increase in density and calorific value while a slight decrease in CFPP is realized with CNPs
inclusion in B10. Moreover, CNPs addition to B10 does not show a significant effect on
distillation temperatures.

Table 2. Measured fuel properties

Properties Test Method B10 B10C100 B10C200 B10C300
Density, @15 °C (kg/m?3) TS EN I1SO 12185 839.2 839.2 839.4 839.4
Kinematic viscosity, @40 °C (mm?/s) DIN 53015 2.99 3.14 3.25 3.28
Calorific value (kJ/kg) ASTM D 240 45016 45133 45070 45129
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Cold filter plugging point (CFPP), (°C) TSENISO 116 -4 -5 -5 -6
Cetane index TS EN ISO 4264 54.7 54.8 54.7 54.7
Flash Point, (°C) TS EN ISO 2719 64.0 65.0 66.0 66.0
Distillation temperature (°C) TS EN ISO 3405
Initial boiling point | 164.4 168.4 167.2 166.0
10 vol.% 212.6 214.6 213.7 214.8
50 vol.% 288.8 288.9 289.2 288.4
90 vol.% 340.7 340.2 340.9 341.0
95 vol.% 351.2 350.9 351.8 352.0
Final boiling point 360.8 359.3 361.0 359.1

Performance Characteristics

BSFC is the amount of consumed fuel to produce one kW power per hour. BSFC plot is
shown in Figure 4a. BSFC values for test fuels decreased along with increasing load and the
minimum BSFC values occurred at full load condition. This is due to the rising rate in brake
power is higher than the growing fuel consumption. The results showed that the average BSFC
values decreased at all CNPs concentrations compared to B10. But, although the sizeable
difference in BSFC values was observed for 100 ppm and 200 ppm CNPs fractions the
differences were within the BSFC uncertainty. On the other hand, the dosage of 300 ppm CNPs
performed the best improvement in BSFC. According to the results, the average value of BSFC
of B10C300 was decreased by 2.37% compared with B10. The main reason for the situation is
due to the presence of CNPs which led to better air-fuel mixing thanks to the surface-area-to-
volume ratio and high thermal conductivity. As a consequence of these effects, better
combustion occurred and BSFC decreased. Besides, the high calorific value of nanofuels can
provide higher combustion energy that reduces the BSFC.
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Fig. 4. Variation of BSFC (a) and BTE (b) in different loads for test fuels

Figure 4b shows the variation of BTE values in different loads for test fuels. The result
showed that the engine's BTE values increased at all CNPs concentrations. However, as
observed in BSFC, the effect of 100 ppm and 200 ppm CNPs concentration on BTE was found
insignificant since the increments in BTE were in the range of calculated BTE uncertainty. In
the experiments, the test fuel which was prepared by adding 300 ppm CNPs to B10 presented
the best improvement in BTE. An average increase in BTE was observed by 2.06% with the
addition of 300 ppm CNPs in B10 compared to neat B10. This can be attributed to better mixture
homogeneity through enlarging the contact area for air and fuel molecules which improve the
combustion and thus BTE.
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Combustion Characteristics

Figure 5a illustrates the variation of cylinder pressure (CP) vs. crank angle for test fuels
at full engine load. The highest cylinder pressure was observed for B10 as 52.59 bar at 367 °CA
(crank angle). This can be attributed to B10’s low viscosity. The addition of CNPs to B10
slightly reduced the cylinder pressure. An increase in the mass fraction of CNPs is directly
proportional to a drop cylinder pressure. This could be due to a decrease in the net heat release
rate as seen in Figure 6. The maximum cylinder pressure for B10C100, B10C200, and B10C300
was recorded as 52.21 bar @367 °CA, 51.36 bar @ 368°CA, and 50.73 bar @369 °CA,
respectively. Moreover, B10C200 and B10C300 retarded the peak cylinder pressure by 1 °CA
and 2 °CA compared to B10.

Net heat release rate (NHRR) gives significant information about how fast the
combustion process happens and where the combustion starts and terminates [24]. The variation
of NHRR at full engine load for test fuels is shown in Figure 5b. It can be seen that the NHRR
decreased by the addition of CNPs to B10. The same trend was also observed in CP. The peak
NHRR decreased gradually with increasing the concentration of CNPs. This could be because
the addition of CNPs to B10 led to an increase in viscosity and consequently decreased the
NHRR. The maximum NHRR for B10, B10C100, B10C200, and B10C300 was calculated by
30.52 JI°CA@355 °CA, 28.07 J°CA@356 °CA, 27.72 JI°CA@355 °CA, and 22.08
JI°PCA@356 °CA, respectively.

& b ——BI0 —-—BIOCI00 s BIOC2O
——B10 —--—B10CI00 -+ B10C200 —— B10C300

B10C300

Cylinder Pressure (bar)

Net Heat Release (JPCA)

-
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Crank Angle (degree) Crank Angle (degree)

Fig. 5. Variation of CP (a) and NHRR (b) at full engine load for test fuels

Emission Characteristics

Figure 6a shows the variation of CO in different loads for test fuels. It is seen that the
addition of CNPs in B10 reduced the CO emission at all investigated load conditions. The
reduction in CO emission can be attributed to unique properties of CNPs such as high contact
surface area, catalytic activity, and somewhat high energy content, which provides better
mixing and oxidation. The average reduction in CO emission was determined by 20.02%,
11.34%, and 10.20% for B10C100, B10C200, and B10C300, respectively compared to B10.
However, when the CNPs concentration is increased, the viscosity of the fuel blends raised, so
a slight increase in CO emission was observed. Figure 6b demonstrates the variation of HC in
different loads for test fuels. From the figure, it is observed that the formation of HC for all test
fuels was drastically increasing with increases in engine load from 25% load to 75% engine
load condition, and then decreased at full load. The high cylinder temperature at full load
enhances the fuel oxidation and results in a low amount of HC emission. It was seen that the
addition of CNPs to B10 increased HC emission. An average increase in HC emission by
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28.93%, 18.58%, and 38.16% was observed for B10C100, B10C200, and B10C300
respectively compared to B10. The reason for this could be high fuel viscosity that deteriorates
the fuel atomization and leads to incomplete combustion. The minimum mean HC emission
was observed for 200 ppm CNPs concentration. Hence, the optimum CNPs dosage is 200 ppm
in terms of HC emission.
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Fig. 6. Variation of CO (a) HC (b) in different loads for test fuels

The variation of NO emission in different loads for test fuels is displayed in Figure 7a. It
can be seen that NO emission got raised with the increase in engine load due to the higher
combustion temperature. This increment can be explained by the fact that NO is mainly formed
at high flame temperatures and particularly at high engine loads [8]. The inclusion of CNPs into
B10 generated lower NO emissions than neat B10. The average reduction in NO emission for
B10C100, B10C200, and B10C300 is 17.05%, 17.23%, and 22.49%, respectively compared to
neat B10. This can be originated from the low heat release rate for CNPs blended fuels as seen
in Figure 5b. A decrease in heat release rate could cause a temperature drop in the combustion
chamber in turn a decrease in NO formation rate. Out of all test fuels, B10C300 has revealed
the lowest NO emission. At the same time, it presented the lowest heat release rate. Therefore,
these results are consistent with each other. Smoke emission from the diesel engine is emitted
mainly due to oxygen deficiency at rich mixture zones, high fuel viscosity, and high carbon to
hydrogen ratio of the fuel [9].

Figure 7b depicts the variation of soot emission (smoke opacity; smoke absorption
coefficient) in different loads for test fuels. An increase in soot emission for all test fuels was
found directly proportional to an increase in engine load. This is due to a decrease in the air-to-
fuel ratio as the engine load is raised. As can be seen from the figure, the addition of CNPs to
B10 increased the soot emission. The main reasons for the increment in soot emission for
nanofuels could be the high viscosity and high carbon content. The addition of CNPs to B10
also increased the carbon content of the fuels, which creates further soot emission. Another
possible reason for high soot formation could be attributed to the ash content of the CNPs. The
average raise in smoke emission for B10C100, B10C200, and B10C300 was calculated as
14.29%, 31.26%, and 25.57%, respectively, compared to neat B10.
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Fig.7. Variation of NO (a) soot emission (b) in different loads for test fuels

CONCLUSION

In this study, the usability of coal nanoparticles as a nano fuel additive in a diesel engine
by evaluation of its effects on fuel properties, engine performance, emissions, and combustion
characteristics were researched. The results showed that CNPs could be synthesized by the ball
milling method and the particle size of the synthesized CNPs was found smaller than 100 nm.
The inclusion of CNPs into B10 increased the fuel viscosity by 5.0%-9.7%, also a slight rise in
fuel's calorific value and flash point temperature was observed. The addition of 100 ppm and
200 ppm CNP to B10 increased the engine performance but the increments were found within
the calculated uncertainties. The best engine performance was obtained for the 300 ppm CNPs
concentration. It resulted in an average decrease in BSFC by 2.37% and an average increase in
BTE by 2.06% compared to neat B10. The maximum CP and maximum NHRR decreased as
the CNPs concentration increased. The addition of CNPs reduced the CO and NOx emissions
but led to an increase in HC and soot emissions. The first findings of this study on the usability
of CNPs as nano fuel additives showed that CNPs have the potential to be used in a diesel
engine. However, the high soot emission emerged as a drawback. The soot emission could be
reduced by improving the CNPs composition i.e. reducing ash and sulfur content.
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EXTENDED ABSTRACT
OVERVIEW

The poultry farming and processing industry's tremendous growth creates a large amount of offal and
waste and encounters a challenge to utilize it. So far, burning technology was a popular and the easiest
way to get rid of many organic by-products because it is cheap. On the other hand, burning technology
contaminates the environment with carbon dioxide and nitrogen oxides. That problem drives us to
determine whether anaerobic co-digestion of cow slurry with poultry by-product addition could be the
environment-friendly technology that allows the utilization of poultry by-products. The latest studies
show that cow manure could be co-digested with another biodegradable organic matter [1]. However, a
high concentration of hydrogen sulfide obtained from protein-rich poultry waste makes research
substrate problematic to digest with higher organic load and causes the hydrogen sulfide inhibition [2,3].

METHODS

The main task of the research was to determine the impact of chicken waste on the biogas yield and
composition. The research has been conducted in the biogas laboratory of Vytautas Magnus University,
Agriculture Academy on anaerobic co-digestion of cow slurry with chicken waste addition. The
“Umwelt- und Ingenieurtechnik” BTP-2 laboratory biogas pilot reactor has been employed for that
purpose and operated under the mesophilic temperature of 37 + 1°C. The laboratory bioreactor system
consists of a 15-litre glass vertical reactor with electrical heating, an electric mixer, a biogas volume
meter and a biogas storage tank. The mixing cycle and temperature of the biogas reactor substrate are
controlled automatically. The collected biogas was analysed once a day with an AwiFlex biogas
analyser. The gas analyser is equipped with methane (CH.), carbon dioxide (CO2), hydrogen sulfide
(H2S) and oxygen (O,) cells. Samples of the test material were weighed on electronic scales KERN
EG4200-2NM. The pH of the raw material and the digested substrate was determined during each
loading with a Hanna PH213 meter. At first, an inoculum from a water treatment plant and cow slurry
was used to start and inert the digestion process. The daily input of the reactor consisted of 720 g of
cow slurry only. Cow slurry itself is highly diluted, and no water addition is needed. Dry matter varied
at 7.3+ 0.2 % in all our experiments and allowed us to have the bioreactor's hydraulic load of about 52
kg/m3, ensuring efficient mixing of the substrate and good distribution of organic matter in the biogas
reactor. In the further stages, the chicken waste was used to add to the reactor. The ratio of chicken
waste to cow manure has been set as 3.77:100, 7.55:100 and 11.33:100 according to volumetric organic
load 3.5 kg VS/(m3*d), 4.0 kg VS/(m3*d) and 4.5 kg VS/(m®*d). A volumetric organic load of 3.0 kg
VS/(m3*d) was selected as a basis for further experiment. The organic load was increased to 3.5 kg
VS/(m3*d) by adding 27.2 grams of milled chicken waste, and further increased to 4.0 kg VS/(m3*d)
and 4,5 kg VS/(m3*d) by adding 54.4 and 81.6 grams of milled chicken waste.

RESULTS

The Table 1 shows the influence of chicken waste addition to methane production (the biogas yield,
methane concentration and methane yield).
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Table 1. Influence of chicken waste addition to biogas production.

Feeding material description Chicken | OLR, kg _Biogas Metha_ne Methane
waste,g | VS/m® yield, I/kg | concentration, % | yield, I/kg
Cow slurry - 3.0 15.9 60.2 9.6
Cow slurry + chicken waste 27,2 27.2 3.5 18.2 63.0 115
Cow slurry + chicken waste 54,4 54.4 4.0 214 66.9 14.3
Cow slurry + chicken waste 81,6 81.6 4.5 23.6 65.0 15.3

The addition of chicken waste increased volumetric biogas yield on average 14.6%, 34.5% and 48.1%
according to volumetric organic load of 3.5 kg VS/(m®*d), 4.0 kg VS/(m®*d) and 4.5 kg VS/(m3*d).
Methane concentration in biogas increased by 4.7%, 11.1% and 8.0% and methene yield — 16.4%,
42.2% and 53.1%, respectively. The addition of chicken waste material to cow manure substrate
increased daily biogas yield and methane yield at all chicken waste and cow slurry ratios. Still, the
highest increase of methane concentration was reached at volumetric organic load 3.5 kg VS/(m3*d).
The methane concentration in the biogas ranged from 60.2 to 63.0 % at the volumetric organic load of
3.5 kg VS/(m3*d), from 63.1 to 66.9% at the volumetric organic load of 4.0 kg VS/(m®*d) and from
63.1 to 65.0% at the volumetric organic load of 4.5 kg VVS/(m®*d). The concentration of hydrogen sulfide
in the biogas varied on average 1440 ppm at a volumetric organic load of 3.0 kg VS/(m®*d). At higher
volumetric organic loads, after chicken waste addition, hydrogen sulfide increased significantly (to 4020
ppm) and to tackle the hydrogen sulfide inhibition problem, the addition of FeCls was needed. The
process of anaerobic co-digestion of cow slurry with poultry by-product addition indicated a steady pH
value of the substrate over the entire experiments, which stayed at pH 8.0 on average at all tested organic
loads.

CONCLUSIONS

1. The research results showed that co-digestion of cow slurry with poultry by-product addition
increased biogas yield, methane yield and the methane concentration in biogas at all volumetric organic
loads.

2. The concentration of methane in the biogas was the highest and ranged from 63.1 — 66.9% at the
volumetric organic load of 4.0 kg VS/(m®*d).

3. The hydrogen sulfide concentration has to be controlled constantly with the addition of
desulfurization matter to avoid hydrogen sulfide inhibition throughout the entire process.

4. The biogas production process of anaerobic co-digestion of cow slurry with poultry by-product
addition was stable enough with a slight deviation of pH value. The pH value of the substrate was around
8.0 at all organic loads.

Keywords: anaerobic co-digestion, methane concentration, biogas yield, cow slurry, poultry by-
products, poultry waste, biogas.
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ABSTRACT

Biochar is the solid product, which can be obtained in the thermochemical decomposition of biomass
at temperatures higher than 350 °C under oxygen limiting conditions. Biochar can be used in different
applications such as air separation and purification, vehicle exhaust emission control, solvent recovery
because of its high specific pore surface area, adequate pore size distribution, and relatively high
mechanical strength. Biochar can also be used as a catalyst and can be easily removed from the reaction
mixture, washed, and activated again.

In this work birch chips were carbonized at 400 °C for 2 h and then used as a biochar in further
experiments. Two methods have been tested to determine the effect on the sulfuric acid impregnation
on the surface of biochar — physical treatment with water steam and mechanical treatment consisting of
grinding and sieving to obtain different particle size fractions (<0.09, 0.2-0.4, 0.4-0.63 mm). For
physical treatment different temperatures (850, 900, 910 °C) were used. Afterwards, for all obtained
biochars sulfonation was performed. The functional group content to original biochar, mechanically,
physically, and chemically treated biochars was determined via Boehm titration.

Results show that the functional group content is dependent on the particle size of the biochar and on
the steam exposure temperature. For the grinded biochar, the largest total acidic group content was
determined for sulfonated biochar with the particle size 0.4 — 0.63 mm, but the largest strongly acidic
group content was for the biochar with the largest particle size without sulfonation. For the steam-
exposed biochars the total acidic group content was approximately the same, but the largest strongly
acidic group content was for the biochar that was steam-exposed at 850 °C and additionally sulfonated.

Keywords: biochar, lignocellulosic biomass, mechanical treatment, steam-exposure, sulfonation

INTRODUCTION

Global challenges like the rapidly increasing consumption of fossil energy resources and
the negative impact of these resources on the environment and public health promote the world
to modify their strategies and shift from a fossil-fuel-based economy to a bio-resources-based
one and the production of renewable biomass chemicals. Replacing fossil resources with
renewable biomass resources is at the heart of the concept of a biorefinery [1]. Different
processes exist that allow the transformation of raw biomass into desirable bio-based products
and/or energy. For instance, biomass pyrolysis, which is a thermochemical process, transforms
the raw material after heating in the absence of oxygen into bio-oil, gas and char [2]. The
proportion of these three products depends on the pyrolysis conditions. Low temperatures (<600
°C) favour the production of bio-oil and biochar while high temperatures (>600 °C) maximize
the production of gas. These pyrolysis products may be valorised in different applications. The
bio-oil can be used as a fuel for heating, or for the production of chemicals [3]. Gas can be
valorised into heat/electricity or further processed to produce biofuels. The solid bio-char can
be gasified [4], used for the production of activated carbons [5], for the production of graphene
[5], or for soil remediation [6].

Activated carbons are carbonaceous materials with highly developed internal surface area
and porosity [7]. Activated carbon is widely used as an effective adsorbent in many applications
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such as air separation and purification, vehicle exhaust emission control, solvent recovery, and
catalyst support because of its high specific pore surface area, adequate pore size distribution,
and relatively high mechanical strength [8]. It is important to note that activated carbon when
used as a catalyst can be easily removed from the reaction mixture, washed, and activated again.
In comparison sulfuric acid cannot be easily removed, recovered, or used several times.

The activation methods can be divided into two groups: physical activation and chemical
activation. Physical activation is a process where the biochar materials are further exposed to a
controlled flow of steam or CO2 or a mixture of them at temperatures above 700 °C. For
chemical activation, the biochar is first impregnated in a solution containing different activation
agents, followed by heating at elevated temperatures [9]. It is well known that in chemical and
physical activation acid groups play a role in many types of catalytic reactions [10]. Acidic sites
are formed on a char surface when oxygen reacts with defect sites on the surface, forming
functional groups. Some of the functional compounds groups detected are carboxylic acids,
lactones, or phenols (acidic) and pyrones or chromenes (basic) [11].

METHODOLOGY
Materials and chemicals

Sulfuric acid (95 — 97 %), ethanol (96 %) were purchased from Merck and used without
further purification.

Lignocellulosic biomass based char obtaining and activation

Figure 1 demonstrates the scheme for catalyst generation from lignocellulosic biomass.
In further text the scheme is described more detail.

Ground birch chips (BC) (0.63 — 1.0 mm) were carbonized (Carb) at 400 °C for 2 h. There
were two pathways for biochar treatment — mechanical and physical. First of all, mechanical
treatment was done by grinding the carbonized birch chips and then sieving by different particle
size sieves (<0.09, 0.2-0.4, 0.4-0.63 mm). The physical treatment was done with water steam
at three different temperatures (850, 900, 910 °C) with constant water amount of 200 mL and
flow rate 2.5 mL-mint. After these treatments with all obtained biochars the chemical treatment
was done by impregnating with concentrated sulfuric acid. Biochar was weighted (10 g) in a
beaker and contacted with concentrated sulphuric acid (50 mL). Via periodic stirring (15 min)
the concentrated sulphuric acid was mixed with carbon and placed in an oven at 80 °C overnight
(20 h). After impregnation with sulphuric acid, the heterogenic biochar catalyst was suspended
with 1 L deionized water and mixed for 30 minutes. Then the suspension was filtered, and the
remaining heterogenic biochar catalyst was again suspended in 1 L deionized water and stirred
for 30 minutes. This process was repeated in total 3 times. After that the heterogenic biochar
catalyst on the filter was additionally washed with 1 L of hot deionized water (90 °C) until
neutral pH was reached. In all rinsing steps the pH value of the water solution was measured
with a Titralab TIM 840 automatic titration station. The heterogenic biochar catalyst was finally
dried at 100 °C overnight (20 h).

WWW.CYSENI.COM




Lignocellulosic
biomass - birch chips

l

Slow pyrolysis
(carbonisation)

Mechanical treatment
(particle size <0.09,
0.2-0.4, 0.4-0.63 mm) —

Chemical treatment / \
: ) : [ Activated
(impregnation with —»|

- |
sulfuric acid) @

Biochar

Physical treatment
(at 850, 900, 910 °C)

Fig 1. Catalyst generation scheme
Biochar catalysts functional group analysis with Boehm titration

To the mechanically, physically, and chemically treated biochars the functional group
analysis was done by acid-base (Boehm) titration with Titralab TIM 840 automatic titration
station. To approximately 0.5 g of heterogenic biochar catalyst, 50 mL of a 0.075 M NaOH or
NaHCOs solution was added and left overnight at room temperature with constant mixing. The
solution with biochar was then filtered and 5 mL of solution was back titrated with 0.1 M HCI
until first stoichiometric point for NaOH and second stoichiometric point for NaHCO3. For each
sample 3 replicates were done.

Heterogenic biochar catalysts functional group analysis with FTIR

To qualitatively assess the formation of functional groups on the surface of the treated
carbon, FTIR analysis (in ATR mode) was performed on the obtained biocarbon heterogenic
catalysts. The heterogenic biochar catalysts were crushed to a fine powder and analysed
directly. The FTIR data was collected using an attenuated total reflectance technique with a
ZnSe and Diamond crystals on a Thermo Fisher Nicolet iS50 spectrometer. A total of 64 scans
were averaged at 4 cm™! resolution for each spectrum.

RESULTS AND DISCUSSION

In this work biochar was obtained via birch chip carbonisation and further the mechanical,
physical, and chemical treatment were done. In physical treatment when oxidizing agent was
used the biochar was exposed to either steam, ozone, carbon dioxide, or air at temperatures
usually above 700 °C [12]. These oxidizing agents change the internal structure of the biochar,
that results in opening and widening of inaccessible pores. Biochar activated in such
environments have higher internal surface area and also abundance of oxygen functional groups
that often works as active sites for adsorption [13]. Mechanical treatment by milling is a
common method for increasing the surface area of the materials [14].

After each treatment on the biochar surface existing functional groups were analysed by
acid-base titration and FTIR analysis. In the widely used titration method of Boehm, two bases
of different strengths, NaHCO3s, NaOH were used to neutralize oxygen functional groups of
different acidities. NaHCOs neutralizes carboxylic acid functional groups and NaOH
neutralizes carboxylic acids, lactones, and phenols [15]. For all biochars in the FTIR spectra
the changes of the -SOsH group content was determined. In short, the -SO3H group changes
corelated with the Boehm titration results, showing the same tendencies.

Mechanically treated biochars: comparison between the original biochar. After the
acid-base titration results (Fig 2.) it can be seen that by comparing the original carbonized
biochar with mechanically treated biochar the total acidic group and strongly acidic group
content decreased for the biochar with particle size <0.09 mm but for the biochar with particle
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size 0.2-0.4 mm the functional group content stays approximately constant, hence for the
biochar with the largest particle size (0.4-0.63 mm) the functional group content increased. To
explain these obtained results more experiments are needed.

Mechanically treated biochars: comparison between different particle sizes. With
the increase of the particle size of the mechanically treated biochar, the total acidic and strongly
acidic group content increases. This can be explained by fact that mechanical milling liberates
non activated carbon material that has no active centres before or after impregnation. Since the
number of functional groups is lower in small particle size fraction than in starting biochar it is
possible that these non-activated charcoal parts are more concentrated in this small particle size
fraction. None the less, to confirm this aspect further experiments are necessary.

Mechanical and additional chemical treatment: comparison between mechanically
and chemically treated biochars. When the chemical treatment with concentrated sulfuric
acid was done, the total acidic group content increases with the increase of the particle size, but
the strongly acidic group content increases for the biochars with particle size <0.09 and 0.2-0.4
mm. For the biochar with particle size 0.4-0.63 mm the strongly acidic group content decreases.
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Fig 2. Functional group content for mechanically and chemically treated biochars

Steam-exposed biochars: comparison with the original biochar. After Boehm titration
results (Fig 3.) by comparing the original carbonized biochar with the steam-exposed biochars
the total acidic group content decreased. This can be explained by the fact that the high-
temperature steam activation causes a severe loss of the surface functional groups: phenolic and
carboxylic [16-18]. In literature it is suggested that the functional groups on the biochar surface
may have partially been degraded, as indicated by the decrease in the polarity index of biochar
during the thermal activation using steam [17]. The strongly acidic group content for the steam-
exposed biochar increases. The sorption capacity of steam-exposed biochars usually increases
due to an increase in surface area and micropore volume [13].

Steam-exposed biochars: comparison between steam temperatures. By comparing
the steam-exposed biochars at different temperatures the total acidic group content changes
minimally with the increase of the temperature of water steam, but the strongly acidic group
content slightly increases.

Physical and additional chemical treatment: comparison between steam-exposed
and chemically treated biochar. After additional chemical treatment for these steam-exposed
biochars the total acidic group content again changes minimally but the strongly acidic group
content increased for the biochars with physical treatment at 850 and 900 °C, but for the biochar
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with steam-exposure at 910 °C the strongly acidic group content decreased. The best strongly
acidic group (-SOsH) content impregnation on the surface is achieved to the carbonized biochar
at lower temperature (850 °C) of physical treatment. With the increase of temperature two
factors are taking in place: firstly increased temperature promotes increase of the surface area
of the heterogenic biochar catalyst, secondly increased temperature promotes degradation of
existing functional groups already on the surface of the heterogenic biochar catalyst [19,20]. At
temperatures above 800-850°C during activation with water steam, the small aromatic ring
structures are gradually consumed; therefor, BC becomes more ordered so that less reactive
structures are generated [21]. It should also be noted that O-containing groups at the beginning
of the gasification process are gradually consumed as the carbon conversion increases, resulting
in a decrease in reactivity [13]. With high temperatures overactivation can happen. In such
situation, pores are developed, while walls begin to collapse, and pore sizes exceed the desired
size for adsorption [13].
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Fig 3. Functional group content for steam-exposed and chemically treated biochars
CONCLUSIONS

In this work we tested the physical and mechanical treatment effect on the sulfuric group
impregnation on the surface of the carbonised biochar. The functional group content to original
biochar, steam-exposed and grinded biochars were determined by Boehm titration. The
functional group content is dependent on the particle size of the biochar. Before sulfonation the
largest total acidic and strongly acidic group content is determined for the biochar with particle
size 0.4-0.63 mm. After sulfonation the total acidic group content is the largest for the biochar
with the largest particle size (0.4-0.63 mm), but the strongly acidic group content — for the
biochar with the smallest particle size (<0.09 mm).

The functional group content also depends on the steam exposure temperature. Before
sulfonation the largest total acidic group content for all steam exposed biochars is
approximately the same, but the largest strongly acidic group content is for the biochar that was
treated with steam at 910 °C. After sulfonation the total acidic group content for all steam-
exposed biochars also is the same, but the largest strongly acidic group content is for the biochar
that was steam-exposed at 850 °C.
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ABSTRACT

Although there are few methods to recycle, environmentally damaging CO,, the search still goes on for
a method more efficient, more ecological and less energy consuming. An emerging technology is the
bioelectrochemical system, which uses microorganisms as a helper in the process. Because it is a well
interconnected system each component can play a role in the efficiency of it, the key is to improve those
components that have the greatest impact.

In a bioelectrochemical system where reactions at the cathode are powered by electrons produced in
anode compartment by microorganisms, the cathode material is very important in dispensing those
electrons. A bad cathode material can have a double effect on the performance of the system. A weak
flow of electrons from cathode surface leads to charge accumulation on the anode which in turn may
diminish the proton flow between the two compartments. In this respect, the work at hand combines the
recent developments in bioelectrochemical systems with the state-of-the-art electrocatalysts for CO-
electrochemical reduction. This study aims to highlight the role of cathode structure and morphology
on the selectivity of a bioelectrochemical device. Surface chemistry was changed by an innovative
plasma treatment that showed unexpected different (bio)electrochemical performances showing a
decrease activity for treated electrodes. The work ends with a discussion on the role of
bioelectrocathodes and strategies to mitigate losses leading to a higher performance.

Keywords: bioelectrochemical CO; reduction, products, cathode material.
INTRODUCTION

Bioelectrochemical systems are an emerging technology which attract interest from many
fields of study. Wastewater treatment and synthesis of chemicals have been targeted with
bioelectrochemical systems. There are many other configurations that can be used in different
domains [1],[2].

Usually, electrons and protons are generated at the anode which travel to the cathode via
the external electrical circuit and the ion exchange membrane, respectively. Microbial fuel cells
make use of the bio-generated electrons to generate power. The bioelectrochemical reduction
of CO; can be performed with electrons and protons, provided by the bioanode chamber, to
recycle CO> into other chemical products [1]. Electroactive bacteria such as Shewanella
oneidensis can reduce electrodes by donating electrons as a by-product of their natural organic
material oxidation process [3], [4]. These electrons can be rushed to the cathode with the help
of a potentiostat were they meet with the protons that passed through a membrane from the
anode chamber, together they help reduce CO: in the presence of specialized CO: reducing
microorganisms such as methanogens or acetogens [5], [6].

In any bioelectrochemical system beside other factors (temperature, pH, circuit resistance),
electrodes play a very important role in the performance of the system. Carbon materials shown
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to be good and biocompatible as electrodes interacting with bacteria being easily reduced.
Different forms of carbon such as: granules, graphite and other fiber material can be used to
collect electrons from bacteria [2].

Beside a good anode, in a well performing system there is a need for a suitable performing
cathode as well which can keep a constant flow of electrons in the medium which it reduces
[7]. A poor performance of the cathode surface in delivering charges in the reduction reactions
that take place, can affect the performance of products production. Studies show increase in
performances for different treatments of carbon cathodes [9],[10] and other paper suggest
increased electroactivity and bacterial attachment when plasma treated anodes are used
[11],[12].

The aim of this study is to investigate the electrical performance of a carbon felt electrode,
as cathode, that was treated in two different ways in plasma to modify the surface of interaction.
Therefore, two modified electrodes were created, and their performance was compared with the
results from an untreated one. These electrodes were used as cathodes in a bioelectrochemical
system where the electron source, in the anode chamber, was a culture of Shewanella oneidensis
grown on a rich medium. Chronoamperometry was performed by applying different potentials
between the anode and cathode, measuring the current between. Data was linked with Raman
spectrum for each electrode to better understand how surface can affect the electrode behaviour.
Studying the performance of electrodes is a first key step in choosing the right one for future
efficient CO2 recycling system.

MATERIALS AND METHODES
Electrode preparation

Carbon felt (both from RHY, China) was used as electrode material for anode as well as for
the cathode. Three carbon felt electrodes were tested as cathodes, two of which were pre-treated
one hour in the ambient of induced plasma modifying one of their surfaces (approx. 2.5x2.5
cm?). Gas tank nitrogen and ambient air at 200 mL/min flow rate were used as working gas for
the plasma discharge (approx. 250W) in a quartz tube using a radio frequency (2.46 MHz) in-

nitrogen plasma treatment nitrogen plasma treated electrode

air plasma treatment air plasma treated electrode

untreated electrode

A 4

Fig. 1. Schematic representation of electrode treatment.
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house build system. After plasma treatment the electrodes were analysed with Jasco NRS-3100
Raman spectrometer using the 523 nm laser beam. The experimental protocol is presented in
Fig.1.

Bioelectrochemical system setup

The system used was a 100mL bicameral configuration, autoclaved at 100° C for an hour.
The anode chamber was filled with 90 mL of Luria-Bertani (LB) medium containing: tryptone
10g/L, NaCl 10g/L, yeast extract 5g/L and was put under continuous stirring. The medium was
inoculated with Shewanella oneidensis MR-1 (LMG 19005) bacteria culture pre-grown one day
before. The cathode chamber was filled with 90 mL phosphate-buffered saline (PBS) solution.
The two compartments were separated by proton exchange membrane (Fig.2).

All the cathode electrodes were tested in the same day in the same system having an anode
chamber redox potential of approx. -490mV vs sat. calomel before starting the
chronoamperometry and between electrode changes. The system was connected to a VoltaLab
PGZ 301 potentiostat having the cathode as the working electrode, the reference calomel
electrode beside auxiliar electrode (anode) in the anode chamber. Chronoamperometry
measurements were taken at potentials ranging from -500mV to -1500mV at 100mV step, each
at 2 min. duration and with 5 min. intervals between measurements.

[

POTENTIOSTAT CATHODE ANODE REFERENCE ELECTRODE

Fig. 2. Experimental setup

RESULTS AND DISCUSIONS

Figure 3 shows Raman spectra of three carbon felt (CF) electrodes used in this experiment:
untreated, air plasma treated and N. plasma treated. Each graph after baseline subtraction
contains two important carbon specific features (peaks) which were deconvoluted with Gauss-
Lorentz functions.

G peak, which appears at around 1560 cm™ gives us information about the level of order in
the surface arrangement at atomic levels of the materials. This information is showed in the
intensity of the light reflected at 6410 nm. D peak appears at around 1350-1360 cm™ when the
studied surface has defects and the deformed structural matrix bends the light, emitting in the
7353-7407nm range. The Ip/lg intensity ratio, presented in Table 1, gives us information about
the level of disorder in the material [8]. Knowing that we can say that the greatest disorder
(4.04) is created in the air plasma treated electrode in comparison with the other two electrodes

WWW.CYSENI.COM




which seem to have similar ratios (1.96-untreated) and (2.11- N2 treated), this can be seen also
from the change in the intensity of the peaks in all three graphs.

Table 1. Raman spectra data.

G area D area In/le

CFelectrode | 1050 cmt | 1350-1360 cm
untreated 8.48E+06 1.66E+07 1.96
N> treated 4.16E+06 8.78E+06 2.11
Air treated 3.99E+06 1.61E+07 4.04
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Fig. 3. Raman spectra of carbon felt electrodes: a) untreated; b) treated in N2
plasma; c) treated in air plasma.
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Fig. 4. Carbon felt electrodes chronoamperometry investigation.

Fig. 4 shows results of chronoamperometry investigation for three carbon felt electrodes:
air plasma treated, N2 plasma treated and untreated. Each point represents the current limitation
average value for a set potential hold, between reference and working electrode, for each of the
treated respectively untreated electrodes.

For all three electrodes, the potential difference was kept 2 min. at same values with a
maximum difference of 1500 mV and a minimum difference of 500 mV with a step of 100 mV.
The average current values were calculated for the second minute at each potential difference
values.

The graph presents similarities for the treated electrodes with a minimum transport-limited
current of -0.42mA (air treated), -0.52mA (N2 treated) at -800mV potential and a maximum
current of 2.1mA for both at -1500mV. The untreated electrode although has small current
values in the beginning -0.6mA at -500mV it differentiates itself, from the others, reaching
current values of 3.9mA at a potential of -1500mV.

These results seem show that the untreated electrode has a better conductivity surface then
the other plasma treated electrodes.

Though we expected to improve the performance of the electrodes by plasma treatment, but
the data indicates contrary to that, this may be due to grown resistance of the surface of the
treated electrodes. Another possibility is that in the treatment process, when vacuum is created
in the plasma chamber, oxygen, which otherwise is locked between the fibers, escapes creating
a less reactive medium between the fibers in comparison with the untreated electrode.

CONCLUSIONS
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The goal of this research was to study the improvement of electrode surface performance
by plasma treatment, for further use of these electrodes in CO> reduction. Although Raman
spectra shows the change in the material surface morphology, chronoamperometry results
indicate that none of the treatments applied in our study can improve the performance of our
carbon felt electrodes.

The results show that both treated electrodes have similar performance which is much
lower than that of the untreated electrode. This indicates that the untreated electrode can be
more suited for our aim.

The thread like composition of carbon felt makes it hard to understand the effects of plasma
treatment but the chronoamperometry tests suggest that the untreated carbon felt electrode can
be more electroactive. Because of the complex nature of the carbon felt structure this subject
needs further investigation to understand electrode behaviour after treatment. Furthermore,
other electrode materials can be tested.

Finding the right electrode that can be used to help reduce CO2 and be biocompatible can
accelerate the race to become carbon neutral and even carbon negative.
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ABSTRACT

The major challenges like high ash, moisture content, and catalyst deactivation in the conventional
thermochemical treatments (pyrolysis and gasification) can be overcome with the novel catalytic in-situ
hydrothermal gasification. The banana pseudostem was initially impregnated with equal concentrations
of the aqueous streams of Nickel and Ruthenium salts. During the impregnation, the alkalis and alkaline
earth metals get replaced with metals that would eventually reduce the slag and salt precipitation. The
metals loading was found to be 3.12 and 3.69 wt% for Nickel and Ruthenium, respectively. These
Nickel and Ruthenium loaded banana pseudostem was then subjected to hydrothermal gasification over
the temperature range of 300 — 600 °C with biomass to water ratio of 1:10 for 60 min residence time.
The gas yields are proportional to the temperature, and the highest yields were 26.61 mmol/g with a
carbon gasification efficiency of 76.65%. During in-situ hydrothermal gasification, the impregnated
metals in M(™) forms get transformed into M©. XRD in combination with TEM results confirms the
carbothermal reduction towards the nanometal hybrids. These transformed nanometals (Ni && Ru) with
advanced activity towards the breakage of C-C bonds promote the degradation of biomass into fuel
gases. A maximum H yield of 12.27 mmol/g was achieved at a maximum temperature of 600 °C with
nanometal carbon hybrids of average particle size of 15 nm.

Keywords: Impregnation, hydrothermal, Nickel and Ruthenium, carbothermal reduction, nanometal
hybrids.

INTRODUCTION

Biomass is abundantly available and has been acknowledged as an environmentally friendly,
sustainable, and renewable energy source for future generations. So far, the limited availability
of fossil fuels has created the energy demand gap for the fast-growing population and industrial
purposes. The over dependency and irregular consumption of fossil fuels have significantly
affected our environment due to greenhouse gas emissions. In such scenarios, biomass and bio-
wastes can be considered alternative renewable energy sources due to their abundant
availability at meager cost and sustainability for waste management, economics, ecology,
energy, and society [1]. Further, the generation of fuel from a high lignocellulosic compound
containing biomass has gained much attention towards fulfilling the energy demand gap and
can be used as a potential feedstock for the production of fertilizers, biofuels, biochar, ethanol,
natural gas, methane, xylitol, and biogas. But, in recent year, the utilization of biomass have
been more focused towards the generation of biochar via most economical and efficient
conversion technique [2]

The assistance of long-term carbon sequestration is well managed with biochar obtained from
the conversion of biomass. The biochar generated from biomass also enhances carbon stability
and helps in CO> capture and its utilization [3]. Therefore, it shows that biomass conversion
into energy and biochar can be considered the most profitable, economic, and readily available
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resources that can be used as a renewable, sustainable, and green technology in more versatile
ways.

Biochar is a low-cost carbon-rich, stable, and solid porous material that finds several applications
in wastewater treatment, bioenergy production, catalytic activities, environment remediation, soil
conditioning, carbon sequestration, and agriculture-related activities [4—6]. Further, to enhance the
properties and adsorption capability of biochar, various modifications have been reported by altering
the surface charge of biochar with the incorporation of metal nanoparticles [7]. These nanometals
(M© and M®") enhances the specific surface area, surface activities, and adsorption sites. However,
ex-situ incorporation of nanometals into biochar can be energy-consuming and uneconomical.

Therefore, in this article, we proposed a novel method that can simultaneously generate
energy in the form of hydrogen-rich syn-gas and highly dispersed metal nanometals
(MO/MEM) into hydrothermally activated char (HAC). In this regard, banana pseudostem
(Musa acuminate), which contains high lignocellulosic components (approx. 70 wt.%), was
selected as it is abundantly cultivated in subtropical and tropical countries. Also, banana
farming generates about 88% (by wt.) of agriculture residue in leaf and trunk [8]. According to
the Food and Agriculture Organization (FAO) of the United Nations, the global production of
bananas was estimated to be 116 million tonnes, and India alone accounting for 30.5 million
tonnes in 2019 [9]. The metals (Ni and Ru) were directly impregnated into banana pseudostem.
Later, this impregnated biomass was subjected to hydrothermal gasification at sub- and
supercritical water (SCW) conditions to produce Hz-rich syn-gas. This process simultaneously
generates HAC embedded with nanometals (M©/M®™). Apart from the biochar application
mentioned earlier, the HAC generated in this process may also find its application as a raw
material for energy storage devices, electrodes, supercapacitors, etc.

MATERIAL AND METHOD

Materials

The metal salts of Nickel [Ni(NO3z)2-6H20] and Ruthenium [RuCls-xH20] were purchased
from Sigma Aldrich, India. The biomass (banana pseudostem) was collected from banana
farming, Roorkee, India.

: EISERE D -
Banana Pscudo-stem Pulverized Biomass Metal Impregnated
Biomass

Banana Tree

Fig. 1. Banana pseudostem sample processing.
Methods

The biomass was cleaned and crushed using a knife mill to reduce the biomass size to less
than 1 mm. The biomass was mixed with 0.05 M of each metal salt with a biomass to water
ratio of 1:10 for 48 hours to maximize the uptake of the metals from the liquid effluent. Metals
(Ni and Ru) were impregnated into biomass at zero point charge (pHzec), which was determined
by the pH-drift method [10]. The slurry was then filtered off to obtained metal impregnated
banana pseudostem that was further dried for characterization.
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Supercritical water gasification

The metal impregnated biomass was then subjected to the sub- and supercritical water
gasification in a 25 mL batch reactor (Inconel) set up. The setup comprises various high-
pressure valves, tubings, Inconel reactor, gas-liquid separator, micro-filter, moisture trap, flow
meter, and gas chromatography. The details of the experimental setup can be found elsewhere
[9,10].

The reactor and the associated lines were primarily purged with inert N2 gas to make it
oxygen-free. A known quantity of the biomass the water with a fixed ratio was fed into the
Inconel reactor. The reactor was closed with the reactor cap and then set inside the split thermal
furnace. The temperature was raised to the desired operating temperature, and the reactants
were allowed to degrade into product gases. The outlet valve of the reactor was opened for the
products to get separated into liquid and gaseous products. The product gas mixture was then
passed through the moisture trap. The obtained dry gas was measured with a total gas flow
meter and then directed to a gas chromatograph to quantify the individual gas components.

Characterization

Raw biomass, metal impregnated biomass, and the hydrothermally treated char was
characterized using various techniques like inductively coupled plasma mass spectrometry
(ICP-MS with PerkinElmer, Model ELAN DRC-e), X-ray diffraction (XRD: BRUKER X-ray
diffractometer (model D8 advance) operating at 40 kV and 30 mA using Cu Ko radiation source
(L = 1.5406 A)), SEM-EDX (scanning electron microscopy—energy dispersive X-ray
spectroscopy: FE-SEM QUANTA 200 FEG), and TEM (transmission electron microscopy;
model JEOL-JEM-3200FS). The product gas mixture was analysed using a gas chromatograph
(microprocessor-based gas chromatography system with model 5800). The TOC of the product
liquid sample was quantified using a TOC analyser purchased from Shimadzu, Japan.

RESULTS AND DISCUSSION

Characterization of raw, impregnated, and hydrothermal char

Chemical properties such as proximate, elemental analysis, and metals dispersion into
metals- impregnated (BS-Ni-Ru) biomass and biochar samples were performed and compared
with the raw sample (BS-Raw). These properties were illustrated in Table 1. The moisture
content of raw banana pseudostem was evaluated to be 42.15 wt.%. The proximate analysis of
BS-Raw resulted in the higher volatile matter (74.85 wt.%) with fixed carbon 15.07 wt. % and
ash content 10.08 wt.%, making it a suitable renewable energy source. As compared to the raw
sample, the BS-Ni-Ru samples show a slight deviation after metal impregnation. The volatile
matter and fixed carbon decreased to 70.51 and 14.12 wt.%, whereas ash content increased to
15.37 wt. %. The ultimate analysis also demonstrates the decrement in the carbon and hydrogen
contents in BS-Ni-Ru (C- 26.69 wt. %, H- 3.7 wt. %) compared to the BS-Raw sample (C-
40.76 wt. %, H- 5.42 wt. %). The decrease in the volatile matter, fixed carbon, and carbon,
along with the increase in ash content, can be attributed to the dissolution of water-soluble
extractives and incorporation of metals (Ni and Ru) into biomass as metals have relatively
higher atomic mass. The biochar generated after the hydrothermal treatment (temp.- 600 °C, B:
W- 1:10, and R.T- 60 min.) shows the considerable loss in the volatile matter, whereas ash
content and fixed carbon increased to 54.73 and 40.86 wt. %, which demonstrates almost
complete valorization of biomass components. Similar results were reflected in the ultimate
analysis of biochar.
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Table 1. Chemical properties and metal loading analysis of raw, impregnate, and biochar of
banana pseudostem samples.

Analysis BS-Raw BS-Ni-Ru  Char-Ni-Ru
Moisture (wt. %) 42.15
Proximate analysis (dry basis, wt. %)
Volatile Matter 74.85 70.51 441
54.73
Ash content 10.08 15.37 (magnetic
hybrids)
Fixed carbon 15.07 14.12 40.86
Ultimate analysis (dry and ash-free, wt. %0)
C 40.76 26.69 38.15
H 5.42 3.70 0.07
N 1.24 2.92 0.22
@) 52.58 59.88 39.83

0=100- (C+H+N + metal)

Metal loading (wt. %)
Ni 3.12 10.26
Ru 3.69 11.47

The Ni and Ru metals were impregnated at the zero-point charge (pHzrc) of biomass and
metals salts aqueous solution (pHzec- 5.6), which was determined by the pH-drift method. The
amount of Ni and Ru loading was evaluated by ICP-MS analysis. The loading of Ni and Ru
metals was 3.12 and 3.69 wt. % into the impregnated samples, whereas Ni and Ru were found
to be 10.26 and 11.47 wt. % respectively in the biochar sample. Brewer et al. [11] and our
previous work [8,10] demonstrate similar results.

- b 1 2 3 4 B
B [Funscaie 1385 cts cursor: 4042 @2 ats)
b 2 3 & Elements Weight (%)

P 1 2 3 = s 6 7 8 9 10
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= b 4
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Fig. 2. FE-SEM images of (a) BS-Raw, (b) BS-Ni-Ru, (¢) Char-Ni-Ru, and EDX analysis of
(d) BS-Raw, (e) BS-Ni-Ru, (f) Char-Ni-Ru, respectively.

The FE-SEM and TEM analysis determined morphological changes, elements
determination, and particle size of dispersed metals. FE-SEM images reflect the distortion of
the surface after incorporating metals into biomass (Fig. 2b) compared to the raw sample
(Fig. 2a). Further, the FE-SEM image of biochar (Fig. 2c) reflects a more porous surface with
more nanosize metal particles. The increased porosity after hydrothermal treatment in biochar
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samples can also be seen in the SEM image (Fig. 2) of the samples compared to raw and
impregnated biomass. The EDX analysis of BS-Raw, BS-Ni-Ru, and Biochar samples
illustrated in Fig. 2, compliments the ultimate and ICP-MS analysis.

The TEM images of Ni and Ru dispersed biomass and biochar samples were shown in Fig.
3. The black spot represents the metal nanoparticles. The average size Ni and Ru of metal
nanoparticles (M™) was found to be 50 nm. The oxides/hydroxides form of nanometals present
in the impregnated biomass were further reduced to their elemental state (M) after the
hydrothermal treatment of the samples (Fig. 3b and Fig. 4). The average size of the
nanoparticles was evaluated to be around 15 nm.

4

a

4

Fig. 3. TEM analysis of (a) BS-Ni-Ru, and (b) Char-Ni-Ru
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Fig. 4. XRD spectral analysis of BS-Ni-Ru, and Char-Ni-Ru samples

The XRD spectra of metals (Ni and Ru) impregnated biomass and biochar generated after
gasification at supercritical water condition (Temp- 600 °C, Press- 25 MPa) was illustrated in
Fig. 4. The spectral result of BS-Ni-Ru demonstrate the presence of Ni in the molecular form
of Ni(OH). (20= 19.43), NiOsH (26= 30.93, 37.96, 47.97, 49.39, and 58.8), and Ni©® (20=
44.18, and 77.6), corresponding to the JCPDS file No. of 00-003-0177, 00-040-1179 and 00-
004-0850 respectively. Similarly, Ru impregnated into the biomass sample was reduced in the
form of RuO2 (26= 27.8) and Ru® (26=37.96, 44.18, 58.8, and 82.07) corresponding to the

WWW.CYSENI.COM




JCPDS file No. of 00-040-12590, and 00-006-0663, respectively. The hydrothermal process
and the temperature had a significant transformation effect on the impregnated metals. Peak
position at 20= 22.7 corresponds to cellulose (II) was despaired in the XRD spectra of biochar
samples that indicate the complete degradation during the gasification process [12]. Also, the
metal oxides/hydroxide (M®™) formed in the impregnated sample were observed to get reduced
in their respective elemental state (M) after the hydrothermal treatment. The sharp and intense
peaks in the BSC-Ni-Ru sample demonstrate the high crystallinity of M© nanoparticles. The
crystalline size of metal nanoparticles calculated using the Scherrer equation was approximately
35 nm and 20 nm for the BS-Ni-Ru and BSC-Ni-Ru samples, which is in close agreement with
the particle size calculated from TEM analysis.

Hydrothermal gasification

Hydrothermal gasification of raw and metal (Ni and Ru) impregnated banana pseudostem
was carried out at sub- and supercritical water conditions. The process operating temperature
plays a pivotal role in the degradation and gaseous yield of biomass. Thus, process temperature
was varied between 300 to 600 °C, and reaction time (60 min.) and biomass-to-water ratio (B:
W- 1:10) were kept constant. The gaseous yields of Hz, CO,, and CH4 increase with the increase
in gasification temperature, while the opposite effect was observed for CO gas yield (Fig. 5).
Temperature significantly affects the gaseous product, especially Hz, which increased more than
six times after increasing the temperature from 300 °C (H2- 2.1 mmol/g) to 600 °C (H.- 12.27
mmol/g) (Fig. 5 and Table 2). Initially, at subcritical/near-critical condition (i.e., temp.- 300-
400 °C), formation of CH4 (300 °C- 3.4 mmol/g, 400 °C- 4.82 mmol/g) dominates over H> (300
°C- 2.1 mmol/g, 400 °C- 4.15 mmol/g) as the gasification generally proceeds by ionic
mechanism and methanation reaction. At elevated temperature (500- 600 °C), reforming
reactions along with water-gas-shift reaction accelerate to produce a higher gas yield of Hz (500
°C- 7.28 mmol/g, 600 °C- 12.27 mmol/g) compared to CH4 (500 °C- 5.62 mmol/g, 600 °C-
6.23 mmol/g) (Fig. 5 and Table 2).
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Fig. 5. Temperature effect on the hydrothermal gasification of BS-Ni-Ru samples

The presence of metals (Ni and Ru) in the biomass matrix encourages the breakage of complex
bonds like C-C, C-0O, C-H, etc., and also promotes the degradation of the ring and straight-chain
structured components into smaller intermediates [13]. The formation of metal nanoparticle
(M©) during the volarisation of metal impregnated biomass significantly affect the yield of a
gaseous mixture. As a result, H2 (12.27 mmol/g) of impregnated samples increased almost
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threefold compared to the raw biomass (H2- 4.2 mmol/g). Nanometals formation also
significantly increases the overall gas yield, contributing to the increment in the total gas yield
from 13.64 mmol/g to 26.81 mmol/g and carbon gasification efficiency from 46.64 % to 76.65
% as compared to raw biomass, respectively (Table 2).

Table 2. Hydrothermal gasification of raw and metal-impregnated banana pseudostem.

Operating Condition H TGy Biochar
. 2 CGE Wt. %
Samples (BTW Rat_lo)-l:lo; 60 (mmolig) (mmolig) (94) ( 0)
min
300 °C 2.1 9.51 39.06 17.76
BS-Ni-Ru 400 °C 4.15 14.59 55.03 12.57
500 °C 7.28 19.72 65.58 8.02
600 °C 12.27 26.81 76.65 5.86
Raw 600 °C 4.2 13.64 46.64 13.51

The formation of nanometals (M®™) in the process of metal impregnation into biomass and
their reduction into elemental form (M©) during the hydrothermal treatment also plays an
essential role in the degradation of char/tar. At the highest operating temperature (600 °C),
residue generated in the form of biochar was found to be 5.86 wt. %. Thus, almost complete
degradation of biomass was achieved following the experimental process described here. Also,
a much higher yield of Hz, TGY, and CGE was achieved for the supercritical water gasification
of metal (Ni and Ru) impregnated biomass compared to the raw biomass sample.

CONCLUSIONS

Banana pseudostem was impregnated with the Ni and Ru metal salts with a motive to boost the
hydrogen gas yields and lower down the residue generation. Metals loading was carried out at
the pH value of 5.6 (zero-point charge). It was observed that the nanometals (M™) in the
impregnated biomass and the transition of metals into M© greatly influenced the overall gas
yields, especially hydrogen. Also, almost complete degradation of biomass was experienced
during in-situ hydrothermal gasification of metal (Ni and Ru) impregnated biomass. It was also
evident from the TEM image and XRD spectral analysis of biochar sample that nanometals
(M©) having an average particle size of approximately 15 nm are highly dispersed and
embedded into the hydrothermally activated char that can be further used as a raw material for
the manufacturing of energy storage devices.
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EXPERIMENTAL INVESTIGATION OF FROST ON AN AIR-SOURCE
HEAT PUMP EVAPORATOR
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EXTENDED ABSTRACT
OVERVIEW

The application of heat pumps for buildings heating systems in the cold or transitional season of the
year is increasingly common not only in Lithuania but also in other European Union countries. Due to
the growing popularity of air to air or air to water heat pumps in the building sector, the problem of
evaporator heat exchanger freezing is also increasing in importance. As the outdoor temperature drops,
the heat pump's efficiency — coefficient of performance for heating (COP) decreases. At high relative
humidity there is also a risk of the evaporator heat exchanger to start freezing. This increases the energy
consumption of the system, has a negative effect on heat exchange. Given the need for experimental
and numerical research, the aim of this work is to analyse and present the characteristics of air source
heat pump (ASHP) in the presence of the risk of freezing and to qualitatively assess the COP reduction
due to frost formation. This paper investigates the operation of an ASHP in the cold season, observes
the freezing of the evaporator as environmental conditions change. An experimental stand was
constructed for this research; the necessary measuring devices and a camera were installed for visual
observation of the experiment and assessment of frost formation. The experiments were carried out
during the transitional - cold season of the year. It was found that frost formation on the evaporator
started when the outdoor temperature was <3.5 °C and the relative humidity reached 88%. The defrost
cycle took an average of 5 minutes. The impact of evaporator freezing on the operation and efficiency
of the system - COP - has been assessed.

METHODOLOGY

The object of the research is an evaporator of the ASHP Panasonic WH-UDO7HES5-1, located in the
Laboratory of Building Energy and Microclimate Systems of Vilnius Gediminas Technical University.
The operation mode of the heat pump heating circuit during the cold season of the year is analysed. The
conditions under which the frost layer begins to form on the evaporator including the peculiarities of its
formation and influence on the operation mode and efficiency of the — ASHP are investigated.
According to the manufacturer's specifications, the heat output of the ASHP is 7 kW, and the COP is
4.46 when the ambient air temperature is 7 °C and the secondary circuit supply water temperature is
35 °C. The design air flow rate of the evaporator is 2760 m%/h.

Temperature, humidity, air flow rate, ambient air parameters were measured during the experiment. In
addition, a video camera (GoPro HERO7 Silver) mounted under the hood perpendicularly to the heat
exchanger was used for visual observation of the experiment and assessment of the frost formation. All
measurement results were recorded every 1 minute.

From the ASHP experimental operation data, its efficiency factor for heating — COP — was calculated
as the ratio between the amount of heat received by the heat pump and the electricity consumption. The
amount of electricity consumed by the heat pump was calculated knowing the current, voltage and
duration of the experiment. The power factor (cos(¢)) was taken 0.97. The amount of heat received by
the heat pump in the external unit (secondary - water circuit) was calculated knowing the measured
water flow rate, temperature difference between supply and return temperatures in the water circuit,
water density and specific heat capacity at constant pressure.

During the recording of heat pump operation data and visual monitoring of its evaporator, the data was
analysed to examine the defrosting process of the heat exchanger and to assess the reduction in COP
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due to frost formation on the evaporator. Depending on the ambient weather conditions during the
experiments, it was decided to distinguish three different periods when the typical days have such
temperatures and humidities:

1) positive average ambient temperature (~4°C) and average relative humidity (~86%);

2) negative ambient temperature (from —7 to —1°C, about —3°C) and average relative humidity (~93%);

3) average temperature about (0°C) and average relative humidity (~95%).

RESULTS

The experiments were performed during the 2020 heating season. Three different periods are selected
for the analysis: from November 11, 5 p.m. to November 12, 1 p.m.; from December 1, 5 p.m. to
December 3, 2 p.m.; and from December 15, 4 p.m. to December 17, 1 p.m.

These periods were chosen because at that time frost formation was observed on the evaporator of the
heat pump, and the heat exchanger defrosting processes occurred. The set parameters for the supply and
return water temperature in the external heat pump unit were 50 °C and 45 °C, respectively. Figure 1
shows a comparison of the results for all three time periods.
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Fig. 2 Comparison of all three periods — variation of air flow and COP depending on ambient
temperature and relative humidity. 1 - average ambient temperature 4.02 °C, relative humidity 85.82
%; 2 - average ambient temperature 0.51 °C, relative humidity 94.90 %; 3 - average ambient
temperature -2.80°C relative humidity 92.54 %;

CONCLUSIONS

With the popularity of ASHP installations in cold and temperate climates, there is a need to assess the
impact of climatic conditions on the operation of such equipment - efficiency. The article experimentally
and visually examines the effect of air source heat in the presence of negative, about 0 °C and positive
ambient air temperature, when there is a risk of freezing the heat pump evaporator. Experiments have
shown that:

1. Frost formation on the evaporator’s heat exchanger plates starts when the outdoor air temperature is less
than 3.5 °C and the relative humidity reaches 88%.

2. The frozen evaporators defrost cycle takes an average 5 minutes. The defrost cycle remains the same
during the different experiments, regardless of the ambient air parameters, only its frequency varies.

3. The frost defrost process alone reduces the COP by 10.74% compared to the same period as evaporator
freezes but defrost process does not happen. In other cases examined the COP has fallen even more (up
to 20.99% the average ambient air temperature was -2.80 °C).

4. During the experiments, the dependence of the extracted air flow on the ambient air temperature is
observed. The average air flow rate is found to decrease as the ambient temperature rises.

Keywords: heat pump, evaporator, frost formation, efficiency, experiment, transitional - cold season.
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ABSTRACT

Renewable energy sources and robust low impact power electronic interfacing applications are
getting significant use in emerging green energy use and efficient utilization. Significantly, the
use of low power residential/commercial photovoltaic (PV) energy with limited storage devices
reduces the total price of distributed generation (DG) systems. The power electronic DC to DC
and DC to AC converters serve the efficient energy transfer from PV to battery V2H (Vehicle
to home) /V2G (Vehicle to grid). At this point, some flexible alternating current transmission
devices (FACTS) and more effective controllers. The use of green is based on using the green
plug filter on DC side to reduce inrush current conditions and transient over-voltages during
the charging mode and recover energy via freewheeling diode during pulse width switching of
DC to DC converter.

In this paper, a novel low cost decoupled PV — powered boost converter device is used with a
green plug filter to feed the battery. The proposed green plug and DC-DC boost converter are
switched with a pulse with modulation (PWM) strategy. These signals are generated by
proportional integral derivative (PID) offline gain optimized PID control and driven by an error
signal from a hybrid time descaled dual loop controller. The scaled time decoupled control
loops use the current and voltage error signals to obtain the total error. The digital simulation
models are designed in MATLAB/Simulink software and discussed for various operating
conditions. The digital simulation results validated the robustness and efficient operation of the
green plug filter. The proposed V2H battery charging PV powered scheme provides better
energy-efficient utilization and fast charging with reduced DC inrush current and voltage
transient conditions with different selected hybrid charging weighted modes.

Keywords: Photovoltaic array, V2H Battery charging, Boost converter, Dual loop controller,
PV energy utilization, DC green plugs, FACTS
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INTRODUCTION

The renewable photovoltaic sources and their emerging use in energy storage applications
for battery and hybrid storage devices are essential with time and research by more scientists
[1-3]. The power electronic converters and their controllers are the fundamental part of the
hybrid storage systems. These components transmit the generated energy from PV sources to
storage devices or the grid [4, 5]. Also, some FACTS components increase the efficiency of the
general system. For example, a DC green plug FACTS system which is includes switched
capacitor compensated shame, is proposed with a converter to increase the general system
efficiency in some applications [6,7]

PV array operating efficiency changes based on solar irradiation and temperature level.
Also, these sources are nonlinear and act depending on the I-V characteristic of the PV source.
This nonlinearity is affected by the efficiency of the PV panel [8]. To increase the efficiency
required to work in the maximum power point of PV panels. It is possible to use some
controllers and converters to connect the PV panel's output [5, 9]. Also, it is required to supply
joint bus stabilization for efficient battery charging. A supercapacitor (SC) and FACTS system
can be proposed as a solution [9, 10, 11]. In a paper, a new distributed FACTS-based green
plug-switched filter capacitor (GP-SFC) filter is presented for efficient utilization of microgrid-
connected wind energy systems [12]. In another paper, a FACTS based dynamic switched C-
type filter (DSCTF) compensator scheme for distribution systems is presented with different
load characteristics and control strategies [13]. Supplementary control laws applied to the
existing FACTS devices to improve the damping of oscillations in power systems. These
additional actions are referred to as power oscillation damping (POD) control [14].

A paper presents many online error-driven control strategies for a hybrid PV-FC-diesel-
battery powered system for EV. The proposed regulation schemes include PID modified control
strategies and dynamic variable structure sliding mode control scheme [15]. On the other side,
a book chapter discusses advances in intelligent control systems and their micro-energy grids
applications [16]. Moreover, another paper presents a fuzzy logic modified multi-stage
hierarchical Fuzzy Logic PID control scheme for a hybrid AC grid-drive- PV-battery charging
system [17]. A practical single phase induction motor controller based on the multi-objective
genetic algorithm (MOGA) with some green plug compensator schemes is given with low-cost
compensator schemes [18]. A novel, fully controlled, flexible, and self-adjusting LED lighting
PV-Battery powered system using sinusoidal pulse-width modulation (SPWM) switching is
presented in another paper. A dual-loop error-driven controls this scheme, time descaled,
weighted modified proportional-integral-derivative (WM-PID) control scheme for the
photovoltaic (PV)-battery interfaced to the light-emitting diode (LED) lighting load [19, 20].

The paper presents a total low-cost V2H battery charging scheme using a dc green plug
filter PWM - switched multi-loop hybrid regulation controller. This controller uses the battery,
PV and common bus dc voltages and currents to produce control loop error signals and drive
PID controllers. The PID outputs used the generate PWM switching signals. The main idea and
proposed PV powered green plug scheme is given in this paper, as shown in Fig. 1. The
controller design steps and controller components are given more detailed in this study. The
digital simulation model is done using MATLAB/Simulink, and digital simulation results are
presented for some operating conditions.
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THE PROPOSED EFFICIENT PV POWERED SCHEME

The paper presents a PV powered scheme for battery charging using a Green Plug-
Supercapacitor DC interface filters scheme, as shown in Figure 1. The green plugs act as super
storage and DC side filter to reduce voltage transients and DC inrush current conditions. The
operation uses MOSFET/IGBT switched green plug dc capacitors controlled by the dual
regulating decoupled and descaled controller. The free-wheeling energy recovery diode Dg
ensures energy exchanges between source and Li-lon battery loads during energization / de-
energization. The boost type DC-DC converter is controlled using an integrated V-1-P weighted
charging controllers with assigned weighting. It ensures descaling and best hybrid fast charging
modes using selected loop-weights to reduce transients on the DC side and ensure energy-
efficient operation.

- O— Ipv
2N =
\,\X‘ +Dpv
PV
Vpv
Tx Array
/\V _

S| 2
MOSF:E?‘_ Di'OEe

Fig. 1. V2H Battery-powered PV - Green Li-lon Plug - Interface scheme.

The proposed green plug filter is combined with a PV model, a boost converter, battery
and green plug filter components. The PV model is designed using the PV model equation in
MATLAB/Simulink, as shown in Figure 2(a). This model is designed, tested and used
previously by the authors [8, 19, 20]. The green plug filter compensator model is given in
Figure 2(b). This green plug filter compensator is connected between the boost converter's input
and output to compensate the boost converter's input and output filter capacitors. The central
part of this scheme is the boost converter required to increase and regulate the PV source voltage
to energies the battery or other loads. The boost converter is shown in Figure 2(c). This
switching converter includes a series inductance with the source and increases the input voltage
at the output. The battery model is designed using MATLAB/Simulink, as shown in Figure
2(d). The battery model uses the Lead-acid battery equations, Lithium-lon, Nickel Cadmium
and Nickel Metal Hydride type and adjust the nominal voltage, rated capacity, the initial state
of the charge response time.
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Fig. 2. The basic models of the proposed scheme; (a) PV source model, (b) green - plug
switched filter compensator model, (c) boost converter, (d) battery model.

THE CONTROLLER DESIGN STEPS AND STRUCTURE

The dual regulating controller shown in Figure 3 is a coupled version using energy free-
wheeling exchanges from the load battery side and the PV input side with the green plugs
scheme to reduce transients and inrush conditions on the DC system. It is essential to ensure all
loops' best weightings reduce interactions that may result in sudden inrush DC transients by
describing and enhancing major and minor loop functions in the battery charging regulator
controlling. The PWM switched DC-DC boost converter for Li-lon battery charging load and
the second regulator controlling the DC green plug filter PWM. The weighted extra modulation
loop for the inter-coupled free wheel exchange current error Ipg is added to ensure a proper
energy balance of DC power exchanges.
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Fig. 3. The Full structure of the dual regulation loop-decoupled controllers.

The dual loop_1 and dual loop_2 regulators and current boost supplementary loop
regulators designed in MATLAB/Simulink are shown in Figure 4 (a, b, ). This loop generates
error signals (e1, ew, eid) that drive PID_A and PID_B controllers. The current loop regulators
error signal is added with dual-loop regulators errors signals to amplify the error signals. At
last, the two PID controller output signals are used to generate switching PWML1 and switching
PWM2. One of these switching signal (Sc) drives the converter, the other (Sr) drives the green
plug filter compensator.
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Fig. 4. The MATLAB/Simulink models of; (a) Dual loop 1, (b) Dual loop 2, (c) Current
boosting supplementary circle.
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DIGITAL SIMULATION RESULTS

The simulation results are obtained in the MATLAB/Simulink functional model, as
shown in Fig. 5.

Discrete Current2
0.05s. J:E'j
| C R
Dd1
Dd2

L + v +
Sd2 cB :: VB < @ ro—p|

P ] N

P_PV1

T H
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P_PV - « V_PV1
— ]

V_PV /g a 5 < Controllers |_PV1
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|_PV 1 . =

1dB [«
eldb
VB [«

Fig. 5. The Functional block of the VV2H battery charging scheme in MATLAB/Simulink.

The digital simulation results are shown in Figs. 6-8. The battery load side current (Ig),
voltage (Vs) and power variations (Pg) for solar irradiation ratio (Sx=100%) and state of charge
(SOC=90%) are seen in Figure 6(a). The PV side current (Ipv), voltage (Vev) and power
variations (Ppv) with time for Sx=100% and SOC=90% are seen in Figure 6 (b). The voltage
and current variations in the PV side and battery side are stable with time. However, there were
negative currents from the battery to the converter, and the current flows from the PV to the
battery with time. The PV voltage is increased with time to charge the battery. The power flow
is constant with time from the PV to battery load time, and more than 90% of PV power charges
the battery.
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Fig. 6. Digital simulation results of the battery (a) PV (b), voltage, current and power
variations for Sx=100% and SOC=90%.

The battery load side current, voltage and power variations for Sx=100% and SOC=10%
are seen in Fig. 7(a). The PV side current, voltage and power variations with time for Sx=100%
and SOC=10% are seen in Figure 7(b). The battery load side current, voltage and power
variations for Sx=50% and SOC=50% are seen in Fig. 7(a). The PV side current, voltage and
power variations with time for Sx=50% and SOC=50% are seen in Figure 7(b). The voltage
and current variations in the PV side and battery side are stable with time and it is suitable the
charge the battery in all states.
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Fig. 7. Digital simulation results of the battery (a) PV (b), voltage, current and power
variations for Sx=100% and SOC=10%.

o
e
T T

Ampere (current)
& o

N 1 B | PV
T T T T T T T T T T T T T T T T
1500
1%
g
12
21000
<
| 1 ¢
5001
1 48
3
Q
051 i o-
1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
] 5 1 15 2 2 k] % 2 45 50 0 5 10 15 20 5 kil 3% | 45 50
Time (seconds) Time (seconds)

VB
T

v VP
T

Voltage (volt)
.
_\\\
f
Voltage (volt)
2 B

mr i 240
20
o 4
1 1 1 1 1 1 1 1 1 1 1 L 1 L 1 L 1 1
0 5 10 15 2 5 0 3% 40 45 50 0 5 10 15 il 5 k| 3 40 45 50
Time (seconds) Time (seconds)
. P B=IB'VB 1 PPV
T T T T T T T T T T T T T
8- B 3+
3 <25
z9[ 1 =
g g2
_4r 4 T15
] ]
05+
o B o
1 1 1 1 1 1 1 1 1 1 1 1 1 | 1 | 1 1
] 5 10 15 2 2 0 3% 40 45 50 0 5 10 15 0 5 20 3 20 45 50
Time (seconds) Time (seconds)

€Y

(b)
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variations for Sx=50% and SOC=50%.

WWW.CYSENI.COM




CONCLUSIONS

An efficient PV powered VV2H robust, low-cost battery charging scheme that uses a DC
green plug efficient energy storage scheme is validated in this paper. The proposed efficient PV
powered V2H scheme and the basic modules are discussed with a modified multi-regulations
descaled decoupled PWM controller. The dual regulation multi-loop controller design and basic
structure are given more detailed. The digital simulation model and results are shown in
MATLAB/Simulink in this paper. The digital simulation results validated an efficient
utilization of the V2H battery charging scheme. The same method is extended to a large scale
(150-500 kW) commercial V2G hybrid multi-source grid-PV-Fuel cell system. The option of
selected weighting charging modes using descaled multi stage regulation loops within the
controllers ensure smooth fast energy efficient charging.
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APPENDIX A: Designed DC System Parameters

PV Array Parameters
PV voltage (DC) 220V
PV power 300 kw
Rd 0.1Q
Lg 50-100 mH
Battery Parameters
Battery model Lithium-lon
Battery voltage 240V (nominal)
Battery rated capacity 240 Ah
Line and Boost Converter Parameters
Sa, Sb, Sc MOSFET switches
Cq 100 mF
Ra 0.01Q
La 50 mH
Cs 100 F
Cip 6500 uF
Cre 6500 uF

B: Controller Gain Parameters

Dual Loop Controller Parameters
VD_base 300V
ID_base 800 A
Kp1 0.5
Kp2 0.25
WM-PID Controller Parameters
Kp 0.2
Ki 0.02
Ko 0..01
Switching frequency(fsw) 2500 Hz
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ABSTRACT

At present, the high-power turbines are used to regulate the load on power grids. The last stages have
blades of a limited length in the low-pressure cylinder of these turbines. These stages operate in power
consumption mode below the idle mode. Therefore, the determination of the idle mode of such stages
has great and practical importance in determining the range of the turbine operation.

The idle mode criterion is the relative volumetric flow rate. The last stages of powerful steam turbines
are designed and operated at large Mach numbers at the outlet of rotor blades. The operation of the stage
at the idle mode occurs at subsonic velocities.

Experimentally, the idle of stages with a large elongation of the blades is determined by studying models
of turbine stages in the air with Mach numbers less than 0.35. This corresponds to the condition of the
incompressibility of the working medium. Therefore, it is necessary to develop a methodology for
determining the effect of compressibility on the characteristics of the idle mode.

The solution to this task includes two questions: an estimate of the conditions for transferring modelling
on an incompressible medium to the operation of a full-scale stage with a steam (compressible) medium;
an estimate of the influence of the ratio of specific steam volumes behind and in front of rotor blades
on the relative volumetric flow rate corresponding to the idle mode of the stage.

This task is considered in a one-dimensional formulation. The methodology for determining the idle
mode of stages with a large fanning is proposed. It includes the analysis of the ratio of specific volumes
as a factor of the compressible medium. The dependence is obtained for estimating the influence of
compressibility at the function of effective angles of flow exit from the stage blades.

Keywords: large fanning, influence of compressibility, working medium, idle mode, relative
volumetric flow, Mach numbers, low-pressure cylinder.

INTRODUCTION

Recently, the load regulation of the power grid is carried out using high-power turbines.
At the same time, they operate in a wide range of changes in electrical power. The last stage,
behind which the condenser is located, enters the power consumption mode first when the
turbine load decreases.

The last stages with a large fanning, at which the active length of the working blade is
0.7 — 1.44 m for high-power turbines. With such a length, even before the idle of the stage, a
flow separation occurs behind it [1]. This leads to a structural rupture of the flow in the stage
with a large fanning and influences of the reliability of the idle mode determination.

There are a few published works devoted to both experimental studies of idle modes
[2, 3], as well as theoretical works of the authors [4, 5], where the theory of the movement of
the working medium is in a one-dimensional formulation. In this case, the movement of an
axisymmetric flow limited by solid cylindrical surfaces is considered. This methodology
permits to get the satisfactory results for high and medium pressure cylinder stages [4]. At the

WWW.CYSENI.COM




same time, it is hardly applicable for stages of low-pressure cylinders (LPC) with a large
fanning.

There is a sharp increase in specific volumes of steam in the last stages of steam turbines
at low absolute pressures in the condenser. This leads to an increase in the passage area of the
channels in the stator blades (SB) and the rotor blades (RB) and, as a result, this leads to an
increase in the length of the blades to the limiting values. The transition to the conical shape of
the stages in LPC causes a restructuring of the flow during the formation of a supersonic flow
at the outlet of the channels of SB and RB, which affects the increase in the flow exit angles
due to the flow rotation in the oblique cut of the channels. Such processes take place in a
compressible working medium.

The aim of this study is a methodological approach to determining the influence of the
compressibility of the working medium on the characteristics of the idle mode of the stages
with a large fanning, which are operating in a steam medium at low absolute pressures.

THE DETERMINATION OF THE IDLE MODE OF THE STAGE

A dependence was obtained to determine the idle mode of stages with cylindrical
meridional bypasses for a compressible working medium (steam at low pressure) based on the
use of the Euler turbine equation, the theoretical determination of the efficiency at the stage rim
and equating it to zero (n,, = 0) [6] in the form

(%c,).

VT : (1)

(u/co)nom-'-g(é)nom.nunom

- Gv,. ] . .
where Gv,,, = 21d/sz is the relative volumetric flow rate at the outlet of RB
nom

stage (section 2); Gv,,, is the volumetric flow rate of the working medium through the stage at

its idle mode; Gv, is the volumetric flow through a stage at the nominal operation mode,

which corresponds to the maximum efficiency n,, . =1, at the stage rim; (u/CO) is
nom

the characteristic number at the nominal stage operation mode; (v—z) is the ratio of specific

Y1/ hom

volumes behind RB and in front of it (in a rim clearance, section 1) at the nominal stage
operation mode.

Based on a sample of thermal calculations of several high-power steam turbines, which
are considered with the involvement of special programs used in the design of the turbine, the

characteristics ”/CO, N :—2 were selected, according to which a methodological approach was
1

constructed in a one-dimensional formulation to determine the idle mode of stages with a large
fanning.

The equation (1) was obtained for a real working medium with a cylindrical flow in a
stage and under the condition that it occupies the entire outlet section at an axial flow exit from
the rotor blades.

The factor of compressibility of the working medium is the ratio of the specific volumes
of steam (”—2) . The strongest influence of compressibility occurs at flow speeds exceeding

Y1/ hom

the critical speed (the speed of sound). These speeds appear at large thermal drops, which
triggered in RB and SB of the stage.
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It should be noted that when determining the ratio (:—2) , two values of the specific
1

nom

volume can be considered as v,  :in the supersonic flow behind RB and in the throat (critical)
section of the channel v,,, , which remains constant at the supersonic flow.
The ratio (vf}—th) characterizes the flow component of the stage, which is associated
1 “nom
with the geometric (effective) angle SS' of the flow exit from RB. This angle doesn’t depend

on the stage operation mode both in the supersonic and subsonic modes of the medium flow in
the channels of RB.

The flow becomes incompressible for the ratio (”—2) = 1.0 and taking into account the
1

nom

is determined as follows

(u/cﬂ)leom

(u/CO) 1nunom.

nom 2

equation (1), the value (Gvy, d)incom

(G—vzm)incom _

()

The influence of compressibility on the value of szid can be determined through the

ratlo V2id / )mcom For this, the numerical study of this ratio was carried out in the range
1d

of1.0< (v—) < 4.0, which corresponds to the real range for the last stages of steam turbines.
1

nom

Since the ratio (Z_Z)

1 nom

depends on the degree of the stage reaction, which forms the

difference in flow outlet angles a, and S, then its (the value (Z—Z) ) should be considered as
1“nom

depending on the function of angles (zlzg 2 _ 1).
1
The results of the numerical study of four stage models [5] for which the known values

of (u/CO) and n, . are shown in Fig. 1. The characteristics of these values are given in
nom
Table 1.

Table 1 — Geometric characteristics of the models last stages with a large fanning

eff eff
Stage (u /Co)nom Nu at < Dred /l 1 /Dmed
[ 0.67 0.716 22° 22°53’ 2.58 0.388
I 0.675 0.740 22° 24° 2.87 0.348
il 0.61 0.757 22° 25°18 3.24 0.309
v 0.54 0.748 22° 27°50 4.57 0.219

The stages | and Il were also tested with a conical peripheral meridian bypass, the angle
¥m Of which is 30° and 50°, respectively.
The graphs shown in Fig. 1 are approximating by a power dependence of the form

0.48
G"—“m— 1—035(1+o1,/tgym)[ ] , ©)

(G Zld)
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Fig. 1 Influence of the compressibility of the working medium on the determination of the
idle characteristic of the stages with a large fanning

The values of the specific volumes v, and v; of the working medium (steam) behind the
trailing edges of the blades SB and RB for dependence (3) are taken.

To use the equation (3), it is necessary to have the dependence Z—Z as a function of the
1

angle characteristics of the flow that passes through the stage.
The value of the ratio (”—2) is taken during design and is usually unknown under

Y1/ hom

operating conditions, which does not allow using this dependence directly. The performed
estimate of the influence of this ratio for the last stages of several operating turbines showed
that the use of this dependence, due to the assumptions made in the theoretical methodology,
gives a significant discrepancy with the real values. Therefore, the following methodology is
considered to determine the idle mode of stages with a large fanning.

METHODOLOGICAL APPROACH TO DETERMINATION OF THE IDLE

The efficiency n,, _ at the rim of the stage is determined by the energy losses in the
channels of SB &g, the channels of RB &xg and the runaway velocity &, and is written as

Nunom — 1—¢sg — $rp — $rv- (4)

The losses ésg, Erp (Kinetic losses) in the nominal mode are constant. For the last stages
of steam turbines, they are in the region of self-similarity of the flow by the Reynolds number
Rec, and Rey, (Rec,, Rey,, > 10°) and they have the limited value. The main influence on the

2
value of n,, __ is exerting by losses with the runaway velocity &,,c = (CZ/CO) , Where C, is

the velocity at the exit from RB; C, is the fictitious (theoretical) velocity, corresponding to the
heat drop triggered in the stage Hy, C, = \/Z_HO [7].

The losses with the runaway velocity for the last stage are lost beyond retrieve, therefore,
when designing a stage, they should be minimal. The axial outlet of the stage corresponds to
this condition, i. e. the outlet angle a, should approach to 90° as much as possible. Such a stage
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is optimal and has a maximum efficiency n;;2* at the rim of the stage. Consequently, the degree
of reaction and the associated function of the outlet angles must be chosen such that they ensure
the optimal operation of the stage (a, = 90°) at the nominal mode.

Analysis of available characteristics of operated at power plants high-power steam
turbines (K-800-240, K-300-240, T-250/300-240, K-200) and the designed versions of their
various modification options (K-210, K-225 [8]) showed that, in the first approximation, it is
possible to use the dependence of the form adopted for the modes M., and My,, < 1.0

v, sinpstt
((v_i)nom B 1) ~ (smaeff 1)' (5)
The form of dependence (5) is shown in Fig. 2 and can be represented by the equation
12 sinfB
—= - 1) =14 (—2 1).
((vi)nom opt sinaff (6)

The characteristics of the stages which are corresponding to dependence (6) were
obtained for optimally designed stages with an axial or close to it (a, = 85° + 101°) the outlet
flow from RB.

(¥
0.6 //

0.5 ./

0.4
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02—
/
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01 02 03 04 05Sinf__,

sindi

Fig. 2 Dependence of the compressibility function on the value(&ﬁfaff 1)

Some scatter of points, to all appearances, is associated with the flow deviation from the
axial direction and the error in determining the specific volumes of the working medium at

pressure
Py, = &¢r* P;. The value .. =0.577 is taken for the saturated steam with the adiabatic

exponent x = 1.135. Losses from moisture in the channels of RB were not considered.
Thus, the dependence (3) after substitution (6) will take the form

 Gmg Smﬁeff 0.48
(G 21d)mcom =1-0. 49(1 + 0. 1\/ tgym) smaeff (7)
The determination of the characteristics of the idle mode of the stage with a large fanning

is possible with a known relative volume (G—UZid)mcom during the operation of an

incompressible working medium, which can be obtained either experimentally or by calculating
the three-dimensional flow of a viscous medium for the nominal stage operation mode.
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MODELING CONDITIONS

Account must be taken of the simulation conditions when determining Gv,,,. If the

relative volumetric flow rate is obtained experimentally under conditions of incompressibility
of the working medium (air) and the stage operates on a steam, then it is necessary to consider
the modeling conditions: the geometric similarity of model and full-scale stages; the kinematic

similarity (4 = U :
y( /Co)ful ( /Co)mod
The ratio of volumetric flow rates of full-scale V;,; and model V,,q4 Of stages is equal

14 H f iy . .
to [9] 2L = Hﬂ under these modelling conditions or for relative volumetric flow rates

Vmod mod
Viul Heyy
__u = _—u, (8)
Vmod Hmod

where H = H/H is the ratio of heat drops for the considered idle mode and the
nom

nominal mode, respectively.
The adiabatic exponent is x = 1.4 for the working medium (air) with Mach numbers M,

My, <0.35 + 0.4. The adiabatic exponent x = 1.135, when working with the wet steam (degree

of dryness x < 1).
The heat drop of the working medium is defined as

H = " RT, (1 - (i—z);l> 9)

The influence of the adiabatic exponent on the heat drop and, as a consequence, on the
volumetric flow rate can be determined as follows

vV~ jﬁRTo <1 - (i—o)_) (10)

with the same stage parameters.

RESULTS OF THE STUDY

There is the pressure before stage P, = 25 kPa, the pressure after stage P, =5 kPa and the
steam temperature before stage t, = 62°C are taken as an example for the last (31st) stage of T-
250/300-240 turbine which is operating in the saturated steam.

Applying the dependence (10) with consideration to the above parameters and at x = 1.4

Vo~ 35229, at x=1.135 Vyeam~ 476.39. The ratio Vsteam/V_ =1.3523 or
air

(sz)steam = 1-3523(Gv2)air-
The use of relative volumetric flow rates for air and steam at Py;q = 18 kPa, t, = 47°C

with a similar methodology gives the value (V,i,)iq = (G_vzid)air =0.891 and (Veream)id =

(Goz,y)" " = 0.880. Their ratio is (Gvz,,)" =0.9877(Grg,,)

Therefore, the presented methodology to determining the idle mode (7) allows using the
relative volumetric flow rates of the idle mode with practically no correction for the properties
of the working medium.

The presented results of the influence of compressibility on the idle mode characteristics
show that to determine G_vzid stages with a large fanning, it is necessary to have reliable

experimental data obtained in the study in an incompressible medium.
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CONCLUSIONS

For the first time, the methodological approach is proposed for determining the idle mode
of stage with a large fanning, which is used as the last stage in high-power steam turbines and
the influence of the compressibility of the working medium in the form of the ratio of specific
volumes specified in the design of the stage at the nominal mode of its operation is considered.

It is shown that to consider the compressibility of the working medium, the specific
volume of steam in the throat section of the channels of SB and RB should be taken as a
characteristic value.

The dependence is obtained that connects the ratio of specific volumes in the channels of
RB at the middle radius for the nominal mode with the function of the effective angles of the
flow out of SB and RB.

It is shown that for the relative volumetric flow rate of the idle mode, the results of its
determination in the air can be transferred to operation with the wet (saturated) steam practically
without corrections for the properties of the working medium.

Computational studies have shown that the discrepancy between the values of the relative
volumetric flow rate Gv, when the stage operates in steam and air does not exceed 1.5% when
modeling condition the stage with a large fanning.
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ABSTRACT

With the rapid decrease in unit energy generation cost of a typical solar photovoltaic system, it has been
one of the most attractive ways for hybrid energy generation in residential buildings. The economic
performance of such a system usually depends on the solar energy potential at the site of a location
where it is installed, additional energy generation and storage systems such as a wind turbine, battery
bank, etc., and whether it is on-grid or off-grid. Besides the installation, operation, and maintenance
costs of the system, the nominal power of the electrical household appliances, the operation periods and
time intervals, the electricity tariff used are also very influential on the economic cost of this system. In
order to reduce the daily energy cost depending on the tariff used, electrical household appliances are
operated in the time period when the electricity price is the lowest, but this leads to overloads on the
power line and damage to the line in the long-term operation. In this study, an approach based on bi-
criteria genetic algorithms optimization is proposed to reduce both cost and peak power demand to
acceptable level for daily basis of home energy management. Preliminary results indicate that the
proposed method is meaningful and encouraging to meet the requirements set by householders. This is
to be fully amplified in the full paper.

Keywords: Energy efficiency, home energy management system, power scheduling, multi-objective
optimization.

NOMENCLATURE

t :time slot number

T :maximum time slot number which is 288

n :total number of household appliances

A :total number of non-time shiftable household appliances
B :total number of fully time shiftable household appliances
C :total number of partially time shiftable household appliances
D :total number of power shiftable household appliances
e(t) :unit electricity price at t time slot

At :hourly length of each time slot

Lt :power demand for total house appliances at ¢ time slot
PPD :peak power demand

P! :power demand for appliance a at t time slot

U’ :power of non-time shiftable appliance a

X{ :power of partially time shiftable appliance b

Y} :total power of fully time shiftable appliance ¢

Z§ -total power of power shiftable appliance d

Bt :binary digit for appliance a at t time slot

w- -first weight coefficient

w-, :second weight coefficient
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INTRODUCTION

Electricity is being provided to almost 80% of the world’s population. Despite the
development in the field of renewable energy, there is an increase in the use of modern devices
such as heaters, air conditioners, hybrid electric vehicles, and heat pumps, etc., which leads to
an increase in energy consumption. Therefore, the use of electricity generated needs to
modernize the electrical system. This is still increasing due to the adaptation of modern lifestyle
and easy access to the globe. This has increased the demand drastically. Electricity generation,
transmission distribution, and their controls are performed at grid stations. Utility companies
usually introduce dynamic pricing policies to control consumers’ energy consumption patterns.
Electricity unit price regularly escalates in many countries every year due to various reasons
such as increased input costs, regional political conflicts, etc. This inevitably leads to increase
energy costs of the residents day by day and generating power by a proper photovoltaic system
or a hybrid one can be one way to reduce these energy costs. As the smart grids gradually widen
and the controllability of household appliances increases, it is possible to reduce both the daily
cost of the energy supplied from the grid under certain tariffs and power loss in transmission
lines on the basis of the demand-side management strategies. There are different types of
pricing schemes which are critical peak pricing, time of use pricing (ToU), low price for off-
peak hours, day-ahead pricing and also real-time pricing. Price based demand-side management
(DSM) and incentive-based DSM schemes are the two different DSM approaches. In the price-
based DSM scheme, residential consumers shift their controllable devices from peak hours to
off-peak hours through the price signal. In the incentive-based DSM scheme, there is a contract
between utility companies and consumers. In this scheme, utility companies can centrally
control the users’ appliances by providing impressive incentives.

LITERATURE REVIEW

Recently, there have been many studies based on popular deterministic and
metaheuristic algorithms to minimize electricity cost and reduce peak power demand. Hamed
Shakouri and Aliyeh Kazemi was carried out to lower energy cost for householders using the
multi-objective mixed integer linear programming and the results verify that the proposed
model covering few scenarios worked well to reduce daily energy cost to acceptable level [1].
Fady Y. Melhem et al used the mixed-integer linear programming model for different scenarios
with a various grouping of production and consumptions systems to minimize the electricity
bills of the residential consumers [2]. Another investigation carried out by B. Lokeshgupta and
S. Sivasubramani studied about a multi-objective mixed-integer linear technique with the
battery storage system for multiple residential consumers to reduce their electricity bills while
as utilities primary goal to reduce their system peak load demand [3]. Veras JM et al introduced
a home energy management system that aims to schedule the use of home appliances based on
the price of electricity in real-time and on the consumer satisfaction in which the multi-objective
optimization model solved using the non-dominated sorted genetic algorithm (GA) [4]. Yi Liu
et al developed a satisfaction model for different types of household appliances to minimize the
energy expense considering different demand response strategies such as demand-limit-based
and injection-limit-based [5]. Nadeem Javaid et al employed binary particle swarm
optimization (BPSO) and cuckoo search techniques to reduce the electricity bill and high peaks
and made a comparison of the results obtained from using these techniques [6]. A distributed
energy management algorithm was designed to optimize the real-time demand of the entire
building against abruptly updated rooftop solar generation and real-time price of energy [7].
Boyang Li et al studied cost-effective runtime scheduling designed for the schedulable and non-
schedulable appliances to schedule the appliances and rechargeable battery cost-effectively
while satisfying users’ preferences using the iterative alternative algorithm [8]. George Ifrim et
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al proposed a shifting optimization algorithm for a small community of 11 modern houses with
8 photovoltaics and smart appliances that can be remotely controlled via tablets or mobile
phones to reduce the electricity bills and peak power loads [9]. Malek Zaibi et al proposed two
types of management strategies that are compared in the way they share the hybrid power
sources between the storage devices and the electrical and hydraulic loads [10]. Monyeiab and
Adewumiab put forward a combined energy management system based on the demands and
constraints of consumers such as time of dispatch, cheaper tariff, minimum cost operation, low
carbon emission, dynamic pricing [11]. Zhuang Zhao et al were other investigators studying
home energy management system by scheduling power consumption in households to reduce
electricity bills and improve the peak-to-average ratio [12]. Petra Mesari¢ and Slavko Krajcar
worked on residential demand side management integrated with electric vehicles (EVs) and
renewable energy sources using a mixed-integer program in order to schedule optimal power
and operation time for EVs and household appliances [13]. Afshin Najafi-Ghalelou et al studied
about optimal energy management of interconnected multi-smart apartment buildings
considering energy flow among them using the mixed-integer programming [14]. Amir Hossein
Sharifi and Pouria Maghouli developed a novel scheduling procedure for power consumption
in homes equipped with energy storage devices and claim that their proposed optimal power
scheduling method reduced electricity bills and improve peak-to-average ratio while
considering of residents’ comfortability [15]. Hessam Golmohamadi et al proposed a novel
approach to optimize the behaviour of household appliances on the basis of retail electricity
price considering the uncertainties of electricity price and wind/solar power using stochastic
programming [16].

Unlike previous studies, this study aims to optimize daily operation times of the
household electrical appliances and storage devices to minimize both minimum cost and peak
load through the stochastic optimization process. Considering the start and stop of electrical
household appliances as 1 and 0, the binary-coded genetic algorithm (BCGA) may be more
effective compared to other methods such as the mixed integer linear programming etc. The
BCGA software was designed for three scenarios and household types to find optimal operation
times which help reduce daily operation cost and peak load demand to more economic levels
and the results obtained were meaningful and encouraging under certain conditions.

Two are the key factors that mainly distinguish this manuscript from the others where the
first is that the proposed GA is useful for both reducing the bill and cutting the peak-load; the
second key factor is that the proposed GA is solved via a binary code. The numerical results
demonstrate that the combination of GA and binary coding proposed in this paper allows
achieving the optimal scheduling faster and more effective and reliable.

APPLYING GENETIC ALGORITHM TO HEMS

In this section, we will discuss how to apply genetic algorithms to home energy
management system.

System description and proposed method

A typical home energy management system (HEMS) connected to a smart grid is simply
shown in Fig. 1. The most vital component in this system is the controller that can monitor and
control the household electrical appliances through a WiFi or similar communication networks
according to the optimal results found. The main objective in this work is to decrease high
power demand in time intervals depending on the tariff, user preferences and the characteristics
of electrical household appliances as well as to maintain the energy cost low during the day. In
a HEMS, electrical household appliances are assumed to be smart home appliances (SHA) and
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generally divided into 4 categories according to their operation condition. They are fully time
shiftable, partly time shiftable, non-time shiftable and power shiftable. A washing machine,
dishwasher, cloth dryer are fully time shiftable appliances (FTSA), the vacuum cleaner, the hair
dryer, the toaster partially time shiftable appliances (PTSA), and the refrigerator, indoor and
outdoor lighting and air conditioning are referred to as non-time shiftable appliances (NTSA).
Power shiftable appliances (PSA) are usually a charging unit of electric vehicles and an electric
motor that pumps water into the water tank and their energy levels are unchanged and power
levels vary from minimum to maximum. Optimum load distribution with low energy cost and
less transmission loss can be determined depending on customer preferences. This is mainly is
related to operation hours and duration of each electrical appliance for a day. Accordingly, each
household electrical appliance has a rated power as well as start-end times and operation time.
In general, ToU tariffs have a variable rate during the day. For larger residential consumers,
ToU tariff that a lower energy rate typically applies throughout the night is common and in this
investigation ToU tariff is assumed to be employed for electricity pricing.

From this perspective, we assume that residential electricity unit prices are 0.5445, 0.7997
and 0.3405 $/kWh at the periods from 06.00 to 17.00, 17.00 to 22.00 and 22.00 to 06.00
respectively. Besides, household appliances possessing the above load characteristics as shown
in Tables 1 and 2 are considered to be a typical load profile for each home.

—

Consumer — MNTSA
Preferences

- communication T
— power !

. Sm m _.,. —

Fig. 1. A typical system architecture.

Table 1. A set of typical appliances for 1% household.

Appliance Operation range (h) Operation time (min) Average power (kW)
Fully Time Shiftable

Dishwasher 1-24 90 1.80
Washing machine 1-24 90 0.80

Clothes dryer 1-24 60 2.50
Partially Time Shiftable

Iron 18-22 90 1.00
Vacuum cleaner 9-12 90 0.50

Oven 17-20 45 2.00
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Hair dryer 6-9 10 2.10
Toaster 6-10 15 1.30
Electric kettle 6-10 15 2.10
TV 8-24 480 0.10
Non-Time Shiftable

Fridge 1-24 1440 0.15
Indoor lighting 7-8, 19-24 480 0.20
Outdoor lighting 1-7,19-24 780 0.10
Fully Power Shiftable

Storage devices Operation range (h) Capacity (kWh) Average power (kW)
Electric vehicle 1-24 10 2.0
Water pump 1-24 0.5 0.3

Table 2. A set of typical appliances for 2" household.

Appliance Operation range (h) Operation time (min) Average power (kW)
Fully Time Shiftable

Dishwasher 1-24 60 1.50
Washing machine 1-24 60 0.50
Partly Time Shiftable

Iron 7-21 60 1.00
Vacuum cleaner 9-21 45 0.50
Oven 16-20 30 2.00
Hair dryer 6-8 10 1.80
Toaster 6-9 10 1.30
Electric kettle 6-10 10 2.10
TV 7-24 240 0.10
Non-Time Shiftable

Fridge 1-24 1440 0.15
Indoor lighting 7-8, 19-24 480 0.20
Outdoor lighting 1-7, 19-24 780 0.10

The flowchart of the GA optimization process is depicted in Fig. 2. The process of the
GA is generating an initial population randomly that contains a set of individuals within given
constraints in which each individual contains a solution to the problem, calculating the fitness
values for each individual, selection, crossover, and mutation. Here, operation times of the
electrical household appliances, which are shifted in time and power, are generated by random
binary strings and their fitness values are calculated for each binary string. The most fitted
individuals are selected using the top-pop size selection method in which the GA sorts the
population from the best values to the worst values, and the half-top of best values will be
selected based on their fitness value, and the selected individuals are employed to obtain
different individuals by means of crossover and inversion mutation operations which are key

operators in optimization process by the BCGA for HEMS.
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Fig. 2. Flowchart of genetic algorithm optimization.

The proposed algorithm for crossover operation is described below and its
implementation is shown in Fig. 3.

e Determine the number of the ones in the strings, n.

Generate a random integer from 1 to n-1, r.

e Calculate the number of zeros on both the right and left sides of the strings, ani, anr, bni,
bnr. If the maximum number of zeros (anm, bnm) for each string is less than n-r, set n-r to
the smaller value or values.

e Copy n-r ones in string A to the side with more zeros in string B and delete the extra n-
r ones.

¢ In the same way, copy n-r ones in string B to the side with more zeros in string A and
delete the extra n-r ones.

In order to avoid early convergence, mutation is applied after crossover implementation
and for this type of optimization problem inversion mutation is selected as illustrated in Fig. 4.
Thus, necessary improvements are made through successive generations. Further, to maintain
the best available solution in the genetic process, the best individual is saved in each generation
and passed to the next generation. The designed genetic algorithm ends when the maximum
number of generations is reached. Furthermore, it is assumed that all the electrical household
appliances operate once in a day for the designed software.
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Fig. 3. Proposed crossover operation for HEMS.
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Fig. 4. Implementation of the inversion mutation for HEMS.
Problem formulation

The optimization problem of a typical home energy management can be formulated to
simultaneously minimize daily energy cost and peak power demand. This is simply a multi
objective optimization problem and may be solved by using appropriate computational
techniques. It is apparent that meta-heuristic methods may usually find better solutions due to
the nature of this problem and the BCGA was used to find possible global optimal solutions to
problem under consideration. The optimization process is handled in three scenarios: only daily
energy cost minimization, only peak power demand reduction, and both cost minimization and
peak power demand reduction. We have two households electrical appliances as given Table 1
and 2 and each appliance has starting-ending times and operation time. The time resolution is
assumed to be 5-minute for a more effective computation, that is, a day corresponds to 288 time
slots and the shortest time a household appliance operated is 5-minutes. It should be emphasized
that it is assumed to be no time delay during the operation of all the household electrical
appliances. The above-mentioned problem can be formulated as follows for lower cost and less
peak power demand.

T

A B c D
Min F, =Z Atx(Z ugx35+z X}ij};+Z yng;;+Z zgwg) xe(®), (1)
a=1 b=1 c=1 d=1

t=1

where T 2 {1, 2, 3,...,287,288}, V¢ € T and B., Bf, Bt and B, € {0,1}.

n

Min F, = Z Pf < PPD, (2)
i=1

Where PPD = (22:1 Utg + Zg=1 Xlt)- + Zgzl YCt + 22=1 thl)l VteT.

Min w,F; + w,F,, 3)

where w; and w, are the weight coefficients, w; + w, = 1 and w4, w, € [0, 1].
As can be seen here, there are two objective functions that are to be optimized. They can
be reduced to a single objective function, thus providing an easier solution. The multi-objective
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optimization problem given by Equations (1) and (2) was solved by the BCGA for each
household. Here, operation times of the electrical household appliances, which are shifted in
time and power, are generated by random binary strings and their fitness values are calculated
for each binary string. The most fitted individuals are selected using the tournament selection
and the selected individuals are employed to obtain different individuals by means of crossover
and inversion mutation operations which are key operators in optimization process by the
BCGA for HEMS.

RESULTS AND DISCUSSIONS

In this section, we describe the simulation results and the discussion of our proposed
method, in order to test the validity of the proposed method, the smart grid-connected houses
having various household appliances with and without the storage devices. The 1% household
has smart electrical appliances with two storage devices that are an electric vehicle and a water
pump. The 2" household has also smart electrical appliances without storage devices. There
are two different types of families living in these households therefore operation, starting and
ending times of electrical appliances in the households were considered to be different from
each other. We assumed that each electrical appliance has a fixed operation times which are
multiples of 5 minute such as 90 and 10 minutes for washing machine and hair dryer
respectively. We know that a washing machine can be less or more operation time in daily life
depending on washing program so that there may be an error associated with cost and power
calculations. However, this error can be ignored since it has no major effect on the application
of the proposed method to the problem under consideration. Cost and power calculations were
made based on three scenarios such as only cost, only power and cost and power in the
households.

The proposed method is performed using MATLAB to solve the BCGA optimization
problem. The parameters used for GA, number of generations G = 100, the population size of
each generation N = 100, the probability of crossover P. = 0.9, and the probability of mutation
B,, = 0.03. As mentioned above, we proposed a weighted-sum method that combines mult-
objective functions into a single objective function which can represent all scenarios, in the
only cost reduction scenario w; =1,w, =0, in the only power reduction scenario
w; = 0,w, = 1, and in the cost-power reduction scenario w; = 0.5, w, = 0.5.

Fig. 5 shows the daily power consumption results for optimal operations of household
appliances in the two households for three scenarios. The total power consumption results in
the two households are 29.15 kW and 12.14 kW respectively. According to scenario 1, which
is based only on reducing daily energy costs, the power consumption reached the highest values
in the two households 4.78 kW and 2.13 kW within 1-5 time slots respectively, in which the
cost of electricity is the cheapest. Unlike scenario 1, scenario 2 is based on directly reducing
peak power level rather than cost. In this scenario, power consumption reached the highest
values in the two households 2.15 kW within 11-14 time slots and 0.9 kW within 16-17 time
slots respectively and thus changes mostly occurred during the day and evening times when the
electricity price is higher. As in scenario 3, when both power consumption and cost reduced,
power consumption was highest in the two households at 2.25 kW and 1 kW within 1-5 time
slots respectively when the electricity price is lower. The power consumption in the third
scenario was smoother than the others as seen in Fig. 5. Table 3 shows the variation of power
consumption, average cost, and total cost in the two households for the three scenarios. From
the results, it seems that the proposed approach method worked well to reduce power
consumption and cost during the day.
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Fig. 5. Variation of power consumption in the two household for the three scenarios.

Table 3. The variation of power consumptions, average cost, and total cost in the two
households for the three scenarios.

Household 1 Household 2
Scenario Variation of Average Total cost ($) Variation of  Average Total cost
power (kW) cost ($) power (KW) cost ($) $)
1 0.15-4.78 0.53 12.62 0.15-2.13 0.25 6.06
2 0.22-2.15 0.67 15.97 0.15-0.9 0.28 6.81
3 0.15-2.25 0.58 13.84 0.15-1 0.25 6.11

Fig. 6, Fig. 7, and Fig. 8 show variations of daily power consumption and costs for the
clothes dryer, TV and electric vehicle charging unit in household 1 according to all three
scenarios respectively.

The clothes dryer is a fully-time shiftable appliance and the operation range between 1-
24 time slot and operation time 60 minutes according to Table 1. From the perspective of the
first scenario, Fig. 8 shows the clothes dryer worked during the hours when electricity prices
are cheap within 2-3 time slots, while the power consumption increases during these hours as
expected. When a similar load is analysed from the perspective of the second scenario, it is seen
that the largest power consumption occurs during the evening, when the electricity prices are
the highest. In the case of the third scenario, the power consumption is spread as equally as

possible. The daily cost for this electrical appliance was found to be $0.85, $2 and $1.36 for
each of the three scenarios respectively.

S1CDCost === S2CDCoOSt emmmmm S3CDCost

e S1CDPoWer s====S2CDPower S3CDPower
1.2 25
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z o7 15 §
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03 5.6 7 8 9101112131415161718192021222324

Time slot (h)

Fig. 6. Comparison of cost and power in clothes dryer for the three scenarios.
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The TV operated with a partial time shift is examined for the three scenarios, it is seen
from Fig. 7 that the change in power consumption is very limited; such that, in the first and
third scenarios, the power consumption was 0.1 kW within 8-16 time slots when the electricity
price is lower as expected, while in the second scenario, the power consumption varied during
evening and night times when the power consumption is the lowest from 0.067 kW in the 16™
time slot to 0.1 kW within 17-23 time slots then decreased to 0.033 kW in the 24™ time slot.

The daily cost is the same for the first and third scenarios $0.44 while the daily cost was highest
in the second scenario $0.52.
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Fig. 7. Comparison of cost and power in TV for the three scenarios.

The electric vehicle charging unit, seen as a power shifting load, was examined for all
three scenarios. Since the first scenario is based on minimizing cost, power consumption is
highly increased between 1-5 time slots when electricity is cheaper. In the second scenario,
power consumption increased during the daytime when the electricity price more expensive,
unlike the first scenario. According to the third scenario, the power consumption is the same of
the first scenario to make a balance between the cost and power. Under this load condition, the
daily energy cost was $3.41, $5.45 and $3.41 in all three scenarios, respectively. It appears that
simultaneous optimization of cost and power consumption provides an important advantage in
balancing the daily cost and power consumption in home energy management systems.
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Fig. 8. Comparison of cost and power in electric vehicle charge unit for the three scenarios.
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CONCLUSION

The proposed method is capable of solving the multi-objective constrained optimization
problems under consideration to reduce both daily energy cost and peak power demand under
various cases because the BCGA perfectly adapts itself to the nature of on/off control household
appliances in certain operation times. It is verified that the proper optimization of operation
times is highly crucial in a HEMS including few constraints, fully time shiftable, partially time
shiftable, non-time shiftable and power shiftable household appliances. It is also verified that
the power storage devices play a major role in reducing the cost for HEMS. Small-time
resolution is highly influential on the optimization process through the BCGA since it creates
more ones in the strings in a population for proper crossover and mutation operations. It may
be said that the convergence time is short in this optimization process and the real-time control
of the household appliances may be possible in case of sudden changes of consumer
preferences. It can be concluded from the results, the advantages, and the efficiency of using
HEMS:s in residential homes by reducing both daily cost and peak power and the benefits for
utility companies by reducing the peak power demand which leads to increase capacity,
efficiency, and reliability in the distribution network.
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ABSTRACT

The main function of the power system is to meet the demand for system load or consumption
in the most reliable and cost-effective possible way, while ensuring the continuity of services and the
quality of electricity. In order to achieve the required level of reliability, energy system managers,
designers, planners and operators use different methodologies and use different criteria/indices.

The aim of this paper is to provide more detailed information on the main approaches to reliability
of the power system, more specifically of the transmission system, to present their advantages and
disadvantages, and to assess when the approaches are applied. Assessing the overall reliability of a
power system is a very complex task. The large number of elements and the different possible operating
modes make the calculations practically impossible. This paper presents how a power system can be
decomposed. Some of the methods allow to assess the impact of individual components on the reliability
of the system or the consequences of a particular failure on the system. System-level assessment
methodologies are also used, but these are more associated with long time processes. It should be noted
that deterministic or probabilistic methods are generally used. Each of these has advantages, but there
is an increasing emphasis on the latter. Although there are many approaches to power system reliability,
they can be broadly divided into large-scale and slow computational approaches or smaller-scale and
fast computational approaches. Depending on the desired result, one or the other method is chosen
accordingly.

Keywords: power system, evaluation methods, reliability indices
INTRODUCTION

Electric power system is one of the largest and the most complex systems established by
the mankind. It consists of uncounted number of facilities and structures, systems and
subsystems, components and equipment, and the complex interactions among all those [1].
With electric power system becoming more and more complex and intelligent these days, its
uncertainty also increases. This brings new challenges to reliability assessment and
management of the power system. The reliability assessment of power system has been
developed for nearly half a century, from deterministic methods to probabilistic methods, from
local to wide area, from simple to complex research methods.

RELIABILITY

Reliability to different people means different things. The term reliability can be related to
certain product quality or resistance to certain operating conditions. The generally accepted
definition of reliability defines the reliability as the characteristic of an item expressed by the
probability that it will perform a required function under stated conditions for a stated period
of time [1].

R(t) = P[C did not fail in time interval [0, t]], )

where C — component; R — reliability ; P — probability ; t —time.
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The mathematical definition of reliability is related to the probability density function f(t)
witch is part of probability theory. Reliability R(t) is the probability that the variable is at least
as large as t. For continuous random variable, the related equation is the following:

R(t) = f f(t)dt. O]
t
For discrete random variable, the related equation is the following:

k
R(E) = ) f(t). ®)
i=1

The term reliability is divided into two terms when dealing with the power systems [2].
Those two terms are adequacy and security. The adequacy is related to the existence of
sufficient generation of the electric power system to satisfy the consumer demand. The security
is related to the ability of the electric power system to respond to transients and disturbances
that occur in the system [1].

Adequacy and Security

As mentioned earlier, reliability in the context of a power system, is divided into the two
aspects of adequacy and security, as shown in Fig. 1.

‘ System Reliability

System Adequacy ‘ System Security

Fig. 1. Subdivision of system reliability

System adequacy relates to the existence of sufficient facilities within the system to satisfy
the consumer load demand or system operational constraints. These include the facilities
necessary to generate sufficient energy and the associated transmission and distribution
facilities required to transport the energy to the actual consumer load points [2]. System security
relates to the ability of the system to respond to disturbances arising within that system. Security
is therefore associated with the response of the system to whatever perturbations it is subject
to. These include the conditions associated with both local and widespread disturbances and the
loss of major generation and / or transmission facilities, which can cause dynamic, transient, or
voltage instability of a power system [2]. System adequacy is associated with static conditions,
which are long-term analyses. On the contrary, system security is associated with dynamic or
transient conditions and associated with short-term analyses.

Power system hierarchical level

An overall power system can be divided into the three basic functional zones of generation,
transmission, and distribution, and be organized into the three hierarchical levels (HL) shown
in Fig. 2. Hierarchical Level I (HLI) involves only the generation facilities. Hierarchical Level
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I1 (HLIT) involves both the generation and transmission facilities. Hierarchical Level 11 (HLIII)
involves all three functional zones [3].

generation B hierarchical level I
facilities HLI1
]

!

transmission o hicrarchical level 11

facilities HL I
K
distribution | g¢——hierarchical level III
facilities HL 111

Fig. 2. Hierarchical level [2]

The analysis of the reliability of the first hierarchical level (HL 1) is commonly referred to
as the capacity adequacy assessment and includes the generation capacity needed to meet the
future needs of the system. This level shall also include the calculation of the additional
generation reserve of the electrical system or corrective actions of the necessary generation
facilities related to the balancing services of the system. Often, the model includes a generation
station that has individual generation units and a load. The entire substation/station or individual
items are modelled, depending on the target you have asked. Modelling is also possible for
generation stations or individual systems connected, but only for generation stations/systems
and lines that connect to another generation point and the electricity transmission network
excludes analysis.

The second hierarchical level (HL 1) reliability analysis is often referred to as an
assessment of a complex system or bulk electrical system and includes an integrated generation
and transmission system. The reliability assessment at this level focuses on the ability of the
system to transmit electricity from the generation site (HL 1) to the main load points. Suitability
assessment HL 11 includes load flow analysis, contingency analysis, generation planning,
transmission congestion reduction and optimum mode selection. The overall assessment of the
reliability of the production and transmission system may include many tasks and requirements
that extend the model and make it much more complex.

The third hierarchical level (HL Il1) covers the entire electricity system, including the
distribution system and its equipment. This level shall assess the amount of electricity required
to ensure each load point. Although it is theoretically possible to analyse the whole electrical
system, due to its complexity, the reliability analysis is not carried out in practice. It is accepted
that this hierarchical level typically involves an analysis of the reliability of the distribution
system. The main function of the distribution system is to distribute electricity, which is
traditionally transmitted from transmission over the network. As the number of redistribution
points and individual customers is very high, it is natural that certain problems arise as regards
voltage levels, harmonic levels and other parameters of power quality.

WWW.CYSENI.COM




Reliability approaches

In this paper we will focus on main analytical approaches and Monte Carlo simulation
approach as well. The vast majority of techniques have been analytically based and simulation
techniques have taken a minor role in specialized applications. The main reason for this is
because simulation generally requires large amounts of computing time, and analytical models
and technigues have been sufficient to provide planners and designers with the results needed
to make objective decisions. [2].

Analytical techniques represent the system by a mathematical model and evaluate the
reliability indices from this model using direct numerical solutions. They generally provide
expectation indices in a relatively short computing time. Unfortunately, assumptions are
frequently required in order to simplify the problem and produce an analytical model of the
system. This is particularly the case when complex systems and complex operating procedures
have to be modelled. The resulting analysis can therefore lose some or much of its significance.
The use of simulation techniques is very important in the reliability evaluation of such
situations.

Simulation methods estimate the reliability indices by simulating the actual process and
random behaviour of the system. The method therefore treats the problem as a series of real
experiments. The techniques can theoretically take into account virtually all aspects and
contingencies inherent in the planning, design, and operation of a power system. These include
random events such as outages and repairs of elements represented by general probability
distributions, dependent events and component behaviour, queuing of failed components, load
variations, variation of energy input such as that occurring in hydrogeneration, as well as all
different types of operating policies [2].

Reliability indices

Next part of reliability assessment is indices. There are many possible reliability indices,
which often are interdependent. Depending on the application, a suitable set of indices has to
be chosen, to perform the reliability evaluation.

For the analysis of complicated systems like electric power systems, more sophisticated
indices have to be used. This is due to the fact, that an electric power system does not only have
two possible states, but an enormous variety of partially failed states, where a part of the load
is lost. A good way to address this is to use the indices named annual energy not supplied (ENS),
also called loss of energy expectation (LOEE), or the annual power not supplied (PNS), also
called loss of load expectation (LOLE). These indices are based on the concept that power is
either supplied or not. Power quality issues, which are not treated in this paper, cannot be
described with those indices. If interruption cost (or reliability worth) should also be taken into
account, indices like the cost of energy not supplied (CENS) and the cost of power not supplied
(CPNS) can be used [4].

POWER SYSTEM RELIABILITY ASSESSMENT METHODS

As it is known, power system reliability modelling techniques have evolved from
traditional deterministic modelling methods to the current more advanced probabilistic
modelling methods. As power systems grow much larger and more complex, the need for the
rigorous analysis of bulk power system reliability becomes more obvious. Because of the
stochastic nature of system behaviour, such as component outages or load-level changes, the
development and application of probabilistic techniques for modelling the bulk power system
and evaluating an appropriate set of expected risk indices have received considerable attention
[5]. In the probabilistic modelling method, uncertainties affecting power system reliability are
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represent component states, electric load levels, system states, etc. Such a probabilistic
modelling method enables the calculation of probability, frequency, and duration indices of
system failures. These indices are no longer deterministic values but expected values of
probability distributions [5]. Probability methods can be divided into analytical or simulation
methods.

The most common methods for reliability assessment are:

Contingency enumeration method
Minimum cut/tie set method
Event tree method

Fault tree method

Monte Carlo simulation method

The following will provide a brief overview of all the above methods.

Contingency enumeration method

The contingency enumeration method (sometimes called the state enumeration method) is
analytical method, which, as the name implies, assesses the reliability through analysis of a
selected number of contingencies [4]. For composite system reliability evaluation, the
contingency enumeration method can be structured in four steps, see Figure 3.

Specification of operating framework

v

Selection of contingencies

v

Evaluation of contingencies and
consequences of remedial actions

h 4

Calculation of reliability indices

Fig. 3. Structure of the contingency enumeration method [5]

The first step starts with the structure analysis of the simulated system. This includes:
power system reliable boundaries, system operating mode scenarios, load flow method (AC or
DC), modelling detail level, etc. The next phase selects contingencies that should be taken into
account in the analysis. In most cases, considering all possible contingencies is unrealistic due
to the long computational time, which means the importance of the selection procedure. The
goal of contingency selection techniques is to determine from the set of all possible
contingencies the subset that will cause system failure. No contingency selection method can
attain this goal perfectly; they can perhaps at best provide a subset that contains most
contingencies causing system failure. [6] The contingency selection has to be done carefully,
because every disregarded contingency adds to the inaccuracy of the evaluation. An easy
manner to perform the selection is to regard all contingencies up to a specified order. Single
component failures often have little impact on the system and therefore on the reliability
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indices. Failure of multiple independent components at the same time is not very likely and
does therefore often not contribute significantly to the indices, even though the impact of such
a situation is large. Common mode outages, where a single event leads to failure of multiple
components, are therefore generally important to identify. The failure of a substation
connecting several generators or a tower carrying several power lines can significantly degrade
the power system reliability [4]. In the next step, load flow calculations or a performance index
(PI) can be used. It is possible to rank contingencies by first solving each contingency using
DC or AC load flow, but it would be very time consuming.

P\
Pl = Z w, (E) , (4)
where:
W, = weighting factor for circuit #;
P, = real power flow on circuit #;
P, = power rating on circuit ¢;
n = an even integer, generaly 2.

After contingency selection by performance index it is necessary to evaluate which load
flow calculation model to use. Load flow calculations may be either of AC or DC type, where
an AC load flow calculation often is necessary to identify the most relevant network problems.
In case of an extensive contingency list, for a huge power system, an approach with AC load
flow might be unrealistic; instead DC load flow techniques can be used. Utilization of DC load
flow will degrade the quality of the entire evaluation, since voltage problems no longer can be
identified. A possible compromise is to run DC load flow calculation for all contingencies, to
identify the critical ones, which afterwards are calculated again using AC load flow [4]. More
about difference of DC and AC power flow approaches to assess reliability and contingencies
of power system can find in reference [7].

Some of the identified system problems might be repairable with corrective actions, such
as generation rescheduling. Those minor problems will therefore not have impact on the
reliability indices. If the system problems cannot be solved with regular corrective actions,
evasive corrective actions like load shedding have to take place. Such actions do influence the
reliability indices. The applied load shedding strategy is highly relevant for the results for each
load point, since a systems wide power deficit could theoretically be solved by load shedding
at any load point. Contingencies leading to local problems are less sensitive to the chosen load
shedding strategy. In the last step, the predefined reliability indices are calculated (typically on
both load point level and system level) and the annualized indices are summed up from all the
studied operational states and contingencies [4].

Minimum cut set method

Another analytical model is designed to evaluate more a specific point in the system is
minimal cut set method. This method is quite simple because block diagrams are used.
Reliability block diagram is a graphical way to showthe relationship between the functioning
of the system and the functioning of its components. In practice, a system is often represented
as a reliability block diagram in network structure in which the components are connected either
in series, parallel, mesh or a combination of them. The cut/tie methods can be used to assess
their reliabilities [8]. The minimal cut set method is a good tool to utilize when assessing the
reliability of specific load points in the power system. The method reduces computation time
by focusing on the system contingencies which are relevant for the selected load points and not
for the entire system. The minimum cut set method is sometimes called the failure mode
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method; since the cut sets define the failure modes of a load point. A minimum cut set is defined
as a set of system components which, if all are in failed state, causes outage at a selected load
point [4].

The minimal cut sets of the system shown in Fig. 4 a) are (AB), (CD), (ADE) and (BCE),
which gives the reliability diagram of Figure 4 b). If the i-th cut is named as C; and the
probabilityof failure of all the components in C; is represented by Pr(C;), then the reliability is

[11]:
Rs=1-pPr(| |C) 5)
s rg
A ‘ C
— [l o}l
I
e
Cy Cs Cs Cy
a) b)

Fig. 4. a) Reliability block diagram in network structure, b) Minimal cut set diagram [10]
Event tree method

Event tree analysis is the technique used to define potential accident sequences associated
with a particular initiating event or set of initiating events. The event tree model describes the
logical connection between the potential successes and failures of defined safety systems or
safety functions as they respond to the initiating event and the sequence of events [1].

The method may be used either for systems where all components are continuously
operational or for systems where some or all components are in standby mode, which includes
the logic and switching of sequential operation. Lastly type of system is generally associated
with security-oriented systems. In practice, the event tree approach is mainly applied to safety-
oriented systems, as other methods mentioned in the paper are more suitable for continuous
systems. The application of the method to both types of systems is similar, but there are two
certain differences between them.

First, events that may occur with continuously operated systems, or rather components that
may fail, can be assessed in any random order. In the case of stand-by systems or any system
in which the performance of a particular component depends on the failure of another
component, the sequence of events shall be considered chronologically.

The second difference is the starting point of the event tree [9]. In the case of continuous
systems, the reference point is the normal system and the event tree is counted as a sequence of
events related to the success and failure of system components. In the case of standby systems
and, in particular, safety and mission-oriented systems, the event tree shall be used to determine
the various possible outcomes of the system after a given initial event, which is usually an
undesirable event or situation.
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Fault tree method

This method is used for the reliability analysis of complex systems and based on the event that
will lead to system failure. The fault tree analysis is an analytical technique, where an undesired
state of the system is specified and then the system is analysed in the context of its environment
and operation to find all realistic ways in which the undesired event can occur [10].

First of all, the fault tree method was developed as a means of qualitatively assessing fault
processes in complex systems and determining the consequences of failure on the system. And
that is one of the most important advantages of this method. However, it can also be used to
carry out a quantitative assessment. This method takes into account a specific fault condition
called a top event and creates a tree that identifies the various combinations and sequences of
other failures that are considered to be a fault. The method is relatively simple, with a certain
condition of failure or failure, which is considered to be a major event [11]. A fault tree is
further constructed to identify other failures or combinations that lead to the occurrence of the
underlying event. The process starts with a specific system failure mode. The causes of this
system failure are progressively divided into an increasing number of hierarchical levels until
a level is reached at which the malfunction or effects of the main components of the system can
be determined.

This method is often used as a qualitative evaluation method to help designers or operators
decide how the system or subsystem may fail due to the operation of individual components
and what measures can be used to correct the causes of the failure. The method can also be used
for quantitative evaluation, in which case the reliability data of individual components are
inserted into the tree at the lowest hierarchical level and combined using the logic/structure of
the tree to assess the reliability of the entire system under investigation.

The fault tree analysis procedure steps together with their main mutual relationships are
shown in Fig. 5.

| Objectives

| Top event definition |

4-[ Scope, resolution and ground rules

I F

T construction
!
Qualitative FT evaluation I | Probabilistic failure data base

}
—l Quantitative FT evaluation |

| Interpretation of the FTA results |

Fig. 5. Fault tree procedure steps
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Monte Carlo simulation method

Monte Carlo simulation involves the analysis of repeated samples or trials created using
random numbers. Monte Carlo methods have been used widely in analysing complex
mathematical problems, stochastic processes, medical applications, engineering systems, and
reliability evaluation [12].

In the application of reliability, the simulation process essentially attempts to simulate the
actual components of the system and develop patterns of system behaviour, including the
random nature of interconnected processes. During the process, the number of failures, time
between failures, recovery time, etc. can be estimated. Mathematically plausible or long-term
mean values can be obtained and, if necessary, the probability and frequency distribution of
each variable can be obtained. The stochastic process is facilitated by the generation of random
numbers, which are then converted into density functions describing the behaviour of
components and variables of the system in question. Random numbers and density functions
generated form an important and essential part of Monte Carlo's modelling.

It is important to appreciate that most of the probabilistic techniques presently available for
reliability evaluation are in the domain of adequacy assessment [13]. There are two main
approaches to assessing the adequacy of complex systems using the Monte Carlo methods.
These methods are commonly referred to as sequential and non-sequentional procedures. For
non-sequentional technique, the status of all components is taken and the resulting system states
are not evaluated chronologically. Non-sequentional non-sequentional can be divided into two
groups: sampling states and sampling status transitions. Sequential techniques simulate the
upward and downward state of all components to obtain system performance. The resulting
system condition is assessed by combining all component states according to the chronological
model from which the required reliability indicators are derived.

CONCLUSION

In this paper we discuss the concept of reliability in the electrical system, how reliability
can be assessed through adequacy or security, thus providing methods for assessing reliability.
The short familiarized hierarchy of the electrical system and parts of the system form each level.
This is important because it partly determines the choice of methods. The reliability indices
used at HL1 and/or HL2 system levels are briefly mentioned. Assessing the overall reliability
of the electrical system is a complex and practically impossible task because it is constantly
changing, there is no single steady state. The reliability methods outlined in this paper relate to
the long-term reliability assessment or also to the so-called static state of the system. At HL2
level, it is accepted that the assessment is the adequacy of the system and that the methods are
generally probable, which are divided into analytical and simulation. Analytical models such
as fault tree or event tree are generally used to assess parts of systems. This can be a particular
load point or part of the electrical network segment, such as substation bus. Assessing the entire
power system would be difficult, as even modelling that one element of the system could be a
two-state full model would be practically infinite. Enumeration method or Monte Carlo
simulation method is more appropriate for the evaluation of the whole system. They are
different but can be used to measure the reliability of the system fairly well. The security
assessment in this paper is virtually intact because it uses methods that evaluate physical
processes during a failure and how the electrical system withstands faults/failures. These are
transient, dynamic processes, which are usually classified as short-term phenomena, and
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specific programs are used to assess them. A deterministic method of reliability is often used
for security assessment and will be further reviewed in the future.
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EXTENDED ABSTRACT

OVERVIEW

Modern technology and lifestyle have made electricity one of the main needs of society. Several studies
[1-3] have identified a linear relationship between electricity consumption and economic growth. It is
probably not difficult to realize that a reliable and secure supply of electricity is indispensable to ensure
the needs of the households, further technological development, industrial progress, the smooth
operation of facilities, and economic growth [4].

The identification of critical elements affects the whole system and, of course, the security of this
system. In an ideal world, all network elements should be protected [5]. However, in the real world, this
is usually not possible, as there is a shortage of various resources and an attempt is made to find the
most optimal solution.

Therefore, this paper presents the application of optimization methodology for critical network nodes
identification. This identification could help to rank the most critical elements and make appropriate
decisions for their additional protection.

METHODS
Optimization problem and constraints

Analysis of the optimal power flow (OPF) problem in this paper ensures that consumers are supplied
with electricity at the lowest possible generation cost. The power output of generating units as well as
the network variables (voltage magnitudes and angles) are determined in OPF to minimize total
operating costs [6].

The objective function consists of the costs incurred in generating energy and not delivering a certain
amount of generation in relation to the demand. The formulation of the optimization function is given
below:

OF =Yg¢ Cgpg,t + 24, VOLL P;{lted, @)

where C, — generating unit g production cost ($/MWh), VOLL - the value of loss of load ($/MWh), pg’t
— is production level (MW) of generator gat hour £ pgf;"’d- load shedding in demand d at hour t (MW).
The equality constraints of the problem describe the balance of power at network nodes. Accordingly,
the inequality constraints are linked to certain safety limits and the power flow of the lines cannot be
higher than expected, the capacity of the generators must meet the specified maximum and minimum
values, and their ability to change the power must not exceed the specified limits.

The basic principle of the model is that it must operate in a cycle. This means that at the beginning the
model is formed and the necessary data is provided. Using the obtained data, the model solves the
nonlinear programming optimization problem and records the obtained answer. The system is then reset
to the original set state, the necessary change is made, and a new result is obtained. This is repeated
until the required number of cycles, which is equal to the number of lines in the network, is reached.

REFERENCE SYSTEM

The IEEE 24-bus system was chosen to test the developed algorithm. Fig. 1 shows a graphical
representation of this system. The data required for this system can be found in [6].
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Fig. 1. Diagram of the reference power system

The system has three wind generators at nodes 8, 19, and 21 with capacities of 100 MW, 150 MW, and
200 MW, respectively.

RESULTS

In this work, the N-1 scenario was analysed. This scenario includes all cases where any one of the lines
in the system can be disconnected. In the real world, these cases can be caused by a variety of causes:
natural disasters, equipment failures, or specially caused damage (malicious event).

The effect of branch disconnection on certain network nodes indicates that the greatest impact is made
on Node 4, where a 733.7 MW load is disconnected due to the failure of the 2.6 branch. Looking at the
extent to which the inactivity of the various branches affects load and consumption, it can be seen that
in total, 1041.4 MW of energy is not supplied. High load shedding volumes are also monitored in Node
3. Here, 565.1 MW is lost due to the failure of branch 3.24 and 363.2 MW due to the failure of branch
15.24. Also, although the load losses at Node 2 are relatively small compared to the values mentioned
above, 19 of the 34 branches have an impact here, so this also implies that additional safety measures
should be taken.

The accuracy and at the same time uncertainty of the proposed method is highly dependent on the input
data. In reality, data for the time period when energy consumption is highest could be used, as this
would be in line with the worst-case scenario and when is the most important time to ensure safety of

energy supply.
CONCLUSIONS

The OPF method was applied for power system safety analysis because the solution indicates if there is
sufficient available capacity to feed all the loads. The results of the reference power system analysis
show that the power system is not always resistant to the N-1 contingencies. It should be mentioned that
the analysis was performed using a standard system, but the adaptation of a larger system on a country
or regional scale should provide more insights into the application of this model.
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ABSTRACT

Future district heating (DH) systems (so called 4th generation district heating (4GDH) systems) have to
work involving (de)centralized renewable heat sources and storage, low network temperatures and both
cooling and heating services. The aim of this study is to predict the behaviour of local cooling facilities
and possible outcomes. In each case, the scenario and temperature interval are analysed with regard to
the energy effect of the replacement of the conventional split system. Two scenarios are simulated for
temperature intervals of 50 and 60°C. Assuming domestic hot water (DHW) load, the summer level is
only about 80% of the current temperature. This means that the lowest temperature of 50°C may be
achieved through temporary manipulation. Based on the temperature needs of the DHW systems only,
the results of this survey show that the supply temperature in the network may be lowered to 50°C,
consistent with 4GDH concept, for more than half of the summer. Depending on the configuration, the
resulting savings are between 16% and 24%. The impact of some crucial parameters, such as the
network supply temperature and outdoor one, on the energy performance of the distributed cool
generation are studied. The results obtained indicated that the cooling demand is not met (52% of the
reference value) after any year of implementation, due to the fact that outdoor temperature is expected
to increase. From the aspect of traditional DH networks, capacity of additional cooling installations is
much lower than the required value under the design conditions. Summer operational regime is eligible
for current climate conditions, which improve feasibility of the entire system during the year.

Keywords: 4th generation district heating, energy, outdoor, load

INTRODUCTION

Novel district heating (DH) system designs are all about a rule of low temperature heat
supply, recently supported by renewable and waste heat options [1]. Ability to use waste energy
sources is helpful in the process of decarbonizing the heat supply industry [2], and results to the
need of low DH network supply temperatures. Future DH systems (so called 4th Generation
District Heating (4GDH) systems) have to address issues such as integration of (de)centralized
renewable heat sources and storage, low network temperatures and high fluctuation of the
supply temperature [3]. In [4], different configurations of a DH system have been considered,
varying the volumes and the water flow rates of the thermal energy storages (TESs). In [5], a
number of TES configurations including use of building envelope are compared. Wang et al.
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[6] indicate that the high supply temperature is worse in terms of ensuring hydraulic stability at
a substation than the low one. On the other hand, this newest generation is characterized by
higher supply temperatures in case of a district cooling system [7]. Paper [8] surveys supply
temperatures in multi-story residential houses in Gothenburg, Sweden.

DH network is often deep buried and as a matter of fact installing new equipment thus
employing externally based leak locating methods such as acoustic ones [9] is complicated.
Valincius et al. [10] presented a potential of leak detection by means of data from the pressure
gauges installed in a DH network. Mass flow rate and supply temperature are imposed as a
boundary condition in the model developed by Guelpa [11]. In research [12], authors focus
solely on describing regime when the mass/velocity flows run constant.

Geysen et al. [13] make an analysis of the hourly heat demand based on the average and
90% confidence interval with regards to the day of the week. Idea presented by Tunzi et al. [14]
is to verify the theoretical operation range of the space heating (SH) system at different heat
demands, from zero thermal load to design conditions. Local heat producing units may generate
around 30% of total energy demand [15]. Heating demand control problem is addressed in [5].
The result is based upon detailed engineering calculations that had been conducted individually
for each of substations (consumers), considering construction, insulation and its needs in
steady-state operation [16]. The methodology in [17] is applied to the decrease of the heat load
request happening in the morning in order to minimize the total primary energy consumption.
However, papers in which data on energy demands and supply temperatures are gathered tend
to not include any observation on the temperatures in summer. Traditionally heating and cooling
systems were separated from each other, so only extremes for the cold period of the year were
analysed and taken into account by researchers. Merging both requires analysis of warm period
on the year extremes. Romanchenko et al. [18] cover modelling during a summer season
although electricity generation is primarily considered. Primary energy consumption,
greenhouse gas (GHG) emission, and capital costs are used as key indicators in [19]. GHGs are
typically carbon dioxide, methane, ozone, nitrous oxide, chlorofluorocarbons, water vapor, etc.,
which are emitted in different industrial processes. However, only 5 first of them are considered
as extremely harmful. The focus in [20] is to evaluate the ratio between the DH load distribution
and heat production from solar thermal collectors. The production rate does not always cover
the demand rate since solar collectors have the best output during the warm-weather months,
when domestic hot water (DHW) heat demand prevails. It is apparent that considerable energy-
saving effect and GHG emission reduction benefits at the city scale are accessible only by the
implementation of energy-conservating measures on consumer side, demand-side structure
enhancement, solar energy utilization and efficient technologies such as combined cold-, heat-
and-power plant (CCHP) on supply side.

Such a system may meet the power demand, and the recovered heat can ensure the heating
and cooling loads via the heat exchanger and absorption chiller, respectively. Wu et al. [21]
present a nonlinear model for a neighbourhood-scale distributed energy system considering
power generation, heating and cooling aspects. A lot of information about cooling systems is
listed in [22]. Zarin Pass et al. [23] calculate the combined hourly heating, cooling, and DHW
load profiles for several combinations of building sorts in the USA cities.

Both reliability and availability indicators present ladder growths as outdoor temperature
rising, i.e., dynamically dependent on outdoor temperature [24]. After determining fault
components, state probabilities under various outdoor temperature can be calculated [25].

Some sophisticated simulation simulations and software tools are supportive to calculate
the hydraulic and thermal efficiency of the existing system or design a new one [26]. The
primary factor for appearance of sophisticated DH systems is many hours of differences in
marginal heat supply costs between close and early isolated ones [27]. To assess a performance
of a district energy system comprehensively, thorough simulation models tend to be
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indispensable [9,28-30]. Simpler engineering equation solver software (EES32) with built-in
tabulated thermodynamic properties of several working fluids is used to process the simulations
in [31]. The technique in [32] has a goal to provide data on system operational patterns and
cost-effective quantification with sustainable design of a whole DH system. The goal of this
research is to forecast the behaviour of local cooling facilities and possible benefits.

MATERIALS&METHODS

Eq. 1 was used to derive the space heating power demand for each outdoor temperature:
Q=Gpc(r,-1,), D

where G is the desired flow rate according to covered heat load; Q is the heat load of a
DH plant which typically depends on time; c is the specific heat capacity of water, 71, and 7, are
design supply and return temperatures, respectively.

The criterion of this study established in [21] indicates the primary energy saving (PES)
ratio of the system compatible with the idea described below (lower supply temperature, LST)
compared with the conventional (con) separated energy system:

PES = % -100% . 2

Thus, an outdoor temperature-dependent heat demand profile was plotted for each option.
As considering that some inputs, such as water density and viscosity, depend on temperature
variation, the hydraulic and thermal calculations have to be performed in an iterative way.
Fortunately, the water density and viscosity do not vary significantly at the range of normal DH
network temperature [28]. For the models where the wind infiltration, solar radiation or thermal
inertia of the buildings is used refer to other works, for instance [33].

=]

&
éyamflf <

Fig. 1. Flow diagram of the suggested energy system. (1) steam turbine; (2) heat exchanger;
(3) DH network pump; (4) conventional radiator; (5) backup heater; (6) chiller, (7) supportive
low-temperature radiator; (8), and (9) supply and return lines, respectively; (10) mixing valve

In each case, the scenario and temperature interval is analysed with regard to the energy
effect of the replacement of the conventional split system. Two scenarios are modelled for
temperature intervals of 50 and 60°C. ZuluThermo© (8.0.0.7539, Politerm, LLC,
St. Petersburg, Russia) was a simulation program built into the GIS Zulu© primarily for DH
systems, which was used to simulate two-mode (district heating and cooling) network.
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Moreover, instead of the conventional energy system with a compression chiller to supply
the cooling demand, here the absorption chiller is available to utilize the recovered heat as the
first option. As before [22], equipment for cooling sub-systems may be selected according to
the peak value of the design heat demand and the 80% simultaneity usage coefficient. Because
the buildings are set to not be cooled when outdoor temperature is below 20°C, the DH network
temperature may be as low as 50°C. The second option set temperature of the indoor air that
depends on the outdoor temperature. For simplicity, indoor temperatures are set the same for
all buildings at 19.5 and 20.5°C as in [5,34]. Then, a model for a SH heat exchanger is applied
to evaluate the flow rate extracted from the DH network, by which the DHW temperature after
the heat exchanger meets the set temperature. The temperature in a local cooling conduit is
determined by means of a heating curve with a summer set point of 60°C. This actual
temperature is maintained by adjusting the flow rate of the DH water with the DH valve. With
this option, utilization of more generation processes becomes accessible.

Microsoft Office Excel is a universal spreadsheet programme based on the Visual Basic
for Applications which is an implementation of Microsoft's event-driven programming
language Visual Basic 6. In Excel, it is possible to visualize several technical parameters,
temperatures and pressures.

Since the novelty is i) idea, ii) its application, and iii) use of combined actual and simulated
data, the equations used in the modelling are known. However, to detail the model some of
them are shown below.

Reynolds number is:

_ PvD;
Re = . 3)

where p is the density (kg/m3), v the fluid velocity [m/s], D; was the inner pipe diameter
[m],

u was the fluid viscosity (Pas).

The fluid velocity was calculated in the ZuluThermo®© simulation for each section of a

DH network according to:
2
he = ;’—g (4)
where he is the pressure head [m], g was the force due to gravity [m/s2].
Pressure head losses [m] are:
he,,ss = he.he,,, (5)
where he,,s IS the head losses [m], he,,, is the number of velocity heads.

Head losses, presented in pressure units [kPa]:

Elogs = heloss_pg- ) (6)
Then the friction losses in a section of a DH network [kPa]:
(L 2
Prtloss = 8j (D_l) %1 (7)

where j is the friction factor, L is the pipe length [m].

The research is primarily conducted as a case study set in Omsk, Russia. The system is
connected to about 12,500 consumers. There are about 14,000 buildings linked to DH system
in Omsk, and of these about 70% are residential multi-story buildings. The rest are connections
to commercial consumers, and of those the 10 largest customers are connected to the system
used in this paper [35]. Most of the consumers are assumed to be equipped now only with two-
way valves on the primary side, and this typically applies to the secondary side as well. Three-
way valves are assumed to be installed for consumers connected in a way that the return flow
is warmer than supply one as in summer mode. The night setback strategy is assumed to happen
in 50% of cases in order to reduce the energy consumption during night and use the house’s
thermal inertia to ensure indoor comfort and save some money.
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The scheme shows five central plants that are represented by CHP ones (steam and gas
turbines with gas- and coal-fired boilers), heat-only boiler ones (gas-fired boilers), and the main
transmission network, where each line represents both the supply and return pipelines (Fig. 2),
whose design temperatures are 150°C and 70°C, respectively.

CHPP no. 3

e
T
WA

TR

e £ PO e tn A

Fig. 2. Map of the DH network of Omsk

In order to increase the validity of the research supply temperatures and flow rates are
actual rather than obtained by simulation. As there are always small measurement errors for all
kinds of onsite meters, a note should be given to estimate the influences. The pressure
measurement error does not depend on the heat consumption estimation directly, so only the
measurement errors in temperature and flow rate are discussed here. At Omsk DH plants, the
relative error of flow meter is assumed to be +5% and the absolute error of measurement on
temperature is £1°C which are common resolutions for a measurement. Measured results are
stored like a data set. To create it the Supervisory Control And Data Acquisition (SCADA) was
employed. This choice is justified by its common use in the industry. In this case, the PLC S7-
200 automation system of the Siemens Co. played a vital role in the quality of the collected
data. The Pt100 thermal resistors, the electromagnetic flowmeters and the diffused-silicon
sensors are applied for temperature, flow and pressure measurement, respectively.
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The total raw dataset spans a period of 24 months, from January 2019 up to December
2020. The reason to choose this particular period is that Omsk has a severe climate with cool
winters and hot summers. The average temperature of a cold period is about -14°C. There are
historical data on extremes for winter and summer periods in all the regions, but during the
winter, strong winds can quickly change the outside temperatures. Therefore, these fluctuations
are interesting to track. The theoretical heating period is from September to the following May.
During the non-heating period, the DH supplies water for DHW preparation only. The same
with Europe, in Russia, engineers designing heating and cooling systems are legally obliged to
take them into account when choosing particular technical solution, bud considering extreme
and longer observation period adds not only extra value, but also makes the data set more
complicated and time-consuming.

RESULTS

Fig. 3 shows outdoor temperature in Omsk, categorized per two last full years.
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Fig. 3. Annual ambient temperature (variation of average daily values)

For the city of Omsk, the ambient temperature is 10°C or less for approximately 3 months
of the non-heating period, and less than 20°C for slightly more than 4 months. According to the
dynamic reliability, the availability indicators of the network are higher under the same outdoor
temperature that takes into consideration the operation and service work [36]. Based on [24],
the vulnerable period is when the outdoor temperature is below -14°C. The evaluation of
operational state transitions taking into account the variability of the outdoor air temperature is
given in [16]. As shown in Fig. 4, the ratio between the conventional regime and the scheduled
here, vary widely, but a trend is clear; the DH system may have lower supply temperatures.
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Fig. 4. Relation between current normalized system's 2020 temperature profile plotted against
the new summer supply temperatures

As can be seen, in the current mode supply temperature in summer is set to 75°C. It
accounts 70°C until a heating season ends and has some visible peaks on times when some
essential service works are maintained. Whereas the absolute losses become constant (because
of the assumed fixed temperature level in the network), heat demand decreases, resulting in
higher relative heat losses. This result is well in line with the results found from the survey [20].

To maximize benefit of a novel concept, two-mode system is investigated. In the first
case, supply temperature decreases up to 50°C to ensure the DHW demand can be provided.
This value was set empirically, since it is the lowest possible value to ensure DHW complying
safety regulations. In Ref. [14] the supply temperatures were constrained between a lower limit
of 50°C, in order to the DH system will be able to cover instantaneous DHW needs if desired
in future upgrades and meet current legislation on legionella control at a substation, and an
upper limit of 82°C as used in current British high temperature regulations. Temperature of
50°C corresponds to the conventional level for the whole system: for the sake of simplicity, it
is assumed not to vary as a function of instant conditions; so the results are valid for any year
[37]. In Gothenburg, Sweden, SH systems operate with supply temperatures of 55°C or less
beginning with an outdoor temperature of 5°C [38], i. e. even in winter. Previous works, e. g.
[3,39] demonstrated that profiles of a network performance are helpful for optimization
methods and the integration of physically constraints based on operational limitations is
acceptable. Solutions of the advection-diffusion-heat loss formulas are also analysed under
these conditions [12]. As usual [32], limitation is the use of actual case study data, which, in a
way, may differ from the exponential correlation to describe the temperature curve used in this
paper. It is important to note that this research neither consider the risk of not meeting full
demand linked to the use of private units nor the corresponding higher capital costs if entire
load is satisfied. The fact that the network cannot adequately satisfy the requested service, even
in presence of large capacity, supports the need for an energy accumulator [4]. The most
realistic prosumer case for Omsk is probably the ‘prosumers intern’ case, since the residential
areas in Russia are of the second generation and currently not adapted to the lower network
supply temperatures. Geysen et al. [13] declare the possibility of manipulating the heat load of
a building for a short period of time, typically minutes up to a couple of hours, by adapting the
outdoor temperature measurement.
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In Fig. 4, the profile is also represented for the second case as temperature for a DH
network of 60°C. As known [6], in order to stabilize regime at a heating substation, controller
should be tuned considering all the possible operating conditions, i. e. 50 and 60°C modes.

Based on the temperature needs of the DHW systems only, the results of this survey
present that the supply temperature in the network may be lowered to 50°C, consistent with
4GDH concept, for more than half of the summer. Depending on the layout, the resulting
savings are between 16% and 24%. Optimization in Ref. [17] allows a decrease of about 5.5%
in the boiler use and primary energy reduction of 0.8%. The impact of energy-saving, exergy-
saving and CO2 emission reduction caused by energy conservation and demand-side structure
improvement is up to 20.3% according to [40]. Many utility systems are not constructed
specifically for efficiency, but because of urban resiliency or other benefits [23]. Efficiency
increases when the temperature level decreases due to the losses of the DH network also
decrease. The better working mode is accessed, which gives a better performance.

CONCLUSIONS

Distributed generation includes different elements of sustainability and supports the
authorities in operation strategy. Sizing of the cooling load installation are similarly to common
practice (~60% of maximum load) as results emphasize. However, in future value for the 4GDH
networks would probably be lower, but in most cases, these networks are site-specific, and the
load required for these systems is currently not available in case of Russia within the
bibliography. Case study analysed is for city of Omsk, Russia. Assuming DHW load, the
summer level is only about 80% of the current temperature. This means that the lowest
temperature of 50°C may be achieved through temporary manipulation.

The results obtained indicated that the cooling demand is not met (52% of the reference
value) after any year of implementation, due to the fact that outdoor temperature is expected to
increase. From the aspect of traditional DH networks, capacity of additional cooling
installations is much lower than the required value under the design conditions. Summer
operational regime is eligible for current climate conditions, which improve feasibility of the
entire system. In addition, the impact of some crucial parameters, such as the network supply
temperature and outdoor one, on the energy performance of the distributed cool generation are
studied. The resulting savings are between 16% and 24%.
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ABSTRACT

Over the world, there is an increasing inclination of installing renewable energy generation sources into
electric power systems. The main goal is to replace fossil fuel and nuclear power based generation
plants. The continuously shift from classical rotating mass generation to the power electronic based on
generation results in a decrease of system inertia. The accompanying loss of rotational inertia and the
robust synchronization mechanism provided by synchronous machines and their controls is a challenge
to the operation and stability of the electric power systems. As a consequence, during short-circuit in
the power system follows the disconnection of the loads or even system split scenarios with significant
imbalance, high RoCoF will occur. This article provides a comprehensive review, a classification, and
a crucial comparison of different implementation logics and algorithms of the synthetic inertia,
highlighting its benefits and drawbacks. Furthermore, the influence of traditional inertia and load
regulation for power system stability will be discussed on the article.

Keywords: RoCoF, power system inertia, synthetic inertia, rotating mass, electric power system,
stability, renewable energy sources

INTRODUCTION

National environmental policies implemented in many countries aim to integrate a large
percentage of asynchronous generation into the grid to reduce pollution and produce clean
electricity [1]. As a result, increasing number of renewable energy sources are being connected
to the grid, most of which are of low/medium power.

The introduction of renewable energy sources into the electricity system raised an
important question: what is the impact of these energy generation sources on the stability of the
electricity system [2]? Over the past decade, many studies and proposals have been addressed
to transmission network operators [3], manufacturers [4], research centres [5] and public
associations around the world.

As system inertia decreases, stable system performance may be impaired [6]. This can be
especially important in a scenario where more and more renewable energy sources are deployed
on the grid and at the same time the system load is low. In such cases, the frequency drop may
reach values that will require additional safeguards, such as load shedding [7].

Frequency stability of the system must be ensured in order to maintain load and
generation balance. Frequency control can be divided into several stages:

¢ The initial phase, called inertial frequency response, in which the power of the rotating
masses counteracts the frequency deviations from the nominal value [8];

e The second stage, primary frequency control when automatic regulator systems are
activated to keep the frequency within acceptable limits;

¢ The third stage, operation of the secondary regulator by resetting the frequency to its
nominal value or close to its nominal value.

Non-inertial generation sources cannot participate in frequency control unless additional
control logic is implemented, such as synthetic inertia [9], hidden inertia [10] or virtual inertia
[11]. Such additional control logics allow non-inertial generation sources to participate in
inertial frequency management by transferring power to the grid from wind parks.
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FREQUENCE RESPONSE AND SYSTEM INTERIA

Large rotating masses, such as synchronous generators synchronously connected to the
grid, have kinetic energy, which is expressed at nominal frequency (from) and can be calculated
(1) [cond. 12]. Their inertia time constant is calculated by dividing the cumulative Kinetic
energy in megawatts at synchronous speed by the total power of the electric machine (Sgen). It
quantifies the Kinetic energy of the rotor at a synchronous speed, expressed in seconds, by how
much equivalent amount of electricity the generator should provide when its power is equal to
its nominal MVA and is defined (2).

Ekin = % -J- (2721:nom)2 ) (1)
E. .
H gen — S_km ' (2)

gen

where: J— moment of inertia, from — nominal frequency, Hgen — inertia time constant, Sgen— rated
generator power.

The abovementioned equations show the maximum rated active power duration (in
seconds) that a synchronous machine supplies to the grid without any additional mechanical
power until it stops. A typical power system consists of a large number of rotating synchronous
machines. The total inertia of such a system is calculated by the following formula (3):

H en,i -S en,i
= 3 Tom St ®

1 sist

Total system inertia (hereinafter referred to as TSI) is a metric which compute and
quantifies the fundamental frequency robustness of an interconnected power system [12]. A
direct metric that reflects the levels of TSI is the RoCoF (hereinafter referred to as Rate of
change of Frequency) (in Hz/s) in the frequency containment period. Fig. 1. provides a
qualitative overview of a typical frequency response following generation outage, indicating
the effect of TSI on the initial RoCoF. The response of the whole system depends on the slower
responses of Frequency Sensitive Mode control (governor time constants), the faster responses
of generation in limited over- and under-frequency sensitive mode control (LFSM-O and
LFSM-U) if certain frequency limits are violated, the load sensitivity to the frequency and the
frequency containment reserves.
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Fig. 1. Effect of TSI on the frequency response

However, most renewable energy sources, such as photovoltaic solar power plants and
wind turbines, are connected to the grid via power converters and can therefore be considered
system-isolated from the grid frequency.

With renewable energy production and green electricity efforts increasing, energy system
operators face major challenges in maintaining the reliability and safety of the electricity
system. This increase in sources of non-inertial power in small isolated power systems results
in dangerously low levels of inertia and increasing probability of RoCoF detection. Network
Codes issued by ENTOS-E attempt to provide additional safeguards and requirements for
Transmission Network Operators to ensure power system security and reliability. There are
various methods and solutions to ensure total system inertia in order to avoid high frequency
crosses and high RoCoF in the electrical system. One way to solve the amount of diminishing
inertia in an electrical system is synthetic inertia. Synthetic inertia traditional algorithms and
newer solutions are discussed in the next section.

VIRTUAL INERTIA IN VSM CONCEPT

Virtual Synchronous Machine (hereinafter referred to as VSM) is a generalization of the
concept of virtual inertia. VSM is a power source connected to the grid via a converter and
capable of responding to abnormal grid fluctuations much like a synchronous generator. This
is accomplished by using a synchronous generator model to reproduce its response to voltage,
current and frequency fluctuations at the point of connection to the network.

Virtual inertia algorithms are based on the traditional swing equation, restoring the inertia
and damping of frequency fluctuations of a traditional synchronous machine [13], [14]. The
swing equation used for the implementation is linearized with respect to the speed so that the
acceleration of the inertia is determined by the power balance according to (4) [15]:

dag _P" _ P _ Py (4)
dt T T, T,

where: p"" — virtual input mechanical power, p — measured electrical power flowing from
the VSM to the grid, and pg — damping power, when Ta is the mechanical time constant. @,
— the mechanical speed of the virtual inertia in relative quantities is calculated from the power
balance integral, and the corresponding phase angle 6vswm is calculated from the speed integral.
The article [15] provides a block diagram of synthetic inertia of VSM based on the swing
equation (Fig. 2)
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Virtual Synchronous Machine swing equation

Oz

Fig. 2. Virtual inertia block diagram for estimating frequency droop

From the block diagram (Fig.2.), we can see that ps — power damping, which responds to
the synchronous machine's power damping effect, is expressed through the damping constant
kq and the difference between the VSM speed and the frequency of the VSM connected system.
On the left side of the block diagram (Fig.2) is a block chart of frequency droop, which is
executed by using a cross constant K, , the operating principle of which is based on the
difference between the frequency reference w*,, and the actual VSM speed @), .

The model used in the article [16] is provided in Fig. 3. where the author evaluates
primary and secondary frequency control. Inertia constant H and damping factor D evaluate
rotor and shaft dynamics. The static coefficient R determines the effect of the primary frequency
and Kj determines the effect of the secondary frequency. 11 is the turbine time constant. The
inverter dynamics are defined by the time constant t2. APq is the difference in active power
occurring in the electrical system after abnormal network operation and is expressed in antique
units.

Dynamics of rotating mass

APy 1 Awm
» N - >
- L 2Hs + D Primary frequency

response
+ 1 1 |4—
Yy Xy 1+ 148 R
Turbine dynamics { ¢
Secondary frequency
response
! RN z, !
1 x —2H,s | I
e i
1
| 1+ 1ys i
1 SN -D. — I
L I

Inverter control delays VSM modes

Fig. 3. Block diagram of VSM frequency management system
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The virtual inertia concept of VSM presented in the article [17] is based on the traditional
swing equation (5). The main difference from the already discussed virtual inertia realization
principles is that the inertia and damping of a conventional generator is calculated by measuring
the power difference between the virtual mechanical power P and the measured electrical
power from VSM Pvsi. Damping, which is defined by the damping factor D — the difference
between the rotor angular speed ® and the nominal value o .

vsI
<}

—
—

Wi

Pvsr

Fig. 4. Block diagram of virtual inertia

0=—0, Ao=0-w, : (5)

Eo =Us +I(ra+ jxs)

where T, — mechanical torque of the synchronous generator rotor shaft, Te — stator
electromagnetic torque, D is the damping coefficient, @ — actual electrical angular velocity, ®g
is rated electrical angular velocity, Pm — mechanical power, Pe — electromagnetic power, J -
rotational inertia, 0 - electrical angle, EO is the three phase stator winding electromotive force;
Us - stator voltage, | — stator current, ra — armature resistance, Xs — synchronous reactance; wvsi
— angular frequency difference between VSM rotor angular frequency and nominal value on.

Very similar realization of virtual inertia is given in the article [18]. The expression of
virtual inertia uses the swing equation which is described:

dlw-w,) P, P 1
JTN:;N—Z—D(G)_G)Q)_FQ)—DP(&)N_Q)’ (6)

where: o is the rotor angular frequency; on is the rated angular frequency; wg — network
angular frequency, Pe — electromagnetic active power, D, — damping factor, J — virtual rotor
inertia.
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Fig. 5. Block diagram of virtual inertia with PLL

Fig. 5 presents a block diagram of virtual inertia, which differs from the previous one by
using a phase locked loop (PLL) which measures the angular frequency at the point of
connection of the wpcc to the network. Such performance of the virtual inertia algorithm when
used with PLL affects the accuracy of the calculation of the active power benchmark. It is also
difficult to detect transient frequency fluctuations, so PLL is often not used.

SYNTHETIC INERTIA ALGORITHMS IN A TRANSMISSION NETWORK

Synthetic inertia in the power system shows the power change of the generators in
proportion to the frequency derivative of time [19], or RoCoF, since the purpose is to simulate
the relationship between the rate of change of frequency and power change characteristic of
synchronous machines [8]:

Ta,GPn,G i_
f,odt "

n

~Pg, (7)

where: Pm,g, is the machine mechanical power, Pe,c — the electric power absorbed by the
machine load, Pn,c — nominal active pofer of the machine, T — starting time, f — machine
frequency, fn — nominal frequency of power system.

+ AP,

1/ky

af e[ de b— K.k
- > — Af

—-

Fig. 6. Model of synthetic inertia

Where: ks — synthetic inertia controller gain, k1 /s — single-bus power system model.

The derivative control is effective in reversing the inertia of the power system. Moving
the constant ks to the right of the power summing unit (Fig. 6) shows how synthetic inertia
affects the inertia of a single bus system [20].

WWW.CYSENI.COM




LINEAR SI CONTROLLER

The author analyses a linear Sl controller in the article [21] (Fig. 7). Assuming that the
output of the active power Ps; to the controller is relatively fast at the output of the controller,
the delay is ignored. In this block diagram upper part is using PD controller, where Kgs) is the
derivative corresponding to the inertia, and the proportional gradient Kpsi represents the
damping. The advantage of this controller is that it simulates the system inertia Kqs and
damping Kp,si together. Input also simulates PD — controller with second order filter and power
feedback with P1 controller, which allows to restore source power.

; K, s
-Af 1 e, Py =~ Ps
0.5T;s*+Tps+1 T
f 4 Kisis
K, ¢
+

Tl""
i .s 9
- Eg Wind turbine,

battery, etc

Fig. 7. Synthetic inertia implementation based on linear SI controller
CONCLUSIONS

Synthetic Inertia is the ability of a grid-connected power converter to exchange energy
when a frequency event occurs. There is not a standard synthetic inertia implementation,
although the responses typically involve measuring the frequency and commanding the
converter to temporarily increase its active power output. In the literature, several
implementations of a synthetic inertia controller have been reviewed, spanning from controls
attempting to emulate a swing equation based response from a frequency measurement and a
derivative control, droop controllers.

A comparable response to a synchronous machine may be complicated to deliver due to
RoCoF measurement delays and filtering. As of today, the response is then better thought of as
short term (seconds) frequency response that is delivered through control of the net side
inverter.

The reduction in total system inertia significantly affects the capability to provide
instantly matching balancing power e.g. for loss of a large infeed.

The main benefit of inertia from synchronous machines is that their rotating mass
provides inherently stored energy that, in combination with the voltage source characteristic of
a synchronous machine, counteracts voltage angle, amplitude and frequency perturbations and
therefore reduces the RoCoF in case of load steps and helps to limit voltage steps by providing
a source of active power if needed.

Power system inertia decreasing progressively due to increase renewable energy sources,
therefore it is necessary to increase researches in the field of methodologies and algorithm of
synthetic inertia to be ready for controlling and maintaining stable frequency in the power
system with low inertia.
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ABSTRACT

The European Union set a long-term goal of reducing greenhouse gas emissions by 80-95% below the
level of 1990 by 2050. Energy-efficient measures in the residential sector could serve this purpose to a
large extent as the housing sector is one of the major sources of energy consumption and carbon
emission in the EU. Energy-saving measures in the residential sector could achieve not only energy
consumption reduction but also improve living comfort. However, energy-saving measures are not
adopted widely, even though many of the measures are proven to be economically viable. This situation
creates uncertainty about achieving the greenhouse gas emission reduction goal. How to effectively
promote energy-saving is a problem remaining to be solved. A better understanding of the adoption
influences is vital for understanding energy saving investment behaviour. This study aims to study the
influences of households’ decision-making in energy-saving measures in the Netherlands. Both
economic and non-economic influences will be studied. Besides, major motivators and barriers will be
identified. The study process can be described as follows. First, relevant data is acquired from the
W0oON (WoonOnderzoek Nederland: Residential Research Netherlands) database. Then, the data will
be analysed using the Bayesian Belief Network (BBN) in the software program GeNle. The
characteristics of residential house owners belonging to the categories of energy efficiency adopters and
non-adopters will be identified and presented. The analysis results can be used for gaining insights on
how to increase energy efficiency measure adoption effectively.

Keywords: Energy efficiency measures; Housing; Decision influences; Bayesian Belief Network
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INTRODUCTION

The building sector is one of the main sectors of energy consumption. It accounts for 33%
of the total energy consumption in the Netherland in 2018, and residential buildings occupied
61% of energy consumption in the building sector [1]. According to EU directives, the
Netherlands set some objectives, such as building-related energy consumption must be less than
507 PJ in 2020 [2]. In 2013, 47 parties, including the government, employers, trade unions, and
environmental organizations, developed the Energy Agreement, which includes agreed energy
saving targets. The building sector’s targets contain an average of 1.5 percent of annual energy
consumption saving and 14 percent and 16 percent of renewable energy share in 2020 and 2023
[2].

The energy consumption of the building sector and residential building from 2013 to 2019
is shown in Figure 1. First, there is a considerable gap between the energy consumption in 2019
in the building sector (647 PJ) and the target for 2020 (507 PJ). In general, the energy
consumption for both the building sector and residential buildings has a decreasing tendency.
However, the average annual reduction rates are 0.88% (residential building) and 1.19%
(building sector), both of which did not meet the 1.5% energy consumption reduction target.
Renovation for the existing buildings is one of the main obligations from the European
Performance Building Directive and a major method for achieving energy saving. The low
adoption rate and slow diffusion of energy-efficient renovation are among the reasons for the
failure to meet energy-saving targets. Especially for the owner-occupied sector, its renovation
rate for all 1-step, 2-step, 3-step, 4-step, and 5-step energy label renovation is the lowest among
the owner-occupied sector, social housing, and private rental sector [3].

(1) M residential building

700000 B building sector

595845

655299
600000 6 9 6 0 6 0 6 8 6 9
500000
400000

4 3 3 3 3 3
300000
200000

2013 2014 2015 2016 2017 2018 2019

Fig. 1. Energy consumption for residential building and building sector

Homeowners’ decisions are influences by their economic situations [4,5], their attitudes
[6], and housing situations [7,8]. This study aims at studying homeowners’ decision of housing
energy-efficient measure adoptions in the Netherlands and investigating the significant
influences of the adoption. Then, policy suggestions are presented based the study results. The
paper is structured as follows. Section two introduces the methodology and used data. The third
section presents basic description of respondents and reasons for the decision of adopters and
non-adoptors. The fourth section describes the study results and discussions. Conclusion and
policy recommendations are shown in the last section.

METHODOLOGY

This section includes two subsections. Subsection 2.1 introduces used data and data
sources, while subsection 2.2 demonstrates the analysis method.
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DATA

There are two data sources, the WoON database and the WoON Energy module. The
WoonOnderzoek Nederland (WoON) is a large-scale housing market survey conducted every
three years. Its topics include housing costs, housing situation and maintenance, and moving
behaviour. The database used for this study is version 2018. The WoON energy module is a
follow-up of WoON 2018. It includes participants of WoON 2018 who indicated that they are
willing to participate in a follow-up investigation. The themes of the energy module are energy
labels, housing energy-saving situations, energy-saving behaviours, and adoptions of energy
efficiency measures.

Both of the databases contain huge amounts of information, and not all of the information
is useful for this research. The used data includes households’ socio-demographics, dwelling
characteristics, energy-saving behaviour habits, dwelling maintenance adoption, and energy-
efficiency attitudes.

ANALYSIS METHOD

The analysis method used in this study is the Bayesian Belief Network (BBN). BBN
presents the probability distributions over variables. It consists of nodes and arrows and is a
kind of directed acyclic graph. Each node represents a variable, and it is associated with a
probability table [9]. The BBN can be used for three types of inference. The first type is
predictive to investigate the consequences of causes. On the contrary, the second type is
diagnostic from the consequences to the likely causes. The omnidirectional mixed inference is
the last kind [10]. The second type of inference is used in this study as the aim is to investigate
the major influences of homeowners’ energy-saving measures.

The basis of BBN is Bayes’ theorem, which describes the posterior and prior probability

(Fa. (D) P(BIA)P(4)
O @

P(A|B) =

P(A) and P(A|B) are the prior and posterior probabilities. P(B|A) is the probability of
B given the results of A. BBN could be used to estimate the differences among individuals’
value judgement of environment [10], study consumers’ behaviour [11], and predict ecological
quality [12].

There are various algorithms for learning the structure and parameters of BBN from data.
GeNle provide seven types of learning algorithms, including Bayesian Search, PC, Essential
Graph Search, Greedy Thick Thinning, Tree Augmented Naive Bayes, Augmented Naive
Bayes, and Naive Bayes. This study adopted PC algorithm as it is one of the earliest and most
popular algorithms. This algorithm uses the observed independences in data to generate
networks’ structures.

The study process includes three steps. The first step is going through the two databases and
selecting out the needed data and form new data files. The second step is processing the data.
As described in section 2, only respondents indicated participating the follow-up survey joined
the energy module. There are much less participant in the energy module compared with the
WOoON 2018. During this process, we merged the two data file through the respondents’ ID;
energy module respondents’ information from WoON 2018 was imported. Non house owner
respondents and respondents with missing data were filter out when processing the data. After
the case filter process, there 2456 cases left. The last step is analysing the data. First, a
descriptive analysis is presented, then GeNle is used for further analysis. The target variable
for the analysis is the adoption of energy-saving measure. In the Energy module, respondents
were asked whether they adopted any Energy-Saving Measures (ESM) in the past five years,
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which is the basis of the target variable. The variables need to be distributed into different levels
for analysing. The variables and its level are presented in Table 1.

Table 1. variables and levels

Variahles Levels Note Variables Levels Note
Secio demographics House characteristic
17-34 1] & maintenance
age 35-74 1 <40 0
75 and older 2 a_surfacearea (house >=40 & <0 1
Low and 0 surface area per person) | =60 & <90 2
. unlnown >=00 3
ed (education) Highschool | 1 Flat and others | 0
high 2 Terraced 1
) <15 0 hou typ (house type house, cormer
a_mcome (household =757 Tis PRI e derached | 2
’fﬂfmﬁgﬁupﬂm P Tos35& <53 | 2 Detached 3
year, enros) — 3 A RA 0
Single person 0 | ener label (energy B 1
&1 PHIEﬂt& lahel} Z 2
hou_com (household non family D.EF&G 3
composition) Couple 1 <50 0
Couple 2 | a_enerbill (energy bill >=50 & <80 1
+child(ren) per persom) >=80 & <120 2
Environmental >=120 3
attitude in_main (indoor No 0
atti_hou (house muost Apgree 0 maintanence adoption) Yes 1
become more energy Neutral 1 | out main (outdoor No 0
efficient) Dizagree 2 | maintenance adoption) Yes 1
atti ee (Energy- Totally agres 0 Energy efficient
efficient homes Apree 1 beahviours
cottribute to a liveable MNeutral and 2 EEE g (adoption <=7 1]
planet) dizaores mumber of energy- &4 1
per_ec (your household More 0 | efficient behavior) More than 4 2
uses more or lezs The zame 1 EEE attitude very important 1]
energy than other 2 importantce of energy- important 1
households?) less Eﬁ'izient behaviour) = cihera 2

DESCRIPTIVE ANALYSIS
Basic information

The respondents’ age distributions and their dwellings’ construction years are shown in
Table. 2 and Table. 3, respectively.

Table 2. Respondents’ age distribution

Age group 17-24 25-34 35-44 45-54 55-64 65-74 7;32:1
counts 15 209 312 371 634 685 230
Percentage (%) 0.61 8.51 12.70 15.11 25.81 27.89 9.36
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Table 3. Housing construction year distribution

Construction Before 1930- 1960- 1970- 1980- 1990- After
year group 1930 1960 1970 1980 1990 2000 2000
counts 338 346 251 476 365 364 316

Percentage(%) 13.76 14.09 10.22 19.38 14.86 14.82 12.87

The two tables give general information about the situations of the respondents and their
living situation. As shown in the figures, most of the respondents are older than 54. More than
half of respondents fall into the age group “55-65” and “65-74”. Most housings are built after
1970, and the group with the highest percentage is the group of “1970-1980”, about one-fifth.

Reasons for adopters and non-adopters

In this subsection, reasons for adoptors and non-adopters will be presented. The provided
energy-saving measure options in the survey include: 1) double glazing fitted, 2) additional
windows placed, 3) insulation of roof, wall, floor or walls installed, 4) solar panels installed or
replaced, 5) installed or replaced the central heating boiler or other installations, 6) other
energy-saving measure (s) carried out, and 7) no energy-saving measures implemented.

500
450
400
350
300

250
200
150
100
: I 0 =
0

Lower utility bill Making Home  Already needed
More Enjoyable for maintenance

House more
salable

Home Value
Increase

Environment Fight ventilation

or moisture
problems

Fig. 2. Reasons for adopting energy-saving measures
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100
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Notnecessary: Not started yet/ I cannot afford I don't know This does not
the house is no time / not this what the options generate enough
already energy thought about it are savings
efficient

1 don't want a
renovation

Other reason

Fig. 3. Reasons for not adopting energy-saving measures

Results show that 794 respondents (32.33%) do not adopt any energy-saving measures,
and 67.67% of them (1662 respondents) carried out energy-saving measures. Reasons for
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implemented energy-saving measures and did not implement energy-saving measures were also
asked in the survey. The top seven reasons for adopters and non-adopters are shown in Fig. 2
and Fig. 3.

About 27% of the ESM adopters referred “lower utility bill” as one of the main reasons.
Another economic reason is increasing home value, recognized by 118 respondents. Three
reasons are housing comfort-related, which are “making the home more enjoyable”, “needed
maintenance”, and “fight ventilation or moist problems”. They rank second, third, and sixth,
respectively. Considering the environment rank fourth, and it is referred by 279 respondents.
These statements of lower energy bills, protecting the environment, needed for maintenance,
and increase housing value are in accordance with the finding in most studies [8,13,14].

The first-ranking reason for not adopting ESM is the house is already energy-efficient,
which is recognized by nearly half of the non-adopters. No time and not think about it is the
second reason. Economic-related reasons include “I cannot afford this” and “not enough
savings,” ranking third and fifth, respectively. The fourth reason is information related. Finding
professionals and getting information are identified transaction costs and barriers of energy-
efficient renovations [15]. These reasons were always presented as adoption barriers. The
presented statements are common in studies, including economic reasons, information
limitation, and attitudinal reasons [14,16-18]. What is more, 29 respondents stated that the
reason for not adopting ESM is VVE (Homeowner association) does not want this.

RESULTS

This section presents the BBN analysis results. Influences’ significance is described, and
major influences are identified. This study aims to identify the importance of the variable on
households” EMS decisions. The BBN result is shown in Fig. 4. The nodes of the BBN are in
different shades, which is based on the sensitivity analysis results. The deeper shapes imply a
more significant influence on the target variable: ESM adoption. The different coloured
rectangles present the four categories of variables, which in line with Table 1. In the following
subsections, these variables and their influences will be discussed in detail.

a_surface
area
a_enerbill

ener_label

a_income

Fig. 4. BBN result
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Socio-demographics

Four socio-demographic variable were included in the study: age, education, household
average income, and household composition. As presented in Fig. 4, home owners’ age and
household composition have greater influence on ESM adoption decision compared with
education and income. The detailed results of age and household composition are shown in
Table 4. The income and the education variable is not presented as there is no numerical
difference between different levels. As shown in Table 4, home owners in the 17-34 age group
are 4% less often for adopting ESM then the overall adoption rate of 68%, and there are only
9% of the respondent belongs to this age group. Single person, one parent and non-family
households are 3% less often for choosing ESM compared with the 68% overall adoption rate,
while households of couple and child(ren) are 2% more often. These two factors do not directly
influence the ESM adoption decision. They influenced the adoption decision through the house
type factor as shown in Fig. 4. In general, 18% of respondents live in apartments. However,
37% of age group “17-24”and 24% of age group “75 and older” live in flats. And 35% of the
first-level household composition respondents lives in flats.

Table 4. Results of socio-demographic factor

Socio-demographics ie;fcc;?l(tjaegés \I(EESSM adOptlﬁlg Differences
age

17-34 9% 64% 36% -4%
35-74 82% 68% 32% 0%

75 and older 9% 67% 33% -1%
Household composition

Single person & 1 parent & 26% 35% 65% 3%
non family

Couple 48% 32% 68% 0%
Couple +child(ren) 25% 30% 70% 2%

House characteristic and maintenance

In the house characteristic and maintenance category, three factors significantly impact
the adoption decision: house type, indoor maintenance adoption, and outdoor maintenance
adoption. And the impact is direct as these factors are directly connected with the target
variable. The results of the three factors are shown in Table 5. The first level of house type is
flat and others, flats accounted for about 97% while others only occupied about 3%. The
“others” building type include farm, the house with garden business, the house with separate
shop, office, and practice. Homeowners of flats and other houses are significantly less likely to
adopt ESM than the average, with 13%. These results is in consistent with studies such as [7].
Households adopted indoor maintenance are 16% more likely adopted ESM compared
household without indoor maintenance. Moreover, households without outdoor maintenance
are 10% less often of adopted ESM compared with the overall adoption rate (68%).

Table 5. Results of socio-demographic factor

. . Respondents’ ESM adoption .
Socio-demographics pelr)centage Yes P No Differences
House type
Flat and others 18% 53% 47% -13%
Terraced house, corner house 40% 70% 30% 2%
Semi-detached 20% 71% 29% 3%
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Detached 22% 73% 27% 5%
Indoor maintenance

No 50% 60% 40% -8%
Yes 50% 75% 25|% 8%
Outdoor maintenance

No 26% 58% 42% -10%
yes 74% 71% 29% 3%

Environmental attitude and energy-efficient behaviours

As shown in Fig. 4, the number of household energy-efficient behaviours directly impacts
the ESM adoption. The attitude towards energy-efficient behaviours also impacts to some
extent, but not as great as energy-efficient behaviour adoption. However, the impacts of
environmental attitudes are not obvious. The higher the number of adopted energy-efficient
behaviour, the more likely of adopting ESM, and households with more than five types of
energy-efficient behaviours are 4% more likely to adopt ESM. Households with negative
energy-efficient behaviour attitudes are 4% less often for adopting ESM.

CONCLUSIONS

This study used the Bayesian belief network to not only identify the significant influences
of energy-efficient measures adoption in households, but also how much or less likely that
household with certain features will adopt energy-efficient measures. Results in this study in
lines with most of the existing studies. There are also some differences, such as that old
homeowners (age group of 75 and older) are less likely to adopt energy-efficient measure in
this study, while [7] suggest that elderly households are more likely to adopt energy-efficient
measures. According to the study results, households’ ESM adoption decisions are sensitive to
seven of the analysed variables, which are age, household composition, house type, indoor
maintenance, outdoor maintenance, energy-efficient behaviour, and energy-efficient behaviour
attitude. Even though 27% of the ESM adopters consider “lower energy bill” as the reason of
adopting ESM, the difference in ESM adoption among different income levels is not significant.
The environmental attitudes also have little impact on ESM adoption decisions. Most of the
respondents have positive and responsible environmental attitudes; however, the positive
attitudes do not lead to ESM adoptions. This phenomenon is described as “knowledge-action
gap” and “value-action gap” [16]. On the contrary, households’ energy-efficient behaviour
adoption implies that they are willing to take actions to save energy. Age and household
composition influence do not influence the ESM adoption directly. However, different age and
household composition groups have different housing type preference, which has major impacts
on ESM adoption. For example, homeowners under 24 years old and older than 75 years old
are more likely to live in apartments, and apartment homeowners are significantly less likely to
adopt ESM.

The governments can promote ESM in apartments and terraced house, as they have a
lower ESM adoption rate, especially for apartments. Another option is to work with housing
renovation contractors to providing more information about ESM. There are several reasons;
firstly, homes that had maintenance are more often adopted ESM. Secondly, not knowing the
options is the fourth-ranking reason for not adopting ESM.

WWW.CYSENI.COM




REFERENCES

[1] Rijkswaterstaat Ministerie van Infrastructuur en Waterstaat. Energy consumption 2019.
https://klimaatmonitor.databank.nl/dashboard/dashboard/energieverbruik/  (accessed
February 16, 2021).

[2] Rijksdienst voor Ondernemend Nederland. Policy in the built environment n.d.
https://www.rvo.nl/onderwerpen/duurzaam-ondernemen/gebouwen/beleid-gebouwde-
omgeving (accessed February 16, 2021).

[3] Ebrahimigharehbaghi S, Filippidou F, Van Den Brom P, Qian QK, Visscher HJ.
Analysing the energy efficiency renovation rates in the Dutch residential sector. E3S
Web Conf., vol. 111, 2019. doi:10.1051/e3sconf/201911103019.

[4] WEBBER P., GOULDSON A., KERR N. The impacts of household retrofit and
domestic energy efficiency schemes: A large scale, ex post evaluation. Energy Policy
2015; 84:35-43. d0i:10.1016/j.enpol.2015.04.020.

[5] HAMILTON IG., SUMMERFIELD AJ., SHIPWORTH D., STEADMAN JP.,
ORESZCZYN T., LOWE RJ. Energy efficiency uptake and energy savings in English
houses: A cohort study. Energy Build 2016; 118:259-76.
d0i:10.1016/j.enbuild.2016.02.024.

[6] SCHLEICH J. Energy efficient technology adoption in low-income households in the
European Union — What is the evidence? Energy Policy 2019; 125:196-206.
doi:10.1016/j.enpol.2018.10.061.

[7] TROTTA G. Factors affecting energy-saving behaviours and energy efficiency
investments in  British  households. Energy Policy 2018; 114:529-39.
doi:10.1016/j.enpol.2017.12.042.

[8] ACHTNICHT M, MADLENER R. Factors influencing German house owners’
preferences on energy retrofits. Energy Policy 2014;68:254-63.
doi:10.1016/j.enpol.2014.01.006.

[9] RUANGUDOMSAKUL C., DUANGSIN A., KERDPRASOP K., KERDPRASOP N.
Application of remote sensing data for dengue outbreak estimation using Bayesian
network. Int J Mach Learn Comput 2018; 8:394-8. doi:10.18178/ijmlc.2018.8.4.718.

[10] LAURILA-PANT M., MANTYNIEMI S., VENESJARVI R., LEHIKOINEN A.
Incorporating stakeholders’ values into environmental decision support: A Bayesian
Belief  Network  approach. Sci  Total Environ 2019; 697:134026.
doi:10.1016/j.scitotenv.2019.134026.

[11] LIJ., Song G., SEMAKULA HM., ZHANG S. Climatic burden of eating at home against
away-from-home: A novel Bayesian Belief Network model for the mechanism of eating-
out in urban  China. Sci  Total Environ  2019; 650:224-32.
doi:10.1016/j.scitotenv.2018.09.015.

[12] FORIO MAE, LANDUYT D., BENNETSEN E, LOCK K., NGUYEN THT,
AMBARITA MND, et al. Bayesian belief network models to analyse and predict
ecological water quality in rivers. Ecol Modell 2015;312:222-38.
doi:10.1016/j.ecolmodel.2015.05.025.

[13] LONG TB., YOUNG W., WEBBER P., GOULDSON A., HARWATT H. The impact
of domestic energy efficiency retrofit schemes on householder attitudes and behaviours.
J Environ Plan Manag 2015;58:1853-76. doi:10.1080/09640568.2014.9652909.

[14] EBRAHIMIGHAREHBAGHI S, QIAN QK, MEIJER FM, VISSCHER HJ. Unravelling
Dutch homeowners’ behaviour towards energy efficiency renovations: What drives and
hinders  their  decision-making?  Energy  Policy  2019; 129:546-61.
doi:10.1016/j.enpol.2019.02.046.

[15] EBRAHIMIGHAREHBAGHI S, QIAN QK, MEIJER FM, VISSCHER HJ. Transaction

WWW.CYSENI.COM




costs as a barrier in the renovation decision-making process: A study of homeowners in
the Netherlands. Energy Buildings 2020;215. doi:10.1016/j.enbuild.2020.109849.

[16] PELENUR M. Household energy use: a study investigating viewpoints towards energy
efficiency technologies and behaviour. Energy Efficiency 2018; 11:1825-46.
d0i:10.1007/s12053-018-9624-x.

[17] QIU Y, COLSON G, GREBITUS C. Risk preferences and purchase of energy-efficient
technologies in the residential sector. Ecological Economics 2014; 107:216-29.
doi:10.1016/j.ecolecon.2014.09.002.

[18] PELENUR MJ, CRUICKSHANK HJ. Closing the Energy Efficiency Gap: A study
linking demographics with barriers to adopting energy efficiency measures in the home.
Energy 2012;47:348-57. doi:10.1016/j.energy.2012.09.058.

WWW.CYSENI.COM




CHARACTERISTICS OF THE COMPRESSOR FOR A HEAT PUMP OF
AN AIR HANDLING UNIT

A. Frik
Vilnius Gediminas Technical University
Saulétekio al. 11, LT-10223 Vilnius — Lithuania
Email: anton.frik@vilniustech.lIt

EXTENDED ABSTRACT
OVERVIEW

Energy consumption in buildings is increasing every year. The main consumers in buildings are heating,
ventilation and air conditioning (HVAC) systems, which consume half of the energy consumed by the
European Union (EU), of which a lot is lost due to inefficient use [1]. It is HVAC systems that require
new solutions that open opportunities for creating more efficient products that directly contribute to the
achievement of the strategic goals of the EU and Lithuania to reduce energy consumption, use
renewable energy sources and improve energy efficiency. The use of heat pumps for heating systems in
buildings is not new, but their use in ventilation systems is less common. Recently, the situation has
begun to change, more and more manufacturers of ventilation units (e.g., Fl&ktGroup, Mandik,
Dantherm A/S, Komfovent, VENTS) offer air handling units with built-in heat pumps [2]. The energy
conversion modes of such devices are permanently changing in accordance with the constant change of
the outdoor air state (temperature, humidity). Flexibility, the ability to rationally respond to permanently
changing ambient air parameters is an important feature of the choice of operating mode of energy
transformers and its control. The overall seasonal efficiency of the air handling unit depends on it. The
main component dictating the operating mode of the heat pump is the compressor. The change in its
operating characteristics should be defined by the functional purpose of the heat pump. At each outdoor
temperature, the compressor must have a specific combination of pressure ratio and flow rate.
Theoretical models and experimental studies of heat pump compressors are presented in the scientific
literature, in which the issues of compressor operation efficiency are analysed. However, these works
are more focused on the operating parameters and efficiency of the compressor, little attention is paid
to the thermodynamic cycle of the heat pump and its demand. No attempt is made to follow the specific
needs of changing the cycle with a compressor. The issue is viewed from the perspective of design
solutions, not from the optimal demand mode. This work is aimed at finding out what should be the
characteristic of the compressor that effectively operates in the heat pump of the air handling unit,
corresponding to the given operating character of the heat pump. More precisely, its specific evolution
of the cycle with changes in the outside air temperature.

METHODS

The article analyses the processes of energy transformations in the air handling unit (AHU), the main
energy transformers of which are heat pump (HP) and heat exchanger (HRE). HP consists of condenser
(CN), evaporator (EV), compressor (CM) and throttle valve (TV). Along with two fans (supply — Fs
and exhaust — Fe) and the aforementioned ventilation heat recovery exchanger (HRE) we have an AHU.
The interaction parameters of these components under typical AHU operating conditions are analyzed
in this work. In the context of this study the characteristic operating conditions include states of the
ambient and ventilated room air and HP refrigerant states, primarily characterized by temperatures.

Thermodynamic processes (primarily heat transfer, transfer rates) of heat exchangers (HRE, CN, EV)
of an air handling unit are considered similar. The combination of energy balance equations for these
heat exchangers reflects the thermodynamic operation of the air handling unit.

From a numerical point of view, the properties of the selected refrigerant are important, but it is assumed
that their influence on the processes in the air handling unit is not more special than in other cases of
the reverse cycle. The refrigerant R410A is used in this study.
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9 variants of air handling units with different combinations of specific heat flow rates (Ak) of heat
exchangers (CN, EV) were selected for the analysis.

RESULTS

The change in the compressor characteristic is determined by the functional purpose of the heat pump;
at each outdoor temperature (Te) it must have a certain combination of pressure and flow rates of
refrigerant.

The results presented in the article show the dependences of the high- and low-pressure ratios of the
heat pump operating cycle of all the considered air handling unit variants on the relative flow rate of the
refrigerant. These curves reveal the performance characteristics of the heat pump compressor at specific
condenser and evaporator specific heat flows.

CONCLUSIONS

A parametric analysis has been performed. The algorithm applied to it makes it possible to determine
the required change of isotherms of the operating cycle of the heat pump depending on the outside air
temperature, the characteristics of the accompanying compressor, the possibility of its combination with
heat exchangers of heat pumps.

Keywords: air handling unit with integrated heat pump, compressor characteristics, variable outdoor
temperature
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ABSTRACT

The paper discusses measures to reduce energy consumption in households, examines their application,
the willingness to pay of the population for energy efficiency and the use of renewable energy increase
in households in the light of the research which were done recently. Households account for 72% of
total greenhouse gas emissions. Thus, they are key factors in reaching the 1.5 °C goal under the Paris
Agreement. Research shows that the use of insulating materials in renovation of building constructions
reduces the need for energy and residents are willing to pay extra for it. However, it should be
emphasized that the willingness to pay for energy savings is closely linked to the wealth of the owners,
and also household owners are placing an extra willingness to pay value on most noticeable (like
aesthetics), but non-energy benefits of the investment. Many studies focus on the impacts of various
determinants and/or willingness to pay for various types of appliances when energy efficiency labelling
is introduced, however, this review shows, that short term voluntary efforts will not be sufficient by
themselves to reach the drastic reductions needed to achieve the 1.5 °C goal. Instead, households need
a regulatory framework supporting their behavioural changes. Studies have shown that changing
household behaviour can lead to significant energy savings, resulting in lower greenhouse gas
emissions, helping to meet greenhouse gas reduction targets and improving the well-being of the
population.

Understanding and targeting the behaviour of citizens in terms of private household energy consumption
and conservation is essential in achieving energy efficiency targets. Financial incentives and education
could contribute to changing consumer’s behaviour to mitigate climate change. However, there are
many behavioural barriers for changing the behaviour of the population. Therefore, this article also
addresses behavioural barriers to sustainable energy consumption in households and provides a
structured set of measures that could help to overcome these barriers.

Keywords: climate change mitigation, households behaviour, energy saving, behavioural barriers.
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INTRODUCTION

Globally energy savings play an essential role in fulfilling climate change mitigation
objectives and consequently understanding the take up of energy efficiency retrofits and their
influence on energy demand. Variations in these retrofits across the population is vital to
comprehend their potential as outlined in Hamiltos, 1.G et al. (2016) [1]. In order to stop global
warming to 1.5°C and reach the climate and energy targets set by the Intergovernmental Panel
on Climate Change (IPPC) [2], by the European Commission [3], and by the Paris Agreement
[4],countries across all sectors encouraged to be motivated to make environmentally sustainable
choices. Such motivation measures like monetary savings, smart technologies, feedback
systems are already being implemented in several countries [5]. Unfortunately, energy
efficiency approaches alone are unlikely to deliver anywhere near the energy reductions needed
in the limited time available, however, all energy reductions will have to come from energy
conservation, involving less use of energy-using devices, including private vehicles. Achieving
such reductions will require changes in lifestyles, especially for residents of non-OECD nations
as outlined Moriarty P. and Honnery D. (2019) [6]. Considering this, a wide range of climate
change mitigation policies have been developed globally and these policies have become one
of the biggest concerns. Though discussions are still needed about effective climate change
mitigation policies that might be commonly acknowledged by society in general [7].

A large number of research investigates the links between consumer socio-demographic
characteristics, norms and attitudes and energy efficient habitual and/or occasional behavioural
choices, among which choices of home appliances. Various hypotheses were put forward, such
as that environmental sustainability behaviours is influenced by demographic factors,
awareness, knowledge, social norms and price of appliances. The possible contribution and
position of households in climate policies is neither well understood, nor do households receive
sufficiently high priority in current climate policy strategies. Households are generally believed
need to change their actions in order to mitigate the challenges posed by increasing fossil oil
consumption levels. [8] Therefore, this article also reviews the behavioural barriers that hinder
the achievement of energy saving goals in households and the policies designed to overcome
these barriers. The following aspects are discussed in more details: 1) Renovation and ,,Green
buildings®; 2) Choosing more economical devices; and 3) Behavioural barriers for energy
saving in households.

RENOVATION AND ,,GREEN BUILDINGS“ IMPACT ON ENERGY SAVINGS IN
HOUSEHOLDS

Scientists agree that reducing greenhouse gas (GHG) emissions is one of the key goals in
order to contribute to climate change mitigation for households [9, 10]. There are final energy
demand scenarios for 2015, 2050 and 2100 provided for reducing CO> emissions to achieve the
2050 carbon level target [9, 11]. Levesque A. et all [11] presented the scenario results for final
energy demand at the global level. There the authors claim, that in 2050, the Reference scenario
shows a strong increase in the aggregate demand (+62%) spurred by a growth in appliances and
lighting consumption, space cooling and water heating. In 2100, this pattern is accentuated with
a doubling of the demand compared to 2015 (+126%). However, the findings show that energy-
saving renovations can substantially reduce energy consumption and CO2 emissions in existing
buildings. [13]

Research [11] shows that renovation of buildings, where the usage of insulating materials
in construction reduces the need for energy and residents are willing to pay extra for it.
However, it should be emphasized that the willingness to pay (WTP) for energy savings is
closely linked to the wealth of the owners, and also household owners are placing an extra
willing to pay value on most noticeable (like aesthetics), but non-energy benefits of the
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investment. It demonstrates, that householders who stated lower familiarity with the Green
buildings concept, were WTP a lower price premium then those with higher familiarity. In

Table 1 are provided review measures to promote the renovation of residential buildings.

Table 1. Promotion of the renovation of residential buildings

Disseminating the
advantages of
renovation

option to be chosen, but in contrast to households
which have performed a retrofit in the past are more
conceivable to choose a pricier renovation than
homes upgrading by energy efficiency retrofit
means for the first time;

e Emission of pollutants from fuel wood and cattle
dungs used for space heating can be reduced by
increasing efficiency of the building.

o Locally available materials cum waste products can
be used as building insulation cost effectively.

Measure to promote The main findings of researches References
the renovation of
residential buildings
Information/ e Higher costs reduce the probability of a retrofit | Collins M. and

Curtis J. (2018)
[13]
Bhochhibhoya
S. and al (2017)
[15]

Government initiatives

e Grants and subsidies; Tax incentives; Loans
Researches notes that without local government
funding and motivation for greening the existing
buildings (GEB) strategy, long-term ecological
understanding and implementation can be
unsustainable.

Leung B.C.M.
(2018) [14]
Bertoldi P. et al,
(2020) [16]

Energy demand
regulation

e Demand side management and renewable energy
have a great potential in to mitigate the climate
change impact as a local effort;

¢ To maximize the co-benefits achieved with energy
related renovation measures, all main elements of
the building envelope should be improved to a
minimum energy performance dimensioned
according to the local climate;

e Halving energy demand from buildings: The
adoption of low consumption practices can save as
much as 61% of the energy that would be consumed
by 2100 in the reference scenario

Levesque  A.
and al

(2019) [11]
Bhochhibhoya
S.

and al

(2017) [15]
Ferreira et all
(2017) [17]

Consumer behaviour
changing and
Willingness to pay for
green apartments

e Customers are willing to pay a premium for features
they understand and can see the potential benefits;
o Stated willingness to pay is roughly additional 5%
for low-energy buildings is a rational investment

decision;

¢ Use of three categories to explain the level of free-
riding application which may or may not possess:
1.e. ‘Free-riders’, ‘Partial free-riders’ and
‘Dependents’;

e The negative effect of cost on renovation option is
much stronger in less energy efficient homes, in
comparison to more energy efficient homes;

e Measures to change household behaviour can
generate significant energy savings, leading to
lower greenhouse gas emissions, lowering national

Collins M. and
Curtis J. (2018)
[13]

Zalejska-
Jonsson A.
(2014) [18]
Streimikiene D.
and al

(2011) [19]
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greenhouse gas reduction targets and improving the
well-being of the country's population.

Home retrofits help to ensure the long-term stability of residential facilities by conserving
capital and energy and increasing the quality of internal operations. [20] Energy consumption
from activities in buildings at the end of the century would decrease by 11% compared to the
2015 level, instead of a 126% increase. The decrease in energy demand is driven by new
practices for hot water usage, insulation and by the increased use of efficient air conditioners
and heat pumps [11]. Dubois et al. [21] performed the research and stated, that household living
situations (demographics, size of home) greatly influence the household potential to reduce
their footprint, even more than country or city location. Having children and buying a new home
are significant factors pushing the CO> emission curve upwards. So, if people during this period
were encouraged and realised the benefits of the ,,Green Building* purchased, these emissions
could be reduced. Therefore, government programs and education would be much needed
during this period. In addition, Dietz Th. With colleagues (see Ref. [22] for more details) have
found that the national reasonably achievable emissions reduction can be approximately 20%
in the household sector within 10 years if the most effective non-regulatory interventions are
used.

CHOOSING MORE ECONOMICAL DEVICES FOR ENERGY SAVINGS IN
HOUSEHOLDS

Increasing the efficiency of all energy-using devices, or reducing their use by any means
are the two approaches for reducing energy consumption [6]. Many countries around the world
have introduced mandatory energy-efficiency labelling standards for appliances, which provide
information on the energy used by appliances to increase their efficiency. Besides, many studies
[23, 24] focus on the impacts of various determinants and/or WTP for various types of
appliances when energy efficiency labelling is introduced. The information on yearly energy
costs strongly increases the chances that consumers choose the more cost efficient appliance.
Research results emphasize that informed and rational choices of appliances could be enhanced
by the provision of monetary information on yearly energy consumption. First, with an
obligation for the producers of electrical appliances to provide information on the future energy
consumption of the product in the form of a monetary estimate. A second strategy would be to
educate consumers about the energy consumption of different appliances and how to identify
the most efficient appliances by means of brochures and energy literacy courses at schools [25].

Policy-making tools such as changing consumers’ perceived psychological benefits of
using energy-saving products through public advertising can help make consumers “feel good
while doing well” socially and environmentally [26].

Table 2 represents in more detailed the reasons of the choice of more economical
appliances in households.

Table 2. Reasons of the choice of more economical appliances in households.

Reason of the The main findings of researches References
choice of energy
saving device

For energy e The information on yearly energy costs strongly | Blasch J. et all (2019)
savings / lower increases the chances that consumers choose the | [25]
bills more (cost-)efficient appliance; Darby S. (2006) [27]

e Informed and rational choices of appliances can be | Ramos A. et al,
enhanced by the provision of monetary information | (2015) [28]
on yearly energy consumption;

WWW.CYSENI.COM




¢ Households that purchased energy-efficient air-
conditioners saved more electricity than those that
did not;

e Data on the use of electricity by households
(feedback) can decrease energy consumption.

Mizobuchi K. and
Takeuchi K. (2016)
[29]

Due to pro-
environment

e Environmental attitude and concern, as well as
psychological benefits, have a significantly positive

Xianchun L. et al
(2020) [26]

behavioral impact on respondents’ behavioural intention to buy
energy-saving devices;

e Altruistic attitude is associated with more active
participation in power saving;

¢ The rebound effect can cancel out the energy-saving
benefits of powerful appliances. As example,
“Additional-purchase households” showed
significant energy savings, whereas “replacement
households” did not;

¢ Age and household size significantly and positively
correlate with purchasing energy-saving appliance
decision.

Due to e With a stronger government call to save electricity, | Mizobuchi K. and

governments households are saving more energy. Takeuchi K. (2016)

regulation [29]

Households can save money and reduce their energy consumption by buying more
energy-efficient appliances and implementing energy-saving habits. As traditional appliances
play a key role in meeting primary needs, they are mainly found in household dwellings, and
their potential contribution to reducing overall energy consumption is still very high. Studies
have confirmed the cost-effectiveness of energy efficiency benefits from electrical appliances
compared to other sectors. [30] Research by Borg and Kelly (2011) [31] has shown that
switching to more efficient appliances can reduce average electricity consumption by 23%.
However, various policies are needed to accelerate the trend for more consumers to make the
decision to buy energy-efficient appliances instead of standard appliances. One possible
measure is a legally enforceable minimum level of energy efficiency, called minimum
efficiency standards. Price regulation through the phasing out of fossil fuel subsidies would also
lead to more energy efficiency. Another possible tool is to provide information on available
technologies, such as an energy labelling scheme, to help consumers understand which products
are the most efficient and what are the benefits of this efficiency. [32]

BEHAVIOURAL BARRIERS FOR ENERGY SAVING IN HOUSHOLDS

Energy saving in households depend to a large extent on consumer decision-making. As
a result, many scientists [33, 34, 35] take into account the insights of behavioural economics
and argue that lifestyle and behaviour change are key tools for achieving household energy
reduction goals. Behavioural barriers include spending patterns, a misconception of economic
returns, a variety of purchasing options, a lack of confidence in local and national government,
low cost-effectiveness of expenditure, a lack of appealing goods and services, and a desire for
convenience. The majority of the time, these impediments are triggered by a lack of awareness,
which has an effect on both enhancing energy quality and implementing energy-efficient
technologies. [36, 37, 38, 39] In Fig. 1, we can see behavioural barriers to reducing energy
demand in households and policies to overcome these barriers.

Policies that may help it address

Information

Behavioural barriers:

o Audits, labelling of products;

e Programs that expected consumers to focus on
lncses rather than henefite

*Uncertainty on renovation

costs/benefits and payback


https://www.sciencedirect.com/science/article/pii/S0301421516300957?via%3Dihub#!
https://www.mendeley.com/profiles/kenji-takeuchi1/
https://www.sciencedirect.com/science/article/pii/S0301421516300957?via%3Dihub#!
https://www.mendeley.com/profiles/kenji-takeuchi1/

Fig. 1: Behavioural barriers to reducing energy demand in households and policies to
overcome them. [40; 41; 42]

Users' assessments of incorrect habits have a negative effect on energy demand. The
energy benefits of an energy retrofit design can be influenced by occupant behaviour, which
lengthens the investment's payback period. [43] Research show, that public awareness of energy
efficiency and environmental concerns could be increased in order to encourage the adoption
of energy-saving alternatives. [44] Therefore, researchers [45, 46, 47] suggest using ,,Boost™
(based on enhancing human competencies) and ,,Nudge* (based on human's deficiencies in the
cognition or motivation of individuals ’intuitive system) interventions to achieve energy
reduction goals. This interventions can be effective in achieving policy goals and reducing
government spending, particularly in areas where traditional policy interventions are difficult
to control, such as energy consumption. [48]

CONCLUSIONS

Based on collected information from the different scientific reviews, the following
conclusions could be drawn which are mainly focused on changing consumer’s behaviour to
improve climate change mitigation. Firstly, the main finding was that energy efficiency
approaches alone are unlikely to be sufficient to achieve the reduction in energy demand that
needs to be achieved during the limited period of time. Instead, most energy reductions will
have to come from energy conservation, involving less use of energy-using devices, including
private vehicles. Achieving such reductions will require changes in lifestyles, especially for
residents of non-OECD nations.
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Secondly, the greatest part of researches shows that renovation of buildings and the use
of insulating materials in construction reduces the need for energy, thus residents are willing to
pay extra for it. However, it should be emphasized that the willingness to pay for energy savings
is strongly linked to the wealth of the owners, and also household owners are placing an extra
willingness to pay value on most noticeable (e.g. aesthetics), but non-energy benefits of the
investment. In addition, many studies focus on the impacts of various determinants and/or
willingness to pay for various types of appliances when energy efficiency labelling is
introduced.

Finally, studies have shown that changing household behaviour can lead to significant
energy savings, resulting in lower greenhouse gas emissions, helping to meet greenhouse gas
reduction targets and improving the well-being of the population. However, there are many
behavioural barriers to changing household behaviour. To promote energy savings in
households through housing renovation and energy-saving appliances, economic benefits, as
well as public education, should be prioritized by policymakers. In order to raise public
awareness of energy saving and environmental concerns, it is recommended to promote energy
saving opportunities that can help achieve greenhouse gas reduction targets and improve the
well-being of the population. It should be emphasized that non-monetary nudge and boost
interventions are increasingly recommended for behaviour change.
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ABSTRACT

The use of current electrical heating applications is increasing depending on the developing technology.
One of these methods is ohmic heating. The ohmic heating process is the generation of heat in the
product by passing alternating current between two electrodes and as a result, the product is heated. The
ohmic heating is known as a homogeneous, efficient and fast heating method. The novelties of this study
is the absence of studies in the model solution using the Ohmic heating process and also not specifying
the changes in the model solutions in this heating process. In this way, it is aimed to provide data about
the changes that occur especially in different sugar concentrations. The main purpose of the present
study was (I) heating the pH 3.5 sugar solution, which had 4 different Total Soluble Solid Content
(TSSC) (10-40%), from 10 °C to 95 °C, (ll) determination of total energy consumed for the ohmic
heating and (I11) the average power values of the system. The ohmic heating system consisted of a
computer, isolated transformer, test cell (Polyoxymethylene), electrodes and a custom made
microprocessor. The temperature inside the product was determined with a T-type thermocouple, and
the temperature, current and voltage values were recorded every second. It was determined that the total
spent energy in the ohmic heating process increased from 45.8 kJ to 53.0 kJ as the TSSC value increased.
In addition, the average power value of the ohmic heating system had changed depending on the TSSC
value. It was determined that the highest power value was 161 W at 10% TSSC sugar solution, while
the lowest average power value was 72.8 W at 40% TSSC. Energy efficiency was reduced as TSSC
value increased which is indicated by statistically negative significant difference (p <0.05). It showed
that the TSSC value of the sugar solution had an effect on the total energy value, average power value
and energy efficiency during the ohmic heating process.

Keywords: Ohmic heating, Energy, Sugar Solution, Efficiency
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INTRODUCTION

Due to the developing technological processes, the demand for highly efficient and
environmentally friendly heating processes in the industry is increasing. The food industry
generally prefers indirect heating. Steam is produced especially by using fossil fuels, which
means higher costs for the industry. Since the use of fossil fuels harms the environment,
researchers are looking for alternative heating techniques. Microwave heating (Sarah, Hanum,
Rizky, & Hisham, 2018), ultrasound heating (Bagherian, Zokaee Ashtiani, Fouladitajar, &
Mohtashamy, 2011), pulsed electric field heating (Chemat et al., 2017) and ohmic heating
(Icier, Yildiz, Sabanci, Cevik, & Cokgezme, 2017a) process draw attention among the current
heating techniques that are increasingly used in the industry. It is seen that the use of ohmic
heating, which is one of these heating techniques, in industry is increasing.

The Ohmic heating process is based on the heating principle of the product by passing
alternating current through the product between the two electrodes, causing the generation of
heat in the product. Ohmic heating process is expressed as a homogeneous, fast and efficient
heating especially for liquid products. It has been reported that the content of the product used
in the Ohmic heating process has an effect on the applied energy and the processing time (Igier,
2012).

The Ohmic heating method is increasingly used in food processing. When current
publications are analysed, this method is used in extraction, evaporation, cooking, dissolving
and heating applications (Cevik, 2021; Cevik & Icier, 2020; Cokgezme, Sabanci, Cevik, Yildiz,
& Icier, 2017; Déner, Cokgezme, Cevik, Engin, & I¢ier, 2020). In these studies carried out with
Ohmic heating application, the heating time of the product, electrical conductivity values and
performance were evaluated. In addition, it was determined that the homogeneity of warming
in food was examined by thermal imaging processes. In addition, it was determined that some
studies focused on the change in the quality characteristics of the product (Sabanci, Cevik,
Cokgezme, Yildiz, & Icier, 2018).

It has been determined that the Ohmic heating process is mostly focused on products such
as fruit juice, meat, milk and fish (Cevik & Icier, 2018; Icier et al., 2017a; Li & Sun, 2002;
Ruan, Ye, Chen, Doona, & Taub, 2002; Suebsiri, Kokilakanistha, Laojaruwat, Tumpanuvatr,
& Jittanit, 2019). It has been found that ohmic heating studies, especially using model products,
are quite limited. The most important criterion on the heating of product with Ohmic process is
the ionic mobility of the product. It is not possible to heat pure water with the ohmic system
because there is no molecular or ionic activity in it. It is known that pH value is an important
criterion for ionic mobility in fruit juices. Fruit juices have different sugar content and pH values
or after the applied processes (e.g.: evaporation) there is serious sugar content increases occur
in the solutions, and the effects of these differences on heating have not been fully expressed.
For this reason, sugar content is one of the most important factors limiting molecular mobility
in ohmic heating process. For this reason, in the present study, it is thought that examining the
changes in a model product in order to answer this question (relation between sugar content and
heating) in fruit juices will contribute to the literature. Therefore, the main purpose of the
present study is to heat the glucose syrups that have different sugar contents after adjusting to
the desired pH values with citric acid and to evaluate the performance values (energy and
power) at the end of the heating process.

MATERIALS AND METHOD

Materials

Model solution was used in the present study. Distilled water and glucose syrup were mixed to
prepare the model solution. In addition, citric acid, which is widely available in nature, was
used to adjust the pH value. The glucose syrup used in here had a total soluble solids content

WWW.CYSENI.COM




(TSSC) of 80% and was diluted with distilled water to the target TSSC content (10%, 20%,
30% and 40%). The pH value of the sugar solution in the target TSSC value was adjusted to
3.5. The prepared model solutions were placed in a refrigerator at 4 °C and stored until the
experiment was made.

Ohmic heating (OH)

The schematic view of the Ohmic heating system is given in Figure 1. The OH system
consists of power supply, isolated transformer, test cell, custom made microprocessor and
electrodes. While the test cell was made of polyoxymethylene, the electrodes were made of
stainless steel. First, 100 ml of sample was placed in the test cell and a T-type thermocouple
was placed at its center. In order to prevent evaporation from the test cell during the heating
process, a sealed cover was used. The model sugar solution was started to be heated at 15 °C
and the heating process was terminated at 95 °C. Temperature history data was recorded every
second with a custom-made microprocessor. In addition, current and voltage values were
recorded in every second with the microprocessor. The 0-360 V variac system used in Ohmic
heating allows precise adjustment of the desired voltage (0.5 V). The voltage gradient used in
the current study was determined as constant and its value was 13 V/cm. All trials were made
in three replications.

e==Thermo-Couple

= FElectrodes
== @ ———

4Eicvo—pro«mor e Test Cell

o

Magnetic-Stirrer

Power Supply | Isolated-Transformer
220 V-50 Hz Variac

Fig. 1. Schematic view of Ohmic heating (OH) system.

Determination of Ohmic heating energy and Power values
In the OH process, using the current and voltage values obtained from the microprocessor,
ohmic heating consumed energies (OHCE) were calculated with equation 1.

Qormic = Z(V X1 Xt). [1]

Here, V (volt), I (amper) and t (second) symbols represent the voltage, current and time,
respectively.

Depending on the energy value obtained and the duration of the ohmic heating process, the
Power values were determined with equation 2 as unit of Watts.

Qohmic
Pohmic = # [2]
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Here, P (watt), Q (joule) and t (second) symbols represent the power value, energy value and
time, respectively.

Statistical Evaluation

SPSS 16.0 (IBM, USA, 2007) package program was used for the statistical evaluation of
the results. One-way analysis of variance (Post Hoc tests) was used to examine the effect of
sugar concentration on total ohmic heating consumed energy and power value with the Totally
Random Experiment Design. One-way analysis of variance Confidence level was taken as 95%.

RESULTS AND DISCUSSION

The total consumed ohmic energy obtained in model sugar solutions with different sugar
content is given in Figure 2. It has been determined that the total ohmic energy consumed for
heating sugar solutions from 15 °C to 95 °C varies between 45.8-53 kJ. It was observed that the
total ohmic energy consumed during the heating of the 40% TSSC sugar solution was 53 kJ.
However, it was determined that this value decreased down to 45.8 kJ due to the decreasing
sugar concentration. When the effect of sugar concentration was examined, there was a
statistically negative significant difference at increasing sugar concentration (p <0.05). In
different studies, it has been reported that the heat transfer to the environment increases with
the increase of the process time and therefore the energy consumed values increase (lcier,
Yildiz, Sabanci, Cevik, & Cokgezme, 2017b). It has been reported that the increasing fat
content negatively affects the processing time and the total energy consumed values at the
cooking process with ohmic heating (Cevik & Icier, 2018). In the same study, it was stated that
the process time was shortened with the decrease of the voltage gradient and as a result the
efficiency value was reduced. In another study performed with ohmic evaporation process, it
was reported that the process time was shortened with the decrease of the voltage gradient and
the total energy consumed value decreased (Icier et al., 2017b). In the present study, especially
due to the increase in the concentration of sugar solution, molecular mobility was restricted,
and the heating time was increased. Therefore, it was determined that increasing sugar
concentration had an effect on the total ohmic energy consumed. The average power value of
the system during the heating of the model solution from 15 °C to 95 °C is given in Figure 2.
The power value obtained during the OH process varied between 161.8-72.8 W. At the end of
OH process, the average power values of the solutions with 10%, 20%, 30% and 40% sugar
concentrations were determined to be 161.8 W, 134.4 W, 97.7 W and 72.8 W, respectively.
Contrary to the total energy consumed values, it was determined that as the sugar concentration
increased, the average power value decreased. The increased percentage of sugar content in the
ohmic heating process resulted in increased processing time. The increase in the percentage of
sugar in the solution used restricts the molecular mobility and therefore increases the processing
time. For this reason, the power value was negatively affected due to the negative relationship
between time and power (Equation 2). It has been determined that the 40% sugar concentration
limits the molecular mobility and the long processing time affect the power value negatively. It
has been reported that the increasing voltage gradient shortens the process time and affects the
power value negatively at ohmic heating evaporation processes.
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Fig. 2: The total consumed ohmic energy and the power value obtained in model sugar
solutions with different sugar content

CONCLUSION

In the ohmic heating assisted heating system, the total ohmic energy consumed and
average power values were determined during the heating of the model solution from 15 °C to
95 °C. It was determined that the total consumed power value varied between 45.8-53 kJ for
10-40% sugar solutions, while the average power value varied between 161.8-72.8 W. It has
been determined that the increase in the sugar content in the solution used has increased the
processing time due to the limitation of molecular mobility and this negatively affects the power
value. As a result, the sugar concentration in the ohmic heating process had an effect on the
total consumed energy and power values.
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ABSTRACT

In Lithuania, multi-apartment buildings are significant heating energy consumers. As in many post-
Soviet countries, there are many old and energetically inefficient multi-apartment buildings with a
significant energy efficiency potential through retrofit. It can help residents save on heating energy
costs, reduce environmentally harmful greenhouse gas emissions and improve the overall image of the
city.

Scientific literature suggests that actual energy savings depend not only on technical measures
implemented but also on behavioural and other side factors that may lead to a rebound effect when
energy efficiency increase is followed by increased use of energy services. In this study, the direct
rebound effect after the energy retrofit of multi-apartment buildings is investigated. A database of 66
already renovated during 2014-2018 years period multi-apartment buildings in Kaunas city, Lithuania
was created by combining the data from various sources. Heating energy consumption data were
recalculated according to annual heating degree days to ensure comparability. The analysis has shown
that there are no significant rebound effects in most of the renovated multi-apartment buildings in
Kaunas. Among other factors, this can be explained by the relatively narrow range of comfortable in-
door temperatures and successfully implemented multi-apartment buildings energy retrofit.

Keywords: heating energy, rebound effect, multi-apartment buildings retrofit, Kaunas city.
INTRODUCTION

There are 38 thousand multi-apartment buildings in Lithuania, and the vast majority of
them (35 thousand units) were built before 1993 [1]. They were built following low-quality
standards and using poor construction practices. In many cases, they have not been adequately
maintained for a long time. As a result, most Lithuanian multi-apartment buildings fail to be
energy-efficient. This leads to increased expenditures on heating. The residents of apartments
in energy-inefficient buildings may have to pay 2-3 times or sometimes even ten times more
for heat compared to heating expenditures of newly built and energetically efficient multi-
apartment buildings residents [2].

Estimates of the Lithuanian Association of Heat Suppliers [3] show that even minor
energy retrofit of a multi-apartment building (i.e., the arrangement of the engineering systems)
may reduce the payments for heating per apartment on average by about 15 Eur/month (this
would be approximately 90 Eur during the entire heating season). The effect of complete energy
retrofit would be even more considerable as heat consumption may be reduced more than three
times based on energy audit data. Although there is a substantial technical energy efficiency
potential, actual energy savings also depend on additional factors. Thus, an accurate estimation
of the realisable energy-saving potential must take into account implicit factors, such as the
rebound effect [4], especially direct rebound. The direct rebound effect in the household sector
can be observed when multi-apartment buildings energy retrofit reduces the effective cost of
the heating service, but increased consumption due to many factors increases them again. The
rebound effect is also important in shaping the nation‘s energy policy, as its size can determine
the extent to which energy efficiency improvements can achieve the intended goals [5].
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Rebound effects in Lithuania are rarely analysed despite the claims that the rebound effect
for domestic energy services consumption in Lithuania is highest in Europe as energy
consumption growth is much more significant than energy efficiency improvements [6]. It
should be noted that the rebound effect's statistical estimations may be misleading if highly
aggregated data are used since the aggregation effects may be treated as rebound evidence.
Therefore, more attention has to be paid to individual efficiency programs and individual energy
consumption changes before generalising.

The multi-apartment building energy retrofit program can be considered as the largest
program oriented towards household energy consumption in Lithuania. The analysis of rebound
effects related to the energy retrofit of multi-apartment buildings presented in this paper focuses
on the Kaunas case, which may be considered as representative in the Lithuanian context.
Average climatic conditions due to the location in the middle of the country, energy retrofit
progress rate close to Lithuanian average, and other factors make this case relevant for the
description of the overall Lithuanian situation.

In this article, a dataset of 66 of multi-apartment building energy retrofit cases is analysed
observing energy consumption changes over time to examine the rebound effect's existence.
This article is separated into different sections. Section 2 overviews multi-apartment buildings
modernisation process in Lithuania, Section 3 analyses rebound effect in residential sector,
Section 4 presents research methodology, Section 5 discusses research results, and Section 6
lists the main conclusions.

AN OVERVIEW OF MULTI-APARTMENT BUILDING MODERNISATION
PROCESS IN LITHUANIA

To increase energy efficiency and contribute to the development of reliable and efficient
energy, the government is actively promoting multi-apartment building retrofits in the country.
The current program foresees a set of measures to promote energy retrofit of multi-apartment
buildings. It includes reconstruction or replacement of heating and hot water systems, roof
insulation and etc.

According to Housing Energy Efficiency Agency (BETA) [7], 3126 thousand old multi-
apartment buildings were successfully renovated in Lithuania since 2004 when Lithuanian
housing strategy was approved, and old multi-apartment buildings retrofit processes began.

percentage of renovated multi-apartment

buildings
I 17,8%

4,4%

7,6%

4,4%
6,7%

Source: created by the author based on data from BETA (2021)
Fig. 1. Percentage of renovated houses by districts (Housing Energy Efficiency Agency
(BETA), 2021)
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There are considerable differences in renovation pace among areas of the country. As
shown in Fig. 1, the share of renovated multi-apartment buildings in the total multi-apartment
building stock varies from 4,4 % to 17,8 %, with Alytus county leading in this process (282
renovated multi-apartment buildings out of 1582). Various reasons explain these differences,
starting from housing stock structure and ending with national government support for certain
municipalities and local administrative capabilities. Residents’ expectations about future
savings also play a considerable role in the individual decision-making process and,
consequently, in the pace of the overall modernisation program. Therefore, the research that
sheds more light on building modernisation can contribute to better informed and rational
decisions.

Out of all ten Lithuanian counties, Kaunas county is currently the renovation leader by
absolute numbers, with 580 already renovated multi-apartment buildings. The rather low
relative share of renovated multi-apartment buildings (7.3 %) may also be related to the specific
housing stock features in Kaunas: due to historical reasons, a significant share of multi-
apartment buildings consist of very small buildings (3-4 apartments per building) and tend not
to participate in a state-wide modernisation program. In this study, the main attention is paid to
larger buildings with 3 to 13 floors and 3 to 100 apartments.

REBOUND EFFECTS IN RESIDENTIAL ENERGY CONSUMPTION

Li and Lin defines rebound effect as “the lost part of energy conservation which is offset
by increased energy consumption® [8]. There are different types of rebound effect: direct,
indirect and economy wide [9]. One of the most important of them is direct rebound effect, as
it is directly related to the efficiency of multi-apartment buildings retrofit.

Han, Shi, Yang and Wang [10] divided direct rebound effect in energy into these four
categories:

The same consumer for the same goods or services;
Different consumers for the same goods or services;
The same consumer for different goods or services;
Different consumers for different goods or services.

The most vivid rebounds fall to the first category that is also the most likely for heating
after energy retrofit. It might be well that low energy efficiency level is related to insufficient
heating due to either technical or income limitations. Other categories of rebound effect are less
strictly defined due to possible overlapping links, and their unambiguous identification is far
more complicated.

The factors causing the rebound effect in household heating energy consumption are
extensively studied in the literature. Several of them were singled out after an analysis of the
scientific literature:

e Heating energy prices. Energy efficiency improvements lead to reduced energy
consumption and reduced expenses for energy. As a result, residence buildings tend to
consume more. [11]. Energy efficiency improvements should reduce energy
consumption and increase cost per unit of energy to cover all fixed costs. Thus, in most
of the cases, energy price increase should stipulate further reduction of energy
consumption. However, heat price fluctuations may be caused by other reasons, for
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example market developments or structural changes in the energy sector, as was the
case with the shift to biomass in Lithuanian district heating.

e Households income. The lower rebound effect is recorded when high income is
received and then there is less sensitivity to energy service prices [12]. In other words,
if the income does not restrict energy consumption before the implementation of energy
efficiency measures, likely, that their implementation would not cause a significant
increase in the consumption of energy services afterwards.

e Households behaviour. The larger change in consumption can be explained by
household behavioural factor such as time spent at home, comfort preferences and
others. Behavioural factors are usually not included in the predictions [13]; Behavioral
factors may be determined by energy retrofits (increased comfort provides an incentive
to spend more time at home) or related to external factors such as lockdowns due to
pandemics.

e Climate change. Warmer winters imply less need for thermal insulation [14] which
means that a rebound effect would also be smaller. To extract a "pure "rebound effect,
climate-corrected energy consumption values have to be used.

METHODOLOGY

Overall, there are 239 already renovated multi-apartment buildings in Kaunas city. A
database with 66 of them retrofitted during 2014-2018 years period was created by using AB
Kauno energija, SPSC (centre of construction products certification) and BETA (Housing
Energy Efficiency Agency) data.

As stressed in the previous section, the rebound effect is observed in the context of various
other changes in the system analysed. However, the "pure” rebound effect is mainly related to
the reduced expenses due to energy savings and increased availability of funds to be used for
energy needs. To isolate additional factors, actual energy consumption data have to be
corrected.

Heat consumption during a year heavily depends on weather conditions that particular
year. If corrections are not made, increased heat consumption due to colder winter might be
treated as the rebound effect. To avoid this misinterpretation, heat consumption data were
corrected using heating degree days (HDD). “Heating degree day describes the demand for
energy needed to heat buildings” [15]. The following equation was used to calculate corrected
heat consumption values:

HDD;
HDD7

corrected consumption; = ( ) X actual consumption,,

there HDD, is normative heating degree days, HDD, is average yearly heating degree days
during 2011-2019 period and actual, is heat consumption in the year t.

To determine the direct rebound effect the heating energy consumption corrected by
heating degree days (HDD) for each of the multi-apartment building was observed in up to the
first five years after retrofit implementation depending on the year in which the retrofit was
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completed. This reflects an assumption that residents may increase energy consumption after
realising actual energy savings (benefits they obtain) during the first year after the retrofit.

Heating energy consumption in the first five years after retrofit was ranked on a scale of
1 to 5, where the higher number means lower heating energy consumption.

The rebound effect was identified by using two methods.

Method number 1: assuming that in all the years following retrofit, the multi-apartment
building consumes more heating energy than during the first year after retrofit.

Method number 2: assuming that the average heating energy consumption for the whole
of the following year is significantly higher than the consumption during the first year after
multi-apartment buildings retrofit.

RESULTS

One can intuitively assume that heat consumption should decrease significantly after
retrofit implementation. In order to check whether there are exceptions in the case of Kaunas
city, the heat consumption in the first year after renovation and before the renovation was
compared. A comparison is given in the scatter plot below. However, the model presented in
the graph is not very accurate due to the relatively low level of the coefficient of determination
equal to 0,397.

00
y=1,0697x + 66,145
R = 0,397

250

0

&

Before retrofit

o 0 40 2] &0 100 120 140

First year after retrofit

Fig. 2. Heating energy consumption during year of the retrofit end and first year after retrofit
(KWh/m?)

It was noticed that already in the first year after the renovation the heat energy consumption
decreased proportionally compared to the year before the renovation, therefore there are no
exceptions in Kaunas city.

Examining the rebound effect in the first five years after renovation, the number of multi-
apartment buildings is different and varies every year, because five years have not yet passed
since the end of some of their renovation.
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Assuming that in all the years following the retrofit of the multi-apartment building, the
multi-apartment building consume more heating energy than during the first year after retrofit
(method number 1) and assuming that the average heating energy consumption for the whole
of the following year is significantly higher than the consumption during the first year after
multi-apartment buildings retrofit (method number 2) the rebound effect in the first five years
after renovation was examined. The number of multi-apartment buildings is different and varies
every year, because five years have not yet passed since the end of some of their renovation.
100%
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50%
40%

30%
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Number of multi-apartment buildings
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Method number 1 Method number 2

B Rebound is observed  Rebound is not observed

Fig. 3. Observed rebound effect

According to both rebound effect calculation methods, the rebound effect in the renovated
Kaunas city multi-apartment buildings is observed in rare cases. The maximum rebound effect
equal to 9.09 % was observed with the first method, and with the second method it is only equal
t0 6.06 %.

The weak rebound effect is also revealed by the studied dynamics of heat energy consumption
in percent.
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Fig. 4. Changes in heating energy consumption

Energy consumption decreased in the majority of buildings. It is difficult to identify the
reasons of energy rebound in the remaining buildings. For further analysis to determine the
reasons for the increase in heat energy consumption after retrofit implementation, the behaviour
of the residents could be analysed along with the analysis of technical features.

CONCLUSIONS

Current building modernisation progress with less than ten percent of the stock retrofitted over
the last sixteen years is far from sufficient, taking into account ambitious decarbonisation and
energy efficiency targets. An analysis of rebound effects in building modernisation contributes
to better-informed decisions and evidence-based energy policy.

Identification and evaluation of rebound effects require side factors to be isolated. Energy
consumption recalculations based on heating degree days enables a fair inter-temporal
comparison of energy consumption in different years. Consequently, this allows the
identification of rebound effects after building energy retrofit.

The analysis has shown that there is no significant rebound effect in renovated multi-apartment
houses in Kaunas. This can be partially explained by the nature of district heating. First, before
retrofits, residents typically fail to have a real possibility to reduce their energy heating
consumption. Therefore, it is less related to income constraints, even in lower-income
households. Second, the indoor temperature that ensures the highest comfort level falls to a
relatively narrow range. Thus, the residents have limited motivation to increase temperature
despite the insignificancy of additional heating expenditures after the retrofit. Finally, energy
efficiency investment not necessarily reduces total energy-related expenses: although heating
expenses decrease, additional payments are related to the cost of the energy retrofit. If they are
significant, the changes in the household budget may be modest.
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ABSTRACT

Distribution electricity networks (DENS) are an important element in the power system, serving as a
link between the generation system via feeder networks and electricity consumers. DENs are
characterized by long lines, a significant number of substations, a branched and complex structure, and
high requirements for reliability of power supply and quality of electricity at consumers. The role of
DENs in ensuring the reliability of electricity supply to consumers is increasing in terms of the
introduction of the new model of competitive electricity market in Ukraine. The assessment of the
technical condition and reliability indicators of DENs of Ukraine performed in the article confirmed the
need to develop and implement measures to improve the efficiency of their functioning.

The groups of technical and organizational measures to improve the efficiency of DENs functioning
were developed by the authors taking into account the current situation in the electricity market of
Ukraine, load characteristics, technical condition, features of the structure and functioning of the DENs.
These measures take into account the possibility of attracting modern methods and technologies,
scientific and technical means for a comprehensive approach to solving the problem under study.

The main trends in the development of the energy sector have been taken into account by the authors in
formulating options to improve the functioning of the DEN: Measures to improve operational efficiency
and ensure the required level of operational reliability have been identified for urban, industrial and
rural DENS using the proposed criterion. The analysis of the results shows that there is no single solution
to this problem. The justification for measures to improve efficiency of electricity network operation
should be given on an individual basis for each specific DENSs.

This paper presents a comprehensive technical and economic criterion, which was developed by the
authors to quantitatively assess the feasibility of applying the proposed measures to improve the
functioning of the DENs. The maximum profit of the energy distribution system as one of the
participants of the electricity market is used as this criterion. Requirements for ensuring the DENs mode,
reliability of power supply to consumers and quality of electric power are considered as limitations. The
value of the developed integrated technical and economic criterion was 0.61 + 0.97 for urban, 0.63 +
0.97 for industrial and 0.58 + 0.98 for rural DENs under study.

Keywords: distribution electric networks, electricity market, economic criterion, profit, renewable
energy sources, regime, reliability, electric energy quality
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INTRODUCTION

Distribution electric networks (DENSs) are an important element in the electric power
system, performing communication between the generation system through the supply network
and electricity consumers. A new model of electricity market is introduced in Ukraine. The
power supply system is interconnected with the power supply system operator in accordance
with a new model, due to the safety of the current power supply, ensuring the requirements
harmonization of electricity consumers with the current situation in the electricity market. This
indicates that the quality, safety and DENs operation reliability determine the efficiency of the
whole Ukraine unified energy system (UES).

Maintaining the required level of DENs operation reliability requires the certain DENs
technical status provision, which involves the development and implementation of technical
and organizational measures to improve the DENs functioning efficiency, taking into account
the development state and DENSs functioning peculiarities, current situation in the electricity
market and current trends in the development of electricity transmission engineering and
technology. Thus, identifying the most feasible measures to improve the DENs functioning
efficiency in the electricity market is a complex and at the same time very important practical
task for Ukraine's energy sector.

Much attention has been paid to the issues of improving the DENs operation by both
scientists and employees in energy systems around the world. Among the most significant are
the studies on circuits optimization and electricity losses reduction in electric networks [1-4],
new technologies introduction to increase the efficiency of electricity transmission and
distribution [5-9], study of the modern DENSs operation modes peculiarities [10- 13],
improvement of electricity quality in DENs [14-17]. However, the issue of quantifying
measures to improve the DENs functioning efficiency is not well developed to date, despite the
considerable publications volume.

The measures evaluation to improve the DENs functioning efficiency, taking into account
the network structure peculiarities, the consumers functioning and the current situation in the
electricity market, was the purpose of the conducted research.

TECHNICAL STATE CHARACTERISTICS OF THE DISTRIBUTION ELECTRIC
NETWORKS IN UKRAINE

The current electricity distribution system in Ukraine is located in the territory of 27
regions and includes more than 1 million km overhead power lines and cable power lines of 0.4
— 150 kV power transmission and over 200 thousand 6 - 150 kV transformer substations [18].
The block diagram of the electricity distribution system in Ukraine is presented in Fig. 1.

[ Marketbilateral agreements J [ Market "day ahead" J

[ Intraday market J [ Balancing market }

$

ﬁ 1 Distribution systems operators

Electricity market

{ Distribution system of electric
energy

) i - 3

L Electrical installations of electric

energy consumers J \ Consumers of electric energy {

Fig. 1. The block diagram of the electricity distribution system in Ukraine
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Each electricity distribution system is serviced by the distribution system operator, which
in Ukraine is created through on-base discharge from former power companies. Main tasks of
the distribution system operator are to ensure fair, transparent and non-discriminatory access to
information for all participants in the electricity market, as well as to maintain the necessary
technical condition, to provide the service of consumers' electrical installations connection to
the distribution system in accordance with the distribution system code [19] and to organize the
management of distribution system modes according to [20]. The operator also plans the
distribution system development taking into account energy efficiency measures and the main
directions of the country's energy industry development strategy [21].

Distribution systems have construction features, depending on the nature and customers
territorial location they serve. The electricity consumption structure in Ukraine in the consumer
groups context is presented in Fig. 2 according to the National Power Company Ukrenergo [22].

household Tndustry
CONSUITIErS 2907,
330
Other non- _
industrial Agricultural
CONSMIIETS CONSUINErs
T 2%

TTtility
CONSUIMErs Construction Transport

13% 1% e
Fig. 2. Electricity consumption structure in Ukraine for 2019

The analysis shows that the structure of electricity consumption in Ukraine is
quantitatively dominated by household consumers and utility consumers, located and territories
of settlements. A significant share in the electricity consumption is also made by industrial
consumers who are located in the settlements territory or in the immediate vicinity of them.

DENs are characterized by a large length of lines, a significant number of substations, a
branched and complex structure, high requirements for the power supply reliability and the
quality of electricity among consumers.

At the same time, DENSs have the structural construction specifics, operation, operational
reliability and mode control, depending on which particular electricity consumers prevail in the
composition. DENs can be conditionally allocated as urban, industrial and agricultural. So,
urban DENSs are characterized by a high load density. They are performed mainly by cable
power lines (PLs) using a rated voltage of 10 (6) and 0.4 kV. Distribution points and two-
transformer transformer substations (TS) are used quite often in the structure, loopback
networks radial and double-beam prevail. Industrial networks have a small length and high load
density, 110/10 kV overhead lines for power supply of deep input substations and cable lines
for shop transformer substations power supply and intra-shop networks are used, double-beam,
radial and backbone network circuits prevail. Agricultural networks are characterized by their
considerable length and low load density. Overhead power lines with a nominal voltage of 110,
35, 10 (6) and 0.4 kV are used, backbon, radial and loopback networks prevail. The DENs
characteristics by predominant consumers types are presented in Table 1.
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Table 1. The DENs characteristics by predominant consumers types

. DENSs type
The sign name Urban Industrial Agricultural
Load density high medium, high low
DENSs length small small Much
Power lines type cable power lines overhead power overhead power lines
lines and cable
power lines
DEN configuration double-beam, double-beam, backbone, radial,
radial, loopback radial, backbone loopback
Voltage 10(6), 0.4 kV 110, 10(6), 0.4 kV | 110, 35, 10(6), 0.4 kV

The current DENSs technical status in Ukraine is characterized by the following factors:

- significant physical and moral deterioration of the equipment (DENs average age of
infrastructure is more than 30 years, and the total wear rate exceeds 65%, which is shown in
Fig. 3), which can lead to emergencies and disruption of the electricity supply to consumers;

- inefficient DENs configuration, which is a consequence of the gradual development and
reconstruction, it manifests itself in a considerable length of transmission lines, as well as in the
sub-optimal electrical networks structure, which leads to an increase in voltage and power
losses, a decrease in the quality of electricity in such DENS;

- measurement systems imperfection, relay protection and operational control, low
automation level, which reduces the modern technologies introduction efficiency, equipment,
devices and means for ensuring efficient and reliable electrical networks and systems
functioning;

- low capacity of transmission line, which causes difficulties in the network further
development, complicates the new subscribers connection (both consumers and distributed
generation sources);

- increase in the distributed number of generation sources in the DENs, which have an
unstable power output schedule, which leads to an imbalance of the generating capacities
structure and reduces the regulating efficiency of electric networks and systems modes;
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Fig. 3. Service life of DENs equipment in Ukraine

- unstable operation and emergencies, which leads to a decrease in the quality of
electricity supply to consumers and is expressed in an unsatisfactory level of the average
duration index (SAIDI) and the index of system shutdowns (SAIFI) for DENs in Ukraine (the
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power interruptions duration in Ukraine ranges from 580 to 870 minutes (Fig. 4), while in EU
countries - up to 40 minutes [23]);

- low efficiency of electricity transmission, which leads to an increase in the electricity
cost in the Ukrainian UES.
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Fig. 4. Dynamics of reliability indicators for DENs in Ukraine

The DENS role in ensuring the reliability of power supply to consumers is growing in the
new model introduction context of a competitive electricity market in Ukraine. The performed
assessment of the DEN technical condition and reliability indicators confirmed the need for the
development and implementation of measures to increase the DENSs functioning efficiency.

It should be noted that the mechanism of new liberalized market in Ukraine provides
more opportunities for DENs to address the implementing measures issues to improve the
operation efficiency and improve the quality of electricity supply to consumers.

WAYS TO INCREASE THE FUNCTIONING EFFICIENCY OF THE
DISTRIBUTION ELECTRIC NETWORKS IN UKRAINE IN THE
ELECTRICITY MARKET CONDITION

The technical and organizational measures groups to increase the DENs functioning
efficiency were developed taking into account the current situation in Ukraine electricity
market, load characteristics, technical condition, structural and DENs functioning features.
These measures take into account the attracting modern methods and technologies possibilities,
scientific and technical means for an integrated approach solving this problem.

The main trends in the energy industry development in Ukraine were taken into account
when drawing up options for increasing the DENSs functioning efficiency:

- an increase in the number of distributed generation sources on DENSs, which are
increasingly being renewable energy sources (RESS), is observed in current conditions;

- the using energy storage systems (ESSs) in RESs is appropriate to increase the RESs
generation stability;

- the using intellectual equipment, automated electricity metering systems and DENs
operating modes control for the implementation of subsequent Smart Grid technologies is one
of the Ukrainian energy strategy priority areas;

- giving advantage to innovative technical solutions.

The main measures for improving the DENs efficiency can be divided into technical and
organizational, the list of which is presented in Fig. 5.

WWW.CYSENI.COM




Measures to improve the DENs efficiency
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Fig. 5. Classification of reliability measures to improve the DENSs efficiency

In order to formulate a list of measures, it is advisable to choose the measures from the
general list that are most economically and technically feasible for the electricity networks
under consideration for each specific task. The DENSs characteristics, the source and investment
size for the implementation of practical measures to improve the DENSs efficiency should be
taken into account.

CRITERION FOR MEASURES EVALUATION FOR INCREASING THE
FUNCTIONING EFFICIENCY OF UKRAINE DISTRIBUTION ELECTRIC
NETWORKS IN THE ELECTRICITY MARKET CONDITIONS

A comprehensive technical and economic criterion was developed to quantify the
feasibility of applying the proposed measures to increase the DENs functioning efficiency. The
maximum energy distribution system profit as one of the participants in the electric energy
market is used as this criterion [24]:
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M
Ky (Xx)= ZWRm ‘Rm(x)+Wc 'C(X)+WK ‘K(X)"‘qu 'UESS(X)’
m=1

1)
where x — the number of measures group to increase the DENs functioning reliability, which is
characterized by a network parameters vector; R, (x) — DENS reliability index (SAIDI, SAIFI,
MAIFI, ENS, etc.), the value of which is determined in accordance with [25]; M — the quantity of
DENSs reliability indices, which are taken into account in the calculation; C(x) — total costs of
measures in the electricity distribution system to increase the DENs functioning reliability; K(x) —
the amount of compensation to consumers for guaranteed quality standards violation for the
provision of electricity services, which the distribution system operators counts and provides the
consumer in accordance with [26]; 7, (x) — efficiency of the ESSs used; Wg » We, Wy, W,

NESS

— weight coefficients that take into account the importance of the DENSs reliability indices R,,(x),

the total cost of measures to increase the reliability of C (x) and compensation to consumers for
guaranteed quality standards violation for the provision of electricity services K(x) according to
the electricity market current state, as well as the efficiency of the ESSs used.

Requirements for ensuring the DENSs regime, the power supply to consumers reliability
and the electric energy quality are considered as limitations [24]:

SAIDI(x) < SAIDI 5,  SAIFI(x) < SAIFI

MAIFI (x)< MAIFI ,,, ENS(x)<ENS_ .., |, (2)
PEEQ ( X ) < PEEQ max ' Pmode ( X ) < Pmode max ?
where SAIDI ., , SAIFI .., MAIFI .., ENS .. —the maximum values of the reliability indexes

for distribution electric networks, which correspond to the required level of electricity supply
services; Py, —maximum permissible values of electric energy quality indicators; P,

modemax

maximum allowable DENs mode parameters values (voltages at the network nodes, currents in the
lines, etc.).

To determine the expedient measures to increase the DENS reliability from the list of
calculated efficiency criteria, determine the minimum:

K (x)—>min. ©)

ANALYSIS OF MEASURES FOR INCREASING THE FUNCTIONING
EFFICIENCY OF UKRAINE DISTRIBUTION ELECTRIC NETWORKS IN THE
ELECTRICITY MARKET CONDITIONS

Measures to increase the DENs functioning efficiency and ensure the operational
reliability required level were identified for more than 30 urban, industrial and rural distribution
zones using the proposed criterion. The most appropriate of the measures considered were
selected using the developed criterion (1). The calculation results are presented in Table 2.

An analysis of results showed that there is no single solution to this problem. The
justification of measures to increase the functioning efficiency should be given individually for
each specific DEN.
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Table 2. Evaluation of measures to improve the DENs functioning efficiency

The number Efficiency criteria for DENs K (X)),
of measures - .
The characteristic of rel. units
group to .
: measures to improve
increase L
DEN DENs functioning ) )
-INS efficiency Urban | Industrial | Agricultural
functioning
efficiency x
1 Intellectual equipment 0.73-0.85 | 0.71-0.83 0.79-0.88
installation
2 Conversion of the electrical | 0.89-0,91 | 0.81-0.92 0.69-0.86
network from 10 kV to
20 kV using protected
wires
3 Protected wires using 0.88-0.96 | 0.78-0.89 0.62-0.78
4 Reclosers installation 0.65-0.77 | 0.86-0.97 0.58-0.79
5 Distributed generation 0.76-0.97 | 0.88-0.95 0.67-0.83
implementation, relay
protection mode change
6 ESSs implementation 0.73-0.88 | 0.67-0.84 0.62-0.82
7 Distributed generation 0.61-0.84 | 0.63-0.82 0.58-0.78
implementation, ESSs
implementation
8 Electricity metering 0.91-0.95 | 0.89-0.97 0.92-0.98
systems improvement

CONCLUSIONS

The performed analysis showed that the unsatisfactory technical state of modern DENs
in Ukraine significantly reduces the efficiency and reliability of both DENs and the Ukrainian
UES as a whole.

In order to increase the reliability of DENs functioning for each of the regional electricity
distribution systems, it is necessary to develop and implement a number of organizational and
technical measures that will update the structure and configuration of networks, and will
contribute to the electrical networks intellectualization development.

A criterion of technical and economic efficiency, which takes into account the DENs
characteristics and technical status, current state features of the electricity market and the
charging consumers specifics for quality standards violations in Ukraine, was developed to
substantiate the applying measures feasibility to improve the DENSs efficiency.

Projects implementation to improve the DENSs efficiency and reliability requires careful
evaluation and significant investment, but their implementation is a prerequisite for the further
development of Ukraine's energy sector.
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ABSTRACT

An experimental study is carried out to investigate the thermal behaviour of Li-ion cell following the of
phase change material (PCM)/graphite matrix, which is a passive thermal management method. The
PCM (RT42, paraffin/ organic), is impregnated to the graphite matrix, with the bulk density of 75 g/L.
Cooling performance of the single cell is reported at 2.5C discharge rates for PCM/graphite matrix and
also air cooling, comparatively. The time-history of temperature measurements, thermal camera
imaging, and voltage-capacity curve are obtained to reveal the thermal performance of PCM/graphite
matrix in detail. The results illustrate that PCM/Graphite Matrix has a significant effect on the phase
change heat transfer, operating temperature, and available capacity comparatively to air cooling.
Effective thermal conductivity which enhances the heat transfer rate is shown to increase 40 times
compared to that of pure paraffin. Operating temperature and temperature gradient throughout li-ion
surface decrease by 34 % and 80 % compared to the air cooling, respectively. Operating time within
safe temperature limits is increased 30 % compared to natural air cooling. Utilized capacity is increased
by 16 % compared to natural air cooling. Uniform melting behaviour is observed based on highly
conductive abundant thermal paths for PCM/graphite matrix. It is also disclosed that heat transfer takes
place by dominant conduction for the PCM/graphite matrix.

Keywords: Thermal management, cooling, li-ion, battery, pcm, graphite, expanded graphite
INTRODUCTION

The progress of electric vehicles (EVs) in recent decades is viewed as a considerable
potential to minimize environmental pollution depends on combustion-related
emission/greenhouse gases and energy problems [1]. The key parameter of electric vehicles is
to produce the promising energy storage technology which can support high driving mileage
and fast acceleration. Among battery technologies, li-ion batteries are the most promising
power sources with no memory effect, lower self-discharge, lower mass density, higher energy
density and stable performance for EVs and also other applications such as electronics, robotics,
aeronautics and space, renewable energy sources, etc. One of the major hindrance regarding the
li-ion is temperature-caused degradation. There are two main temperature concerns about li-ion
batteries: unacceptable operating temperature, low-temperature uniformity. Adverse effects of
temperature can be categorized as high temperature-caused performance degradation, thermal
runaway, temperature maldistribution, and low-temperature behaviour. To obtain the optimum
performance, the operating temperature of the li-ion battery needs to be kept within an
acceptable range of —20 °C - 60 °C /15 °C - 35 °C. Besides, the maximum temperature
difference among cells in the battery pack is desired to be less than 5 °C. Therefore, a well-
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designed thermal management system is required to ensure better battery performance and
safety during charge/discharges [2-6].

A battery thermal management system (BTMS) can be categorized into active, and
passive. Among these methods, BTMS through phase change material (PCM, solid/liquid) of
passive method is an attractive way due to high energy storage capability and isothermally
process. Besides, a PCM-based battery thermal management system ensures minimizing the
complexity and providing weight, volume, power consumption, noise, and esthetic savings.
Therefore, many studies have been conducted by researchers on PCM-based BTMS during the
last decade. Nevertheless, thermal conductivity and leakage issues of PCM-based thermal
energy storage systems including solid/liquid phase transition and organic/paraffin type are two
main bottlenecks restricting usage of PCM-based technology. Thermal conductivity affects the
thermal diffusivity (o, m2/s) negatively. Lower thermal diffusivity means heat transfer and
phase transition slowly. Besides, during melting (solid-liquid), form stable is not provided. So,
it requires encapsulation of PCM. This weakness of material depending on its nature can be
improved using different methods investigating by researchers including increasing the heat
transfer surface area [7], geometric optimization [8], dispersing particles (carbon, nano, etc.)
with high thermal conductivity [9], insertion of metal matrix [10], impregnated graphite
foam/matrix [11], encapsulation [12].

Among the heat transfer enhancement strategies, graphite matrix has become one of the
topics of increased research interest with its potential of improving the thermal conductivity of
PCM and phase change heat transfer process and preventing leakage issue. Graphite matrix
ensures these advantages depending on high porosity reaching 95 %, low density, high thermal
conductivity, good mechanical properties, compatibility with surfaces proving high ratio of
surface area to volume, and chemically non-reactive nature. Also, a graphite matrix is a porous
medium that provides an encapsulation of PCM. The phase change material is impregnated to
the graphite matrix by capillarity and surface tension phenomena. Impregnation encapsulation
is one of the shape-stabilized PCMs methods which allows phase change materials to retain
solid phase form during the solid-liquid phase transition and does not allow any leakage.
Therefore, shape-stabilized PCM is one of the effective ways of encapsulation [12].

Recent investigations on the thermal management of li-ion batteries for PCM/graphite
matrix are given as follows. Mills et al. [13] first reported (within the authors' knowledge) an
expanded graphite matrix for battery cooling. They studied thermal conductivity, paraffin mass
fraction, and latent heat of fusion of PCM/graphite matrix composite samples. They revealed
the potential of the PCM composite for passive thermal management systems. Kizilel et al. [14]
investigated the effect of the PCM/graphite matrix thermal management systems over
conventional active cooling systems. The results showed that the surface temperature of the
cells was kept at lower temperatures when PCM was used. A numerical study was conducted
to investigate the cooling performance of PCM/graphite matrix structure for a cylindrical
battery pack by the same research group Kizilel et al. [15]. The PCM/graphite matrix helped
the battery to achieve a more uniform distribution and to avoid the propagation of a thermal
runaway from one cell to the entire pack. Somasundaram et al. [16] carried out a numerical
study by using a two-dimensional, transient mathematical model comprising conservation of
charges, species, and energy for cylindrical li-ion battery under different discharge rates. The
results showed that lower temperature measurements were observed with a PCM/graphite. The
thermal performance of composite PCM-based BTMS was performed by Greco et al. [17]. They
observed that the relation between latent heat and thermal conductivity was important. The
authors also presented that the bulk density of graphite-matrix was a critical parameter for
optimizing the PCM/graphite matrix BTMS. Swhietzer et al. [18] developed a lumped (0-D)
numerical model for simulating the thermal response of a lithium-ion battery pack with a
PCM/graphite matrix. Lin et al. [19] used expanded graphite matrix and graphite sheets to
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enhance the low thermal conductivity of PCM (paraffin/EG). The results showed that the
uniform temperature distribution of the batteries was provided by PCM. Wilke et al. [20]
investigated the effect of the solid-liquid phase change composite (PCM/graphite matrix) on
the thermal runaway for a single cell. Experimental results show that the use of PCM composite
reduced the maximum temperature of adjacent cells by nearly 60 °C and prevented thermal
runaway from propagating between the cells after nail penetration. Jiang et al. [21] carried out
an experimental and numerical study on composite PCM (EG/paraffin powder)-based BTMS.
The PCM was enhanced with EG and was packed in aluminum tubes to further enhance the
thermal conductivity. The tube-shell battery module exhibited high efficiency of heat
dissipation and the rise of temperature was reduced significantly, but the temperature difference
across the whole battery pack was near 12 °C. Mallow et al. [22] studied two enhancement
materials including aluminum and graphite foams, and the enhancement materials saturated
with PCM. The result indicated that the thermal charging enhancement of graphite foams is
superior to that of aluminum foams. He et al. [23] developed CPCM by introducing a binary
thermal conductive framework of EG/copper foam (CF) for BTMS. The results showed that the
composite PCM-based battery pack with EG/CF (CPCM-EG/CF) achieves much better cooling
and uniform temperature distribution than those without EG/CF or CF.

Because the li-ion battery is promising and updated technology in terms of an anode,
cathode, electrolyte, etc., researches on thermal management are renewed by authors. From the
cited literature, there are some studies on PCM/graphite matrix or foam for different li-ion
chemistries or simulative batteries under various loading conditions. However, it is shown
clearly that the researches are limited. Hence, the motivation of this investigation is to evaluate
the effect of the melting phenomenon and porous media of PCM/graphite matrix on the heat
dissipation process for battery thermal management, which is essential for better performance
and safety requirements. To evaluate the melting behaviour and thermal energy storage
performance, the time history of temperature, thermal camera images of PCM/graphite matrix
are utilized under 2.5C discharge rate. The electrical performance of the li-ion is also given via
the voltage-capacity variation and power/energy capacity. Experimental results presented
compared with air cooling. The results given in this paper are preliminary results of an ongoing
project.

EXPERIMENTAL STUDY
Heat storage material and graphite matrix

Paraffin of RT42 supplied from Rubitherm is used as phase change material in this study.
Paraffin is known to be an attractive material with its advantages including, no phase
segregation, chemical/physical/thermal stability, good compatibility with other materials, and
non-reactivity, safe and high latent heat of fusion. The thermophysical properties of the paraffin
and paraffin/graphite are presented in Table 1. Heat flow as a function of the temperature of
pure paraffin and paraffin/graphite is measured in Fig.1 by DSC analysis (Hitachi-DSC 7020).

Table 1. Thermo-physical properties of the paraffin and PCM/graphite matrix

Properties Paraffin PCM/Graphite Matrix
(Rubitherm-RT42)

Melting temperature (°C) 41.4 35.5

Latent heat (kJ/Kg) 162 148

Density (kg/m3) (solid) 880 730

Thermal conductivity 0.2 8

(W/m.K)
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Fig. 1. DSC analysis for pure paraffin and paraffin/graphite

The graphite matrix was made by compacting expanded graphite (EG) to the desired bulk
density. EG is prepared from natural flake graphite to maximize the mass fraction of paraffin
to be absorbed into its porous structure. The natural graphite sample is first converted to
expandable graphite by using some chemicals. EG is then obtained by rapid expansion and
exfoliation of expandable graphite in a furnace over 1000 °C for 60 s. A detailed description of
the expanded graphite production method is presented comprehensively in literature [11]. In
this study, expandable graphite (>%98 purity, 50 mesh, and 700ml/g) was supplied by
ProGraphite GmbH (Germany) and EG was obtained. Then, EG was compacted to obtain a
bulk density of 75 g/L graphite matrix in an aluminum mold using Instron Universal Testing
System (Instron 3382).

A hollow cylinder of graphite matrix as supporting material for PCM was manufactured.
The hollow cylinder has 10 mm thickness and 18 mm inner diameter. To produce PCM/graphite
matrix composite, the graphite matrix was immersed in a liquid paraffin bath (RT42) at 70°C
in a vacuum for about 4 h to achieve saturation. The PCM is impregnated to the graphite matrix
through capillary forces [11,13]. It is also emphasized that the capillary forces do not allow any
PCM leakage from the matrix to the outside while melting. The PCM quantity filled in the
PCM/graphite matrix is 13.88 gr. The mass ratio of the paraffin in the PCM/graphite matrix
composites is about 91%. The total porosity of the graphite matrix was calculated about 88 %
by using impregnated PCM amount.

Fig. 2 shows the scanning electron microscope (SEM, Zeiss EVO LS10) images of the
EG matrix and the PCM/graphite matrix. It is shown that compressed EG exhibits worm-like
particles (Fig. 2a). As can be seen in Fig 2a, there are some non-interlocking areas between EG
layers. Fig. 2b displays the morphology of the PCM/graphite matrix composite. The
honeycomb-like network built by the overlapping and intersecting of graphite flakes (Fig. 2a)
of the EG matrix was coated with paraffin [24]. It can be concluded that the EG layers adsorb
most of the paraffin in their pores.
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Fig. 2. SEM images: graphite matrix (a), pcm/graphite matrix (b)

Fig. 3 shows the optical images of PCM/graphite matrix sample before and after heating
samples to 75°C. PCM/graphite matrix keeps its form without leaving any stain on the paper.
This result shows that the PCM/graphite matrix is leakage-proof until 75°C.

T=75°C
(a) (b)
Fig. 3. Leakage test of PCM/graphite matrix; T=30°C (a), T=85°C (b)

2.2. Experimental setup and procedure

The experimental setup used for battery test is given in Fig. 4. It consists of five main
parts: test section (PCM/graphite matrix and Li-ion cell), electronic dc load, data logger,
thermal camera, and PC.
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Fig 4. Experimental setup; schematic view (a), photograph (b)
The construction details of the test section (test/battery module) are shown in Fig. 4b.
Test section comprises li-ion cell (1s) and PCM/graphite matrix with a height of 60 mm and
outer diameter of 38 mm. A commercially available li-ion cell (Panasonic-Sanyo NCR 18650B)

was used in the test module. The specifications of the battery module are summarized in Table
2.

Table 2. Li-ion cell/pack specification

Specification Value
Form factor 1s
Capacity nominal, mAh 3250
Voltage nominal, V 3.6V

Specific energy (Wh/kg) 243
Energy density (Wh/L) 676
Total weight of pack (gr) 48 (cell)+13,9 (PCM/graphite matrix)

To monitor the temperature response along with the li-ion cell, eight thermocouples of T-
type (Th1-h8) with an accuracy of £0.5° (supplied by omega) were placed on the li-ion cell.
The thermocouple locations and li-ion cell dimensions are shown in Fig. 5. A thermal camera
(Flir, A20 thermovision) was also used to visualize the thermal image of the PCM/graphite
matrix outer surface. Transient temperature measurements were recorded via a data logger
system (PCE-1200) by 5 s intervals. The battery was discharged of a 2.5C rate (8 Amper) using
a Chroma electronic dc load (CH-63004-150-60).

Thermocouple

T8 &
T7
[lp]
T6 o e
[+0]
T5
o
[(e]
T4 *
T3
wn
T2 = o~
T1

Fig 5. The points of the temperature measurements on the Li-ion cell
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All the experiments of natural air cooling (reference case) and PCM/graphite matrix were
carried out in a conditioned room, where the ambient temperature is 25°C. Experiments were
terminated by reaching the limit operating temperature (55°C) or cut-off voltage (2.5 V) value
whichever comes first.

EXPERIMENTAL RESULTS AND DISCUSSION

Effect of the PCM/graphite matrix on the thermal management of li-ion cell is tested
experimentally compared to the case of natural air cooling at 2.5 C rate. The time history of
temperature variations at eight evenly spaced locations and the thermal images are presented in
Figures 6-7 to evaluate the thermal performance of each battery pack configuration. The
voltage-discharge capacity (V-Ah) variation and energy capacity (Wh) is also given in Figure
8-9 to reveal the electrical performance of each battery pack.

Heat transfer through a porous medium of graphite matrix, which has a high ratio of heat
transfer surface to volume, has been considered as heat flow along highly conductive abundant
thermal paths. This advantage of the graphite matrix accelerates the process of carrying and
storing heat in the phase change material. Heat transfer in such a medium occurs by conduction
[13, 25]. The natural convection heat transfer is suppressed within pores smaller than 10 mm
[25]. These pore sizes are confirmed by SEM images in Fig.2.

Temperature profiles of each battery pack configuration are shown in Fig.3. For the
natural air cooling case, surface temperatures of the li-ion cell increase steeply with time in
Fig.3a. In this case, the heat dissipated from the outer surface of li-ion cell is not transferred
effectively by air cooling because of the low thermal conductivity of 0.025 W/m.K (at 25°C)
and also low natural convection rates. This behaviour causes reaching the limit operating
temperature (55 °C) in a shorter time of 8.5 mins. Besides, the non-uniform temperature profile
along with the cell (Tmaximum-Tminimum=Tg-T1=5 °C) occurred. However, for the PCM/graphite
matrix, the increment rate of the surface temperature is lower than the natural air cooling (Fig.
3b). Also, more uniform temperature gradient is observed by the PCM/graphite matrix. This is
the result of the considerable increase of heat dissipation rates throughout the li-ion cell surface
to the medium and the thermal energy storage capacity of PCM. The higher heat dissipation
rate achieved by abundant thermal paths ensured the higher heat transfer rate. Dissipated heat
in the PCM/graphite matrix is absorbed by paraffin in the form of sensible (period of
temperature increasing) and latent heat (period of phase transition). Here, the PCM/graphite
matrix act as a heat sink. For example, at=8.5 mins, it is seen from the fig 3a and b that recorded
maximum surface temperatures are 55 °C and 37 °C for PCM/graphite matrix and natural air
cooling, respectively. On the other side, the maximum surface temperature difference decreased
to the value of 1°C (Tmaximum-Tminimum=Tg-T1) by PCM/graphite matrix. These outputs reveal
that for the PCM/graphite matrix, operating temperature and temperature difference on the li-
ion surface (Te-T1) are approximately 34 % and 80 % lower compared to natural air cooling,
respectively. Therefore, the PCM/graphite matrix also provides a longer operating time in
reliable operating temperature. It is shown from Figure 3b that operating time in reliable
temperature ranges increases up to 11 mins with an increase of 30 % compared to natural air
cooling. It should be remembered that experiments were ended with reaching the limit operating
temperature (55 °C) or cut-off voltage (2.8 V) value whichever comes first. For natural air
cooling and PCM/graphite matrix, operating temperature and cut-off voltage value were
observed as a limit experimental condition, respectively. In addition, PCM quantity and its
melting temperature are significant parameters on the thermal performance of the PCM/graphite
matrix. It is shown from Fig 3b that temperature values along the li-ion cell did not exceed the
melting area of RT-42 (Tm=38°C-43°C). In other words, solid-liquid phase transition in the
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PCM/graphite matrix did not occur during the experiment. This reveals that heat is not absorbed
in latent heat form in the PCM/graphite matrix. So, the high energy storage capacity of latent
heat is not utlllzed The only thermal energy storage mechanlsm IS sen3|ble heat
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Fig 6. The time history of temperature along the li-ion cell surface: natural convection
case (a), the PCM/graphite matrix (b)

Temporal thermal camera images are given every 4 minutes in Fig. 7. The final thermal
image corresponds to the time of reaching the limit condition (limit temperature or cut-off
voltage) at which the experiment is completed. For natural air-cooling configuration, thermal
images are presented in Fig 7a. It is clearly shown that temperature distribution on the li-on
surface is not uniform axially. Because the heat generation rate is not the same at a different
position inside a Li-ion cell. It is known that the majority of electrochemical reactions occur at
the electrodes [2]. On the other side, ascending warm airflow due to the natural convection also
causes a temperature gradient. Therefore, it is shown that regions closest to the positive
electrode have higher temperature values. However, for the PCM/graphite matrix in Fig. 7b,
temperature measurements are lower and nearly uniform. Here, it should be emphasized that
thermal images in Fig 7b present temperature contours of PCM/graphite matrix outer surface.
It is observed that outer (Fig. 7b) and inner (Fig. 6b) surface temperature measurements of the
PCM/graphite matrix are close to each other. This behaviour evaluates the higher thermal
diffusivity and higher heat transfer rates radially and axially. The temperature field on the li-
ion cell surface for natural air cooling and PCM/graphite matrix support the thermocouple
measurements given in Fig. 6.

t=0 min t=4 mins t—8 mins t=8.75 mins

28.00
. 24.00

t=0 min t=4 mins =8 mins =11 mins

Fig. 7. The time history of thermal camera images: natural convection, li-ion surface
(a), PCM/graphite matrix (outer surface) (b)
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Electrical performance findings (discharge capacity, Ah -voltage, V and power/energy
capacity, Wh) for each battery pack configuration are given in Fig. 8 and 9. It is shown from
the Fig. 8 that utilized capacity values are 1.2 Ah and 1.4 Ah for natural air cooling and
PCM/graphite matrix, respectively. It should be expressed that the utilized capacity of cell using
the PCM/graphite matrix, which is higher 17 % than natural air cooling, is achieved at reliable
operating temperature/voltage range. However, the voltage decrement rate is lower for air
cooling case. This can be explained by higher temperature measurements on the cell, which
provides higher ionic conductivity and so better performance for air cooling. On the other side,
reaching the limit surface temperature of 55 °C inhibits the longer-duration use and more
capacity usage of cell. Power/energy capacity (Wh) for both case is given in Fig.9
comparatively. Power capacity means power delivered for an hour by the battery. Itis illustrated
from the figure that li-ion cell with PCM/graphite matrix deliver 8% more power (3.87 Wh)
compared to reference case (3.59 Wh) for an hour. This behaviour evaluates that more amount

work performed is obtained by the case of PCM/graphite matrix cooling under reliable
operating conditions.
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Fig 8. The capacity-voltage variation of li-ion during the discharge
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Fig 9. Energy capacity of li-ion cell for both thermal management
strategies
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CONCLUSION

In this experimental study, the effect of PCM/graphite matrix on li-ion battery thermal
management is conducted. The results reveal that the PCM/graphite matrix has remarkable
potential in a passive battery thermal management system. The temperature is successfully
regulated and uniformly distributed throughout the li-ion cell. For the PCM/graphite matrix, the
following specific conclusions can be drawn:

- For the PCM/graphite matrix, operating temperature and temperature gradient on the

li-ion surface is decreased by 34 % and 80 %, respectively.

- For the PCM/graphite matrix, the operating time within safe temperature limits is

increased 30 % compared to natural air cooling.

- For the PCM/graphite matrix, the utilized capacity is increased by 16 % compared to

natural air cooling.

- The leakage issue was eliminated by the capillarity effect using graphite matrix

without a need for external sealing material.

- Heat transfer takes place by dominant conduction for the PCM/graphite matrix.

REFERENCES

1. FERRERO, E., ALESSANDRINI, S., BALANZINO, A. Impact of the electric vehicles on
the air pollution from a highway, Applied Energy, 2016, Vol. 169, p.450-459.

2. LIU, H., WEI, Z., HE, W., ZHAO, J. Thermal issues about Li-ion batteries and recent
progress in battery thermal management systems: A review, Energy Conversion and
Management, 2017, Vol. 150, p. 304-330.

3. ARORA, S. Selection of thermal management system for modular battery packs of electric
vehicles: A review of existing and emerging Technologies, Journal of Power Sources,
2018, Vol. 400, p. 621-640

4. LANDINI, S., LEWORTHY, J.,, O’ DONOVAN, T.S. A Review of Phase Change
Materials for the Thermal Management and Isothermalisation of Lithium-lon Cells,
Journal of Energy Storage, 2019, Vol. 25, p. 100887.

5. CHEN, J., KANG, S., JIAQIANG, E. HUANG, Z. Effects of different phase change
material thermal management strategies on the cooling performance of the power lithium
ion batteries: A review, Journal of Power Sources, 2019, Vol. 442, p. 227228.

6. ZICHEN, W., CHANGQING, D. A comprehensive review on thermal management
systems for power lithium-ion batteries, Renewable and Sustainable Energy Reviews,
2021, Vol. 139, p. 110685.

7. AYDIN, O., AVCI, M., YAZICI, M.Y., AKGUN, M. Enhancing storage performance in a
tube-in shell storage unit by attaching a conducting fin to the bottom of the tube. Is: Bilimi
ve Teknigi Dergisi-Journal of Thermal Science and Technology. 2018, Vol. 38, p. 1-13.

8. YAZICI, M. Y., AVCI, M., AYDIN, O. Effect of eccentricity on melting behavior of
paraffin in a horizontal tube-in-shell storage unit: An experimental study, Solar Energy,
2014, 291-298.

9. ARSHAD, A., JABBAL, M., YAN, Y. Thermophysical characteristics and application of
metallic-oxide based mono and hybrid nanocomposite phase change materials for thermal
management systems, Applied Thermal Engineering. 2020, Vol. 181, p.115999.

10. ALHUSSENY, A., AL-ZURFI, N., NASSER, A., AL-FATLAWI, A., ALJANABI, M.
Impact of using a PCM-metal foam composite on charging/discharging process of bundled-
tube LHTES units, International Journal of Heat and Mass Transfer, 2020, Vol. 150, p.
119320.

WWW.CYSENI.COM




11. PY, X., OLIVES, R., MAURAN, S. Paraffin/porous-graphite-matrix composite as a high
and constant power thermal storage material, International Journal of Heat and Mass
Transfer, 2001, Vol. 44 p. 2727-2737.

12. ZHANG, S., FENG, D., SHI, L. WANG, L., JIN, Y. et al. A review of phase change heat
transfer in shape-stabilized phase change materials (ss-PCMs) based on porous supports
for thermal energy storage, Renewable and Sustainable Energy Reviews, 2021, Vol. 135,
p. 110127.

13. MILLS, A., FARID, M., SELMAN, J.R., AL-HALLAJ, S., Thermal conductivity
enhancement of phase change materials using a graphite matrix, Applied Thermal
Engineering. 2006, Vol.26, p. 1652-1661.

14, KIZILEL, R., LATEEF, A., SABBAH, R., FARID, M.M., SELMAN, J.R., AL-HALLAJ,
S. Passive control of temperature excursion and uniformity in high-energy Li-ion battery
packs at high current and ambient temperature, Journal of Power Sources, 2008, Vol. 183,
p. 370-375

15. KIZILEL, R., SABBAH, R., SELMAN, J.R., AL-HALLAJ, S., An alternative cooling
system to enhance the safety of Li-ion battery packs, Journal of Power Sources, 2009, Vol.
194 p. 1105-1112.

16. SOMASUNDARAM, K., BIRGERSSON, E., MUJUMDAR, A.S. Thermal-
electrochemical model for passive thermal management of a spiral-wound lithium-ion
battery, Journal of Power Sources, 2012, Vol. 203, p. 84-96

17. GRECO, A., JIANG, X., CAO, D. An investigation of lithium-ion battery thermal

management using paraffin/porous-graphite-matrix composite, Journal of Power Sources,
2015, Vol. 278, 50-68.

18. SCHWEITZER, B., WILKE, S., KHATEEB, S., AL-HALLAJ, S., Experimental
validation of a 0-D numerical model for phase change thermal management systems in
lithium-ion batteries, Journal of Power Sources, 2015, Vol. 287 p. 211-219

19. LIN, C.J.,, XU, S.C., CHANG, G.F., LIU, J.L., Experiment and Simulation of a LiFePO4
Battery Pack with a Passive Thermal Management System Using Composite Phase Change
Material and Graphite Sheets, Journal of Power Sources, 2015, Vol. 275, p. 742-749.

20. WILKE, S., SCHWEITZER, B., KHATEEB, S., AL-HALLAJ, S. Preventing Thermal
Runaway Propagation in Lithium-lon Battery Packs Using a Phase Change Composite
Material: An Experimental Study, Journal of Power Sources, 2017, Vol. 340, p. 51-59.

21. JIANG, G.W., HUANG, J.H.,, FU, Y.S., CAO, M., LIU, M.C. Thermal Optimization of
Composite Phase Change Material/Expanded Graphite for Li-lon Battery Thermal
Management, Applied Thermal Engineering, 2016, Vol. 108, p. 1119-1125.

22. MALLOW, A., ABDELAZIZ, O., GRAHAM, S. Thermal charging performance of
enhanced phase change material composites for thermal battery design, Int. J. Therm. Sci.,
2018, Vol.127, p. 19-28

23. HE, J., YANG, X., ZHANG, G. A phase change material with enhanced thermal
conductivity and secondary heat dissipation capability by introducing a binary thermal
conductive skeleton for battery thermal management, Applied Thermal Engineering, 2019,
Vol. 148, p. 984-991.

24. ZOU, T., LIANG, X., WANG, S., GAO, X., ZHANG, Z, FANG, Y., Effect of expanded
graphite size on performances of modified CaCl2-6H20 phase change material for cold
energy storage. Microporous and Mesoporous Materials, 2020, VVol.305, p.110403.

WWW.CYSENI.COM




25. KANG, S. CHOI, J.Y., CHOI, S. Mechanism of Heat Transfer through Porous Media of
Inorganic Intumescent Coating in Cone Calorimeter Testing, Polymers. 2019, Vol. 11 p. 1-
16.

WWW.CYSENI.COM




COMPARISON OF CORONA-QUENCHING AND EFFECT OF
PRECIPITATED DUST LAYER IN AN ELECTROSTATIC
PRECIPITATOR

L. Székely, 1. Kiss
Budapest University of Technology and Economics
Egry Jozsef Street 18, 1111 Budapest, Hungary
Phone: +36-1-463-5958
Email: szekely.laszlo@ieee.com

ABSTRACT

During the operation of electrostatic precipitators, various influencing phenomena may occur, which
may decrease the equipment's operational efficiency. One of these phenomena is corona-quenching,
caused by the space charge of particles transported in the flowing gases that makes it difficult to develop
corona discharge. Another phenomenon is the build-up of precipitated dust layer on the collecting
electrode. Dust with low and high resistivity need to be distinguished, because different issues may
appear in the two cases. In special circumstances even back-corona may appear, which results in very
low efficiency. Though the phenomenon is known, the underlying cause and necessary intervention is
not always clear.

Laboratory measurements investigated effects of dust layer with different resistances in the first phase
of the research. A street arrangement was built, the collecting electrodes being metal sheets, while the
corona electrode was an electrode from an existing electrostatic precipitator. Switching on and
continuously increasing high DC voltage, the current was measured from the partial discharges. During
the measurements, the corona current suppression, as well as the back-corona phenomenon were also
observed.

In the continuation of the studies, the laboratory measurement and the preparation of static simulations
took place in parallel. We cannot measure the space charge directly, but we can infer its effect during
the simulations. Three-dimensional FEM electric field simulations were performed, with the same
geometric parameters as the laboratory arrangement. First, we determined the current - electric field
strength, then the field strength - space charge characteristics, and finally, we deduced the current -
space charge characteristic. Increased space charge drastically reduces the corona currents, in extreme
cases completely suppressing them. From the reduction of the separation efficiency of electrostatic
precipitator, the problem in the separation chamber can be inferred.

Our results allow the understanding the underlying phenomena of the voltage-current characteristics.
Therefore the causes of poor separation efficiency can be revealed and the necessary steps towards a
more effective operation can be designed.

Keywords: electrostatic precipitator, corona-quenching, dust, corona discharge, COMSOL
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INTRODUCTION

Air pollution is becoming a significant problem in more and more parts of the world.
Rapid economic development has led to a dramatic increase in pollutant emissions and an
increasing trend in energy consumption [1]. Electrostatic precipitators (ESP) are often used,
mainly in large producing countries, but can also be found in many parts of the world. The
function of ESPs is to separate the different dust particles from the gases flowing through the
equipment, in which the filtration is carried out utilizing electric field strength and Coulomb
force.

The technology has many advantageous features, including 95-99% dust separation
efficiency [2, 3]. However, achieving the target value depends on various physical parameters
[4], and equipment must be reviewed frequently to ensure proper separation [5]. A typical case
is a change in the separation efficiency after a change in the dust emitting technology. The topic
Is current due to the increasingly stringent environmental regulations, particularly the
requirements for smaller and smaller dust particle sizes, whereby the concentration of the output
dust must not exceed the required quantity.

The common problem is that the electrostatic precipitators produced decades ago were
designed to handle pollution with larger particle sizes and cannot meet the requirements with
the original operating conditions. Considering that new equipment is costly (in the million
dollars range), upgrading existing equipment is a common way to improve separation efficiency
[6].

As aresult of developments, unexpected phenomena may occur inside the equipment that
requires a deeper understanding of processes. Various phenomena, such as back-corona,
corona-quenching, or effect of precipitated dust layer on electrodes, are known. However, most
numerical models cannot handle these different effects simultaneously [7,8,9].

Voltage-current characteristics are used for high-voltage measurements, such as
investigating corona discharge near the earth's surface when lightning develops or insulation
diagnostic improvements [10] [11]. In many cases, the V-1 characteristic can also be used to
investigate the operation of ESPs and related phenomena.

Our research aims to solve an industrial problem; due to the change of firing technology,
the dielectric properties of dust were changed in the plant. Compared to the previous operation,
the level of emissions have drastically increased and the exact cause has not yet been
determined. By monitoring the changed current-voltage characteristics, we try to reproduce the
same result with the help of laboratory measurements.

TYPICAL PHENOMENA DECREASING THE EFFICIENCY OF ESPs
Corrosion

Corrosion occurs during the maintenance period because during regular operation, the
temperatures are higher than the dewpoint. In those cases, when the operating temperature is
under boiling point and water gets into the ESP chambers, it could be a problem also. The
phenomenon must also be closely monitored when operating the wet ESP [12].

The formation of corrosion processes must be considered in electrostatic precipitator; in
our case rust would be highlighted. The process can have the most significant effect on the
corona electrodes. Still, from the electrical point of view, it is sufficient to examine the end of
the electrodes, where corona discharge appears. As the radius of curvature increases, the
electrical field distortion effect causing partial discharge is smaller [13].
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Collection of dust

In case of inadequate rapping, the precipitated dust layer with a thicker diameter is
adhering to the collecting electrodes. In that case, when collecting electrode adheres to a low
resistivity (10° Qm) dust layer, the charges will pass through the dust layer in a short period
and no significant charges will accumulate on the surface. The voltage-current characteristic is
regular.

The situation changes as the resistivity of the dust layer becomes higher (>108 Qm). The
charge accumulation is considerable, but the dust layer's electric field strength is not high
enough to start a back corona discharge. In such a situation, corona-current suppression can be
observed. This is the case when the dust layer is relatively large in thickness [14].

At very high resistivity (10'! Qm), on the surface of dust a very high amount of charge
can accumulate, despite the thin dust layer, so that the electric field strength within reaches the
value that produces back corona [15,16].

Back corona discharge

With a high resistivity dust layer, the charges can slowly escape from the surface of the
particles, so that in some places, the accumulating charges create an electric field, which creates
a breakdown in the dust layer. At the points of breakdown, corona discharge appears (back-
corona), the charge of which is contrary to the sign of discharge of corona electrodes [17]. It
decreases the separation efficiency because, with the appearance of discharges dust explode
back into the gas stream, and it can deliver a considerable amount of positive charge to the flow
space that dramatically reduces the significant negative space charge [18]. Brush discharge
starts from the discharge points, which can easily be transformed into a strike over the
separation space. This can lead to unnecessary power supply cut-off.

Corona-quenching

The dust particles flowing into the electrostatic precipitator begin to charge as they arrive
in the ion cloud. The charged dust creates an electric field. The corona-quenching is caused by
this phenomenon. Due to the space charge, the original electric field distribution in the
separation chamber changes [19], the surface‘s electric field strength at the end of the corona
electrodes decreases, which results in a reduction of the corona current. The sign of the dust
space charge is the same as the sign of the corona electrode‘s voltage. Though the phenomenon
is known, it is complicated to model under laboratory conditions, nor is it easy to measure
accurately [20]. It is a typical case that we try to infer the value of the space charge from the
current-voltage characteristics.

LABORATORY MEASUREMENTS
Corona discharge examination

Measurement of the voltage-current characteristics of corona discharges is a widely used
practice for controlling electrostatic precipitators' operation. The V-I characteristic can be used
for diagnostic purposes [21] [22], because changing the operating parameters or the appearance
of a specific fault modify these curves. With the help of laboratory measurements, the effect of
various errors can be predicted because by these, we already know how the V-1 curves change.

Although many articles on this topic have been published, there are still special cases
where the measurement of V-1 curves may provide new information [23, 24]. Such
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measurements are also very beneficial for checking numerical models developed for the
purposes mentioned above [25].

Needle-plane arrangement

The purpose of the measurements is to investigate the discharge current from DC corona
discharge. The corona discharge occurs at the tip of a needle that distorts a previously

homogeneous electric field as a function of the applied voltage and the height of the needle.
] Ubr )
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Fig. 1. The applied test arrangement. Protection was built against the stress caused by the
breakdown for the measuring instruments [17].

At the top of the measurement arrangement (as we can see in Figure 1.), a Rogowsky
electrode can be found; in front of that, a perforated grounded plate is placed. A metal electrode
is going through the hole, which is placed in the center of the grounded flat electrode. Tip radius
can be changed by replacing the needle.

Because it is well known in the theory of electric fields, the needle distorts the
homogeneous electric field around it, resulting in corona discharge when the intensity of the
field exceeds the critical limit. With a metal needle, a resistor is connected in series so that the
measured voltage drop is proportional to the corona current. The value of the resistor is 1500 Q.

During the measurements, the DC voltage of the Rogowsky-electrode was continuously
increased until the corona discharge started. The voltage values were proportional to the
discharge current then recorded for each 3-5 kV DC increase. The test voltage was increased to
breakthrough so that a measurement curve typical of the entire operating range of the corona
discharge could be generated from the measured values. These measurements were performed
for several needle heights.

Corona current - voltage characteristic
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Fig. 2. Corona current as a function of the applied voltage.
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Figure 2. shows three different curves in function of the height of the needle for positive
corona current. The exponential aspect of curves and variation of the ignition voltages as a
function of needle height can be clearly seen. In these measurements, the breakthrough occurred
at 60 kV for the case 1,75 cm needle and around 90 kV in the case 0,5 cm needle. If the distance
of the metal plate and Rogowsky electrode increases or the radius of the needle changes, the
exponential nature of the curves follow the characteristics [26].

In the next phase of research, a so-called street arrangement of an electrostatic precipitator
was modelled.

Effect of corrosion

Due to corrosion processes, the corona electrode‘s spikes are less durable and more easily
damaged by the impact of electric forces; therefore their curvature radius increases. In our case,
it needs to be kept in mind that at short distances, the intensity of corona discharge also depends
on the diameter of the radius of curvature.

Examining the effect, a piece of the electrode was subjected to intensive corrosion
(soaking in water and then drying during cycles in a high humidity atmosphere). Experience
has shown that the corrosion processes primarily affect the frame of the electrode, while the
spikes remain almost intact. From this examination, it can be concluded that rusting can not
cause unexpected operation electrically and in the short term. However, from a mechanical
point of view, strong corrosion can be more critical during operation.

Effect of precipitated dust layer

Generally, in a laboratory, the measurement of the voltage-current characteristic of an
electrostatic precipitator is performed using a test arrangement comprising a portion of the high
voltage corona electrodes and a grounded collecting electrode. For test voltages connected to
high-voltage electrodes, record the value of the corona currents.

For the measurements, we built a new arrangement. A one-meter-long part of a high
voltage electrode was used between two 1 m*1 m earthed parallel plates. The distance between
the plates was 30 cm, corona electrodes were at half distance, 15 cm from both electrodes. The
collecting plates were connected to each other, so both sides of the discharge could be
measured. Some inaccuracy in the arrangement is due to the fact that not all charges flow
between the two electrodes, but their magnitude is negligible. The high voltage electrode was
removed from an existing industrial electrostatic precipitator.

This arrangement is suitable for modelling the precipitated dust layer on the surface of
the collecting electrode. Some of these measurements are shown in Figure 3. The curves of the
blank model were consistent with the data we recorded during an on-site measurement. This
can be considered a reference curve or an initial curve.
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Fig. 13. VVoltage-current characteristics of ESP model with different layer covering the
collecting electrode

Empty model, or in our case, measurement without dust, was the reference curve (case 1).
When a low resistivity (10° Qm) dust layer was applied to the collecting electrode (Case 2),
there was no significant change in the V-1 curves from the initial value. If the resistivity of the
dust layer is higher, corona current suppression can be observed (Case 4). At very high specific
resistance (10'* Qm), the dust layer can accumulate very high charges despite the thin dust
layer. In case 3, the high corona current calls for consideration. In the present case, it should be
known that what we are measuring is not only the current from the corona discharge, but also
the charge current flowing towards the corona electrode by the positive ions passing through
the dust layer. The field strength within the dust layer reaches the value that produces back
corona. The harmful effect of the back-corona was explained in section 2.3.

SIMULATION

The evolution of computer programs over the past decades allows creating simulations
alongside measurements. The models and measurement results can be compared to verify the
model and develop models that simulate situations that are difficult to measure in everyday life.
In an industrial plant, the current can be measured, the charge accumulated by the dust can and
its effect can be estimated. If the real case can be modelled, the electric field of the measured
current can be deciphered. From the change of the original distribution of field, its dust charge
can be estimated. Knowing this will make it easier to determine the cause of the problem, such
as high dust flow. During our simulation, we used the software COMSOL.

Electric field distribution

The 2D simulation arrangement is similar to the laboratory measurement. The drawn
shape of the corona electrode is also identical to the real piece of the electrode. We calculated
the corona electrodes with a voltage of (-65) kV during simulations while collecting electrodes
had 0 V potential. In the closed range, the air in the COMSOL database was set. A rectangular
cross-section region is defined with space charge between the corona and collecting electrodes,
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up to 2-2 mm from the electrodes. The model does not calculate for dust particles in the
medium, but it is known that the space charge is due to the charged dust.

We compared the electric field and voltage distribution during our investigations by
changing the value of the space charge.

Surface: Electric field norm (V/m) Contour: Electric potential (V) Surface: Electric potential (kV) Contour: Electric potential (V)
Arrow Line: Electric field T T T

x10°
-0.23

x10* x10°

]
|

029 M6 062
114 vl
5 "
179 179
218 [120
244 {44 2.57
o | i
374 13 M0
439 M2 4.52
5.04 el B
h :
5,69
5,69 560 W o

-6.34 0 ‘ ;
-100 0 100 400  -200 0 200 400

Fig. 14. Electric field and voltage distribution in ESP simulation

Maximum field strength is created at the end of corona electrodes because the end of
electrodes hangs into previously homogeneous field strength, distorting electric field,
thickening field lines around its surface. The maximum value was 6.23 kV/mm, where the red
colour indicates its location. Approaching the corona electrode, the inhomogeneity of the high
electric field strength can be very well observed. The equipotential lines around the pointed
parts are dense; the simulation resulted in values between 0 and 1 kV/mm a few millimeters
away from the electrode. Looking at the figure on the right, the voltage distribution is as
expected. Near the corona electrodes the voltage is around 65 kV and close to the collecting
electrode or on the other side, the space is near 0 V potential.

Corona current, space charge and electric field characteristics

If the space charge range increases, maximum electric field strength begins to decrease.
This is explained by the fact that the density of the equipotential lines of the electric field
decreases as charges adhere to the particles of the inflowing dust. The reduction in field strength
Is associated with the decrease in the intensity of corona discharge and the value of corona
current. Fig. 5 (b) shows simulated results with maximum field strength as a function of space
charge. The next step was to determine field strength — current characteristic.

During laboratory measurements, the arrangement is the same as described in 3.4. We
could tell voltage-current results. In the COMSOL model, if the original laboratory arrangement
was set without space charge and we set the same voltage on the electrode, we could determine
the maximum electric field strength. It can be assigned to laboratory measurements and
determine the maximum electric field strength and current characteristic, as Fig. 5 (a) shows.
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Fig. 15. (a) Corona current as function of maximum electric field strength and (b) electric
field strength as a function of space charge

By comparing the E-1 end E-p characteristics, it can be seen that the common point is the
electric field strength. If a change occurs, for example, the space charge increases, the maximum
field strength decreases, which means that the corona current will also decrease. Due to the
relation, the value of corona current as a function of space charge can be determined.
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Fig. 6. Corona current as a function of space charge

In recent years we examined electrostatic precipitators operating at a voltage of between
55-65 kV, the two curves in Fig. 6 model these two extreme values. It can be clearly seen that
at 30-40 uC/m? space charge, corona current can drastically decrease or even stop. It should be
added to the result that different variables have to be taken into account to accumulate space
charge. On the one hand, the charges are fed by the partial discharge, so if the corona current
ceases, the extra charges entering the separation chamber are also reduced, and an uncharged
,dust cloud' flows, dust blocks are formed. On the other hand, it provides valuable information
for determining the composition of the dust at some level, knowing that smaller dust particles
can accumulate more charges. The addition was necessary because such space charge cannot
physically be created.

In practice, ESPs with a large corona quenching phenomenon have experienced decreased
dust emissions when impulse mode was used.

CONCLUSION

In this article, we reproduced several factors that may affect the efficiency of separation.
Based on measurement results, it can be seen that an electrostatic precipitator can be modelled
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under laboratory conditions, but its operational condition is challenging to be model directly.
Numerical simulations are suitable for this purpose, which can be used to perform space charge
calculations. FEM software was used to investigate electric fields in a real ESP geometry.

In this article, we showed two main factors, the effect of the precipitated dust layer and
the effect of the corona-quenching phenomenon. Previous experience is that the voltage-current
characteristics depend on the resistance of dust. Without back corona, the value of corona
current is less than without dust. Still, it does not decrease to such an extent that this
phenomenon is responsible for the dramatic decrease in current. With corona-quenching, the
corona current decreases and can even eliminate it beyond a certain limit by increasing the value
of space charge. From the characteristics in our case, we can conclude that the dust space charge
has a more significant effect. Knowing the problem, we can find out the solution sooner in later
research. The characteristics are in line with research in various literature.

Based on the research work, it can be stated that certain phenomena can be detected most
effectively from the intensity of the change of the current-voltage characteristics. In the case of
low separation efficiency ESPs, different methods can be used to reduce emissions. Often the
frequency of knocking or the average supply voltage is changed, but increasing the humidity
can also be a solution. We can solve unexpected situations more quickly if we know the cause
of it better.
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ABSTRACT

Single-phase active rectifiers have wide application area in industry. Third order harmonic is generated
to the grid during operation of single-phase active rectifier due to second order oscillation in DC link
voltage. The third order harmonic component increases grid current THD value. In this paper, an
enhanced control algorithm is proposed to prevent the second order oscillation transferred to the electric
grid. Therefore, a low THD value of the grid current is ensured, which satisfies the specifications about
the grid distortion. A SOGI filter is used in the proposed controller by adding feedforward in DC link
controller. To show the effectiveness of the proposed controller, a simulation model of single-phase
active rectifier is constructed and analysed through the conventional and the proposed techniques. The
conventional method and the proposed method are investigated under different loading conditions. The
performance results shows that the grid current THD values under full load operations are 2.14% and
1.23% via the conventional method and the proposed method. In addition, the THD values are 3.64%
and 3.30% under 20% loading situation for the conventional and proposed techniques, respectively. As
a result, the proposed method has lower THD values under various operation conditions.

Keywords: Active rectifier, total harmonic distortion, SOGI filter, DC voltage oscillation, second order
harmonic

INTRODUCTION

Rectifiers are devices used to transform AC signals into DC signals. Rectifiers are mainly
divided into two groups such as uncontrolled and controlled rectifiers. The DC-link voltage is
constant for uncontrolled rectifiers, and can be variable with controlled rectifiers. Besides,
lower ripple ratio of output voltage can be obtained in controlled rectifiers [1, 2]. Controlled
rectifiers can be either thyristor-controlled or transistor-controlled. Transistor-controlled
rectifiers, also named as active (or PWM) rectifiers, are based on switching components (i.e.
MOSFET and IGBT), and grouped according to phase type as single-phase and three-phase [3-
5].

Single-phase active rectifier topology has many application areas from home appliances
to industrial systems because of their benefits of high reliability, high efficiency and low size.
Some applications of single-phase PWM rectifiers consist of small wind energy, variable
frequency drive (VFD) [1, 6, 7], uninterruptible power supply (UPS), railway traction system
[8], wireless power transfer [9, 10], charger of electrical vehicle (EV) [11, 12], etc. Single-phase
active rectifiers are also capable of obtaining high power factor value with reduced harmonic
components in current.

Single-phase active rectifier, a part of controlled rectifiers, needs a control algorithm to
realize a constant output DC voltage [13, 14]. The control algorithm is generally based on
current control [15] or power control [16]. In literature, several control methods exist depending
on current and power control. These control methods are hysteresis control, proportional
integral (P1) control, proportional resonant (PR) control, deadbeat control, sliding mode control,
model predictive control, etc. [12, 17]. Linear controllers such as Pl and PR are mostly
preferred among the controllers although the other controllers have a good dynamic response
[5, 18].
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Despite having many advantages and application areas, single-phase active rectifiers have
an essential drawback due to power mismatch between AC side and DC side. This power
mismatch results in second-order harmonic fluctuation in DC side, namely double frequency of
AC grid frequency occurs in DC link voltage [11, 19]. The second-order harmonic component
in DC link voltage leads to third-order harmonic component in AC side. The current drawn
from grid includes third-order harmonic that increases total harmonic distortion (THD) value
of AC current and distorts the grid [2, 20].

In this study, a novel control algorithm is proposed to reduce current harmonic
components in AC grid. In this way, current THD value is decreased to level that is more
acceptable. In order to lessen current harmonics in grid side, a second order generalized
integrator (SOGI) filter is integrated in the control algorithm. To verify the proposed controller,
a single-phase active rectifier is designed and constructed in a simulation environment. The
effectiveness of the proposed control method is investigated under different loading ratios. The
simulation results show that the proposed control algorithm can reduce THD value and smooth
grid current under different load values.

DESIGN AND OPERATION PRINCIPLE OF SINGLE-PHASE ACTIVE RECTIFIER

Circuit configuration of grid-connected single-phase active rectifier is demonstrated in
Fig. 1. The single-phase active rectifier consists of an H-bridge converter, a smoothing filter
and a DC link capacitor. The DC link voltage is controlled through triggering electronic
switches (S1, S2, S3 and S4) that can be MOSFETs or IGBTSs according to the power rating
and switching frequency. In order to diminish high switching ripple harmonics, a smoothing
reactor (Ls) is inserted between the grid and the converter. The value of the smoothing reactor
is calculated by using Eq. (1) [1]. On other side, the DC link capacitance is applied to maintain
low output ripple in DC voltage. The load is connected in parallel with DC link capacitor. The
minimum DC link capacitance value is determined as in Eqg. (2) [2]:

3vZ (1)

f = ZonfoPy’
0.15P,
Cac = e (2)
AVchdcfsw

g Ig vdcl h

Active —
Rectifier

s1K¥ szl

T
Vy I Vge— Load
s3IK¥ sal

Fig. 1. Circuit diagram of single-phase active rectifier

PROPOSED CONTROL ALGORITHM

The control algorithm of active rectifier with conventional DC link controller is
demonstrated in Fig. 2. The current control is performed in dq frame. Thus, the measured grid
current is transformed from af3 frame into dq frame. The grid current is a. component. Besides,
the grid current is shifted by 90° to acquire f component. Then the reference DC link current,
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obtained from DC link controller, is added to grid current components in dq frame. The
reference DC link current is added into d component. The reference g component is zero
because of no reactive power compensation. The PI controller controls the error current signals
in dg frame. After that, a reverse dg-af transformation is performed to obtain reference voltage
signal. Lastly, SPWM method is applied for generating pulses of switches. An oscillation in
100 Hz occurs when a load is connected to DC link capacitor. This oscillation in DC link is
transferred to current controller and leads to third order harmonic in grid current, which distorts
the grid current and increases its THD value.

7 PLL
1o vo v

Ig —>®—> — > S%
: aB/dq 1 Pl | |da/aB| |SPWMD33
% e
--------------------------- + VB sS4
E' DC Link Controller i

380

[ '
[ SR —

Fig. 2. Control algorithm of active rectifier with conventional DC link controller

In this study, a SOGI filter is used in DC control algorithm to eliminate 100 Hz oscillation
transferred into current controller. The SOGI filter is a type of band-pass filter. The improved
DC link controller is demonstrated in Fig. 3. The DC link voltage is firstly passed through a
SOGI filter. Then, the output of filtered DC voltage signal is added as feedforward in dc link
control algorithm. The transfer function of SOGI filter is given in Eq. (3).

iDC Link Controller

Fig. 3. Enhanced DC link controller for active rectifier

H(s) = _ Kwes (3)

sZ+Kwes+w?’

where, w, determines the frequency that is let passing from the filter. It is adjusted as w, =
21100 rad /s in this study to let 100 Hz passing through the filter. k is a constant and indicates
the bandwidth of the filter. Fig. 4 shows the frequency response of SOGI filter for different k
values. It is obvious from the figure that the filter bandwidth gets narrow bandwidth via lower
K values. In this study, K is chosen as “1” for optimal bandwidth range.
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Fig. 4. Frequency response of SOGI filter for different K values
CASE RESULTS AND DISCUSSION

In this section performance results and discussion on results are provided. A single-phase
active rectifier model is implemented in a simulation environment to examine the effectiveness
of the proposed control algorithm. The parameters of the implemented model are given in Table
1.

Table 3. System parameters used in modelled system

Symbol  Meaning Value
Vg Supply Voltage 220V
Pn Nominal Power of APF 4.3 kW
f Grid fundamental frequency 50 Hz
fsw Modulation frequency 5 kHz
Vic DC link voltage 380V
Lt Filter inductance 10 mH
Cuc DC link capacitance 5 mF

Fig. 5 shows the DC link voltage under various loading percentages. The active rectifer
is loaded between 20%-100% by a 20% increase each time unit. In time 0-1s, no load is applied
and the DC link is charged to its reference value. The active rectifier is loaded by 20% when
the time is at 1s. And then, the system loading is raised by 20% every one second. It can be
seen from the figure that the oscillation in DC link increases with higher loading conditions.
Besides, the grid voltage and current under different loading conditions are demonstrated in
Fig. 6.
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Fig. 5. DC link voltage under different loading percentages

Fig. 7 illustrates the waveforms of the grid voltage and current under full load operation.
In addition, THD of current under full load is shown in Fig. 8. It can be seen that THD value is
1.23 % when the active rectifier operates under rated load value. Moreover, Table 2
demonstrate