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SHALE GAS AND LNG IN THE USA – LESSONS FOR EUROPE 

Christopher S. Kulander 

South Texas College of Law Houston, 
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1303 San Jacinto St, Houston, Texas 77002, USA 

Email: ckulander@stcl.edu  

 
ABSTRACT 

Technological advances in hydrocarbon extraction, such as modern directional drilling and hydraulic 

fracturing, have sparked a boom in North America. This surge has helped to keep commodity prices 

down worldwide and heighted interest and investment in expanding the capacity of the worldwide 

LNG market. A locus of this wave of investment is Louisiana and Texas, United States, resulting in 

that region providing 17% of worldwide exporting capacity. 

This presentation describes the recent phenomena of oil and natural gas development from shale and 

similar sources in North America and the resultant opportunities for LNG development and export, 

both with an eye towards making suggestions for Europe. This presentation first covers what “shale 

gas” is and the various developments in technology and processes that promise to reduce the 

environmental footprint of shale development while promoting its efficiency. Second, the benefits of 

unconventional shale development are discussed. Third, several concerns and responses are described, 

including acquisition of water, fracturing fluid ingredient disclosure, surface use issues, fracturing 

fluid disposal, and trespass. 

The shale gas boom in North America will permit more American LNG exports and Europe will be an 

important destination. This presentation discusses how the energy security of Europe, especially 

Eastern Europe, can be enhanced with American LNG to provide political and economic security. 

North American-sourced LNG and, possibly, locally-derived sources of unconventional natural gas as 

alternatives to coal and Russian natural gas provides a means of curtailing CO2 emissions while 

restraining Russia. The presentation finishes with predictions about the future of LNG exports from 

North America and the response of demand worldwide. 

Keywords: energy security, hydraulic fracturing, LNG, natural gas, oil, shale gas, unconventional 

energy 
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CONCENTRATING SOLAR POWER: RENEWABLE AND 

DISPATCHABLE ENERGY FOR THE FUTURE 

Marco Binotti 

Politecnico di Milano 

Via Lambruschini 4, 20156 – Italy 

Email: marco.binotti@polimi.it 

 
ABSTRACT 

Concentrating Solar Power (CSP) can play an important role in the near future energy scenario thanks 

to its capability of providing dispatchable, carbon-free, renewable electric energy. CSP systems use a 

series of mirrors or lenses to concentrate the direct solar radiation and convert it into high temperature 

heat then used to run a conventional power cycle. The introduction of a cost-effective thermal energy 

storage decouples thermal energy collection from its conversion into electricity allowing for night 

production or seeking for high electricity prices. Currently there are about 5 GW of installed CSP 

plants mainly based on parabolic trough collectors (3.7 GW) and solar tower technology (0.6 GW). 

The average Levelized Cost of Electricity (LCOE) of CSP plants is currently of about 150-

190 $/kWh, far from being competitive with other renewables such as PV and wind, but it is 

characterized by strong potential cost reductions. Solar towers are currently recognized as the most 

promising CSP technology in terms of potential LCOE reduction, thanks to the possibility of 

achieving higher concentration ratios in the solar field (500-100 vs 80 for parabolic trough) and thus 

improving the thermodynamic conversion efficiency. 

The main research programs in the CSP field (SunShot, ASTRI, etc.) are focusing on further 

developing the solar tower technology in order to increase performance and lower costs. Solar Salts 

currently used as heat transfer fluid (HTF) in solar tower receivers, allow achieving 565 °C, while 

research is focusing on new receiver technologies able to achieve temperatures > 700 °C. High 

temperature receivers technologies under investigation are based on either high temperature liquid 

HTF (e.g. new molten salts mixtures, sodium), gaseous HTF or solid heat transfer media (i.e. falling 

particles). With maximum temperatures above 700 °C, conventional steam cycles are outclassed by 

supercritical CO2 cycles, which are currently under investigation for different high temperature 

applications and should guarantee efficiencies > 50%. 

Keywords: Concentrating Solar Power, Dispatchability, solar receivers, supercritical CO2 
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MICROWAVE PRETREATMENT OF OLIVE MILL SOLID WASTE FOR 

BIOETHANOL AND BIOSORBENT PRODUCTION 

H. N. Abu Tayeh, Y. Gerchman 

University of Haifa 

199 Aba Khoushy Avenue, 3498838 – Israel 

Email: hebaabutayeh@yahoo.com 

 

H. Azaizeh  

Tel Hai college,  

Department of Environmental Sciences 

Upper Galilee 12208 – Israel  

& 

Institute of Applied, Research The Galilee Society 

Shefa-Amr, 20200, Israel 

 
ABSTRACT  

In the last decade there is much interest in bio-based fuel production such as ethanol, especially as 

transportation fuel replacements. To-date, ethanol is produced mainly from corn and sugarcane, raising issues 

of competition with food crops and the use of land, water and nutrients. One solution is the utilization of 

agriculture lignocellulose waste as a feedstock for ethanol production.  

An interesting waste is the Olive Mill Solid Waste (OMSW). Olives are an important agro-industrial sector 

in the Mediterranean region, mainly for olive oil production where during the milling process more than 6 

million tons/year of OMSW produced worldwide. This waste is rich in cellulose and polyphenols, and is 

considered as an environmental nuisance without proper economical solution. Converting the cellulolytic 

fraction of OMSW into ethanol was suggested, but the presences of lignin make the enzymatic hydrolysis a 

complex process, bringing up the need for an effective pretreatment process.  

We have tested two pretreatment processes for OMSW - mild conductive heat with added weak acids and 

microwave heating with weak acids. After either pretreatment, the biomass was enzymatically saccharified, 

and the hydrolysate was fermented using commercial yeasts. Finally, the use of the remnants of the process 

was tested as heavy metal sorbent. 

The microwave pretreatment followed by enzymatic hydrolysis resulted in ca 100% conversion of cellulose 

to glucose, while the conductive-heat pretreatment showed only 41% conversion. The fermentation of the 

microwave treated OMSW resulted in 85% theoretical yield of ethanol in comparison to the conductive 

heating pretreatment which resulted only in 37%. Microwave treatment resulted in the production of the best 

heavy metal absorbent. These results could facilitate the conversion of lignocellulosic biomass into ethanol, 

which was our major goal. 

Keywords: Olive mill solid waste, lignocelluolose, microwave pretreatment, bioethanol 

1. INTRODUCTION 

Recently there is much interest in bio-based fuels such as ethanol [1]. To-date, ethanol is 

produced mainly from corn and sugarcane,, raising issues of competition with food crops on land, 

water and nutrient use [2]. One solution is the utilization of agricultural lignocellulose waste as a 

feedstock [3]. Such waste is rich in cellulose, hemi-cellulose and lignin [4-6]. The cellulose could 

be converted into simple sugars and fermented into ethanol. One such interesting waste in the 

Mediterranean region is olive mill solid waste (OMSW). More than 97% of the global olive 

production is concentrated in the Mediterranean region, where Spain being the main world producer 
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(7,870,000 tons), followed by Italy, Greece, Turkey, Morocco and Tunisia. On a global scale, olive 

production in 2013 exceeded 20,000,000 tons [7].  

The olive oil production is an important agro-industrial sector in the Mediterranean, with 

~ 2.5 million olive growers (one-third of EU farmers) and an average production of 2.8 million 

metric tons per a year [8]. Olive oil production result in large amount of organic rich waste, where 

the production of one metric ton of olive oil using three-phase process result in an average of ca 

0.6 ton of OMSW. The OMSW is considered as an environmental pollutant when disposed into 

lands. Different solutions have been suggested to treat OMSW, but so far no viable solution was 

found [9-12].  

Some attempts were made to use OMSW as feedstock for ethanol production but 

saccharification of the cellulose and hemicelluloses was complicated due to the high content of 

lignin (up to 40% w/w), resulting in the need for effective pretreatment. Many chemical-physical 

pretreatments were suggested to solve this problem, but most of them were either energetically 

expensive or produce toxic by-products that could hamper downstream ethanol production process 

[13-15].  

Microwave heating is a well-established pretreatment of biomass and it should be investigated 

in depth for OMSW biomass. Recently, microwave pretreatment was re-used by several research 

groups, most of them focusing on enhancing enzymatic digestibility of the biomass [16]. We have 

tested the use of microwave pretreatment on OMSW as biomass for ethanol production.  

2. MATERIAL & METHODS 

2.1. Raw material 

The OMSW was collected from a nearby olive mill (Iksal, Israel) during the olive season of 

2016. The OMSW was air dried in the shade, grinded, and sieved where particles from 0.25 mm to 

1 mm were collected and kept in a sealed container at room temperature until use.  

2.2. Biomass treatment and Biosorbent production 

OMSW was suspended in water and aqueous acids were added. Heating was done using 

laboratory microwave with temperature setting of 140 °C and different residence time, or were 

autoclaved at 120 °C. Final acid concentration was 0.6 M for formic acid (FA), 2% (w/v) for 

sulfuric acid (SA) and distilled water (DW) as control. Produced sugar and fermentation inhibitors 

were determined using High Pressure Liquid Chromatography (HPLC) and the pre-treated biomass 

(after the liquid solid seperation) was subject to enzymatic hydrolysis using commercial cellulase 

(CTec2, Novozyme or Accelerase 1500, Dupont). Sugars and fermentation inhibitors in the 

hydrolysate were quantified as described above, and the solid remnants were tested for their ability 

to absorb heavy metals from water, as described by Abdelhadi et al. 2017 [17]. A mix stock solution 

of Cd + 2, Cu + 2, Ni + 2, Pb + 2, Se + 2 and Zn + 2 was prepared by dissolving their respective 

salts [Pb(NO3)2·6H2O, Ni(NO3)2·6H2O, ZnSO4·7H2O, Na2SeO4, 3CdSO4·8H2O, CuCl2·2H2O] in 

deionized water at a final concentration of 50 ppm of each tested heavy metal. The initial pH of the 

prepared mix stock solution was 5.2.  

2.3. Bioethanol production 

The hydrolysate was subject to fermentation process using commercial yeasts Ethanol red
®
 

(Fermentis) yeast strain. The yeast was grown at 35 ᵒC on YPG agar (2% glucose, 1% yeast extract, 

2% peptone, and 2% agar), and a single colony was transferred into a sterile liquid YPG medium 

for overnight cultivation. The cell suspension was added to the hydrolysate. The mixture was 
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incubated at 35 ᵒC, shaked at 120 rpm for 120 hours, and samples were taken at the designated time 

points for analysis of sugars and ethanol production using HPLC. 

3. RESULTS 

Fig. 1 & Fig. 2 show that the use of heating method caused highly significant effect on sugars 

loss as well as the production of inhibitors during the pre-treatment process. Microwave (MW) with 

either acids gave the highest sugar loss and fermentation inhibitors formation followed by MW with 

water, where the inhibitors included mixture of acetic and FA, furfural and Hydroxymethylefurfural 

(HMF). Autoclave with acids gave similar levels of FA but very little amounts of the other 

inhibitors. Given that FA levels higher than 1.5 g/L are considered inhibitory for the fermentation 

process [18], especially in the presence of HMF and Furfural [19] where a detoxification step [20, 

21] or separation of the solids from the pretreatment liquor before enzymatic hydrolysis (as done 

here) is required. 

 

Fig. 1.  Percentages of sugar lose into the liquor of microwave or autoclave pretreatment. Bars 

represent average ± SD of three replicates   

 

Fig. 2.  Fermentation inhibitors content in the liquor of microwave or autoclave pretreatment. Bars 

represent average ± SD of three replicates   

Fig. 3 presents the hydrolysate that was tested, in most cases microwave treatment resulted in 

the best enzymatic saccharification, especially when combined with FA, yielding 100% to 90% 
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saccharification of the cellulose fraction, using the CTec2 or Accellerase, respectively. MW with  

SA resulted in dramatic decrease in sugar release (27% and 17%), while addition of water only 

resulted in intermediate values (70% and 53%). Autoclave treatment resulted in much lower glucose 

release, with FA resulting in 41% and 31%, SA 32% and 16%, and water 28% and 8%, for the two 

enzymes, respectively. Table 1 summarizes the ethanol production when the fermentation was 

tested, where maximum ethanol production was obtained from MW with FA, resulting in 12.8 g/L, 

which is 85% of the maximum theoretical ethanol yield, and equivalent to 7.3 g ethanol per 100 g of 

OMSW (7.3%). Herreo et al. (2016) used acid pretreatment of the two-phase OMSW followed by 

enzymatic hydrolysis; the concentration of the produced ethanol was 3.15 g/L (7.34g ethanol/kg 

OMSW) [22]. Senkevich et al. (2012) investigated the effect of thermochemical pretreatment on 

ethanol production. The highest yield was 49.59 ± 1.79 ml ethanol per kg of OMSW residue [23]. 

 

Fig. 3.  Glucose released from the OMSW after the different pre- and enzymatic treatments as g/L 

of cellulose released as glucose. Bars represent average ± SD of three replicates 

Table 1. The ethanol concentration produced in different combination of pretreatment, additive,  

and enzyme saccharification 

Enzyme Treatment Additive 
Experimental 

EtOH (g/L)  

Cellic CTec2 

MW 

DW 9.6 ± 2.22 

FA 12.8 ± 0.67 

SA 3.45 ± 0.77 

Autoclave 

DW 0.6 ± 0.04 

FA 5.6 ± 0.57 

SA 2.7 ± 0.3 

Accellerase 

MW 

DW 5.1 ± 1.84 

FA 11.37 ± 1.06 

SA 1.01 ± 0.3 

Autoclave 

DW 0.6 ± 0.5 

FA 2.2 ± 0.4 

SA 1.8 ± 0.8 
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Finally, to facilitate the economic potential of OMSW, we have tested the utilization of the 

remnant biomass as a heavy metal sorbent to treat contaminated water. The results showed effective 

removal of lead and copper ions, 88% and 83%, respectively, from the contaminated water, 

especially the  remnant biomass of MW + DW + CTec2 treatment. 

4. CONCLUSIONS 

Microwave heating of OMSW biomass showed a potential pretreatment for bioethanol 

production and biosorbent compared with a conductive heat treatment. Formic acid as an additive 

enhanced the saccharification yeild and the ethanol production compared to sulfuric acid as additive 

and with no additive. Enzyme choice also had an effect, with the Cellic CTec2 resulting in a much 

better sorbent but only mildly better for ethanol production. 
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ABSTRACT 

A growing demand for energy and increasing environmental pollution induce search for alternatives of fossil 

fuel. Currently the interest in using biofuels is growing rapidly, as a result this leads to the introduction of 

non-woody biomass fuels into the market such as herbaceous plants and agricultural waste. However, the use 

of such fuel is still limited due to technical problems associated with corrosion of equipment, ash 

agglomeration, fouling and slagging. In this study, two types of agromass, hemp and wheat straws, were 

burned at nine different temperatures: 550 °C, 600 °C, 650 °C, 700 °C, 750 °C, 800 °C, 900 °C, 1000 °C, 

1500 °C. The crystalline phase of the ash was analysed by X-ray diffraction (XRD), investigation of surface 

morphology characteristics was performed using scanning electron microscopy-energy dispersive X-ray 

spectometry (SEM – EDX). Ash fusion characteristics (AFC) were identified using Carbolite. The results 

showed that increasing ashing temperature leads to decreasing content of ashes. Hemp ash content decreased 

by 1.45%, while wheat straw ash decreased only by 0.89% comparing ashes at 550 °C and 1000 °C. The X-

ray results indicated that increasing temperature leads to the decreasing amount of alkali salts and promotes 

formation of silicates. Furthermore, potassium compounds (KCl, K2SO4, KPO3) have been identified in 

wheat straw ash which leads to a lower ash melting temperature.  

Keywords: Hemp, wheat straw, ash, ash melting, morphology, mineral composition 

1. INTRODUCTION 

In recent decades, there has been an increased importance placed on fuels and power generation 

methods that emit reduced amounts of CO2, a key contributor to  anthropogenic changes to the 

atmosphere [1]. Latterly much attention has been focused on identifying suitable biomass species, 

which can provide high-energy outputs, to replace conventional fossil fuel energy sources [2].  

The cultivation of hemp was legalized since 1 January 2014 after the Law of the Republic of 

Lithuania on Hemp came into force. According to the law, the species of hemp with a 

tetrahydrocannabinol content not exceeding 0.2% can be cultivated. Areas of the land where hemp 

is cultivated are expanding every year: nearly 2500 ha of hemp were declared in 2017, and this is 

twice as much as in 2014 (1060 ha). The expanding areas of the land where hemp is cultivated 

produce a considerable quantities of waste material (hemp stems) that can be used for agrofuel 

production. Wheat is the most widely grown grain crop in Lithuania. It occupies the area of more 

than 210 thousand ha. Annual amount of wheat straw is about 3 million tons and only a small part 

of it is used according to its original purpose (animal litter, feed) [3]. 

The chemical composition of biomass fuels and especially the content of ash forming 

elements influence the choise of an appropriate combustion and process control technology [4]. 

Woody biomass composition is quite stable, and contains large quantities of calcium (Ca) and 

silicon (Si), yet less phosphorus (P) and potassium (K). On the contrary, agromass composition 

varies greatly. Both grasses and straws contain large quanitites of Si and K. Smaller amounts of Ca 

and magnesium (Mg) are found in grasses, the same goes for aliuminium (Al) and sodium (Na) in 

straw [5]. Moreover, the composition of agromass depends on the soil type, harvesting season [6], 

climate, type of fertilizer, its concentration and frequency of fertilization [7] and impurities that fall 

in during preparation and transportation of agromass [8]. However, burning of such fuels is still 

limited due to technical problems associated with corrosion of equipment, ash agglomeration, 

fouling and slagging of partially fused deposits on furnace walls and convection heat surfaces. 

mailto:Deimante.Cepauskiene@lei.lt
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It is essential to know the concentrations of the main ash forming elements in agromass and 

the ways they are structured and assembled in the fuel as part of different salts and  minerals. 

Potassium content is important because it indicates potential ash fusion and deposition by 

vaporization and condensation. In biomass combustion K and Cl can be released in gas such as HCl, 

KCl and potassium exists as potassium silicate, aluminosilicate and sulphate. During the cooling 

process the gaseous potassium may condense on the coarse fly ash as KCl and K2SO4. The K, 

sulphur (S) and chlorine (Cl) enrichments in ash are very harmful because of corrosion risk [9].  

This study focuses on determination of chemical composition and mineralogical effects on 

ash by burning fuel at temperatures from within the ashing range to near complete melting. 

Although there are a few studies on the effects of ashing temperature on the characteristics of 

biomass ash, but is still needed more knowledge on agromass types which are less investigated and 

analyzed. 

2. METHODOLOGY 

Wheat straw and hemp agromass were used in this research. Both samples were dried in low 

temperature laboratory furnace under temperature of 105 °C and were grinded to a particle size of 

< 1 mm. The ash content of samples were determined using a muffle furnace (Nabertherm) at all 

temperatures (550 °C, 600 °C, 650 °C, 700 °C, 750 °C, 800 °C, 900 °C, 1000 °C) according to ISO 

18122:2016. The ashing ration is obtained by weight the mass of raw materials and the 

corresponding ash. Ash melting behaviour was conducted in a muffle furnaces with the 

monochromatic video camera CAF DIGITAL 380–415V with reference to CEN/TS 15370-1. Ashes 

were grinded with a pestle to obtain particles with a size of less than 0.075 mm. Using a mould with 

a defined pressure, a moistened (with ethanol) ash powder was used to form cylindrical ash samples 

with a size of 5 × 5 mm. Samples were heated in ash fusion furnace under reducing atmosphere. A 

furnace temperature was raised up to 550 °C. Then temperature was gradually raised 5 °C min
-1

 and 

photos were automatically made every interval of 2 °C till temperature has reached 1500 °C. The 

temperature at which the phase of the sample changed was recorded. The main four ash melting 

phases are: SST – shrinkage starting temperature or softening temperature, DT – deformation 

temperatute, HT – hemisphere temperature, FT – fusibility temperature. 

The calorific value of the samples was determined according to ISO 18125:2017 using 

calorimeter IKA C 5000. Determination of total carbon (C), hydrogen (H) and nitrogen (N) was 

conducted using a Flash 2000 elemental analyser. The Cl and S concentration was obtained with a 

Dionex ICS-5000 ion chromatography system according to ISO 16994:2015. 

The crystalline phase analysis of ash was conducted with an X-ray diffractometer (XRD) type 

D8Bruker. Each sample was scanned for 45 minutes using Θ–2Θ modification in the interval 20°–

70°. A source of X-ray – CuKα1. Compounds were identified using EVA Search-Match program 

from PDF-2 database. 

The morphology and microchemistry of the wheat straw and hemp ash were examinated by 

scanning electron microscopy (SEM) Hitachi S-3400N equipped with energy dispersive X-ray 

spectroscopy (EDX) Bruker Quad 5040. 

3. RESULTS AND DISSCUTIONS 

Table 1 presents the main wheat straw and hemp agromass and their ash characteristics. As 

the results show, the ash content of wheat straw is 7.74% and is twice as high as that of hemp 

(3.22%). Increased ash content results in lower calorific value. The results show that a calorific 

value of hemp is nearly 1 MG/kg higher compared to wheat straw. The content of N in the 

agromass was determined to be higher compared to other main elements, such as C, H and O . The 

content of N in wheat straw is 0.40% higher than in the agromass of hemp. N contents of 

agricultural residues is higher than those of woody biomass due to the large amounts of N fertiliser 
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applied during crop growth. During combustion N is almost entirely converted to gaseous N2 and 

oxides of nitrogen. The tested samples of agromass contained very little of Cl, its content does not 

exceed 0.05%. These are relatively low values that can be explained by the fact that both the wheat 

and hemp agromass were kept outdoors after harvesting, they were exposed to precipitation and 

therefore Cl could be washed out from them (natural leaching by rainfall). 

Table 1. Characteristics of the selected agromass types 

 Wheat straw (agromass/ash) Hemp (agromass/ash) 

Ash, % 7.74/- 3.22/- 

Heating Value, MJ/kg 18.57/- 19.40/- 

C, % 46.02/1.76 48.53/8.17 

N, % 0.90/- 0.50/- 

H, % 5.40/0.88 5.62/0.22 

S, % 0.07/1.25 -/1.14 

O, % 39.87/n.d 42.13/n.d 

Cl, % 0.04/0.30 0.02/0.14 

Table 2 presents melting temperatures of wheat straw and hemp ash. There is a significant 

difference in melting points of ash. The primary melting SST phase of wheat straw ash is observed 

at 783 °C, while the hemp ash starts to melt when temperature reaches 1079 °C. The final melting 

phase of the ash FT is when the ash sample is completely melted. In case of hemp, FT temperature 

is 1496 °C, wheat straw finally melts at the temperature of 1175 °C. The data obtained show that 

SST temperature of hemp ash is similar to FT temperature of wheat straw ash. It means that at the 

temperature at which hemp ash begins to melt, wheat straw ash approaches the full melting phase. 

Table 2. Ash melting temperatures of wheat straw and hemp 

Sample SST (°C) DT (°C) HT (°C) FT (°C) 

Wheat straw 783 869 1099 1175 

Hemp 1079 1418 1490 1496 

The ash content of agromass at different temperatures (550 °C, 600 °C, 650 °C, 700 °C, 

750 °C, 800 °C, 900 °C, 1000 °C) are listed in Table 3. As is apparent from the results, increasing 

ashing temperature leads in declining content of ashes. This is due to volatile inorganic elements in 

organic compounds. The decrease in ash content is observed throughout the temperature range. The 

content of hemp ash decreases significantly at 600 °C and 650 °C, and the change in both cases is 

about 0.4%. In the case of wheat straw, a more significant ash content variation can be observed at 

600 °C and it continues to change slightly.  

Table 3. Ash content of agromass at different temperatures (± SD) 

T (ºC) Ash (%) 

 Wheat straw Hemp 

550 7.74 ± 0.07 3.22 ± 0.10 

600 7.53 ± 0.01 2.81 ± 0.09 

650 7.54 ± 0.01 2.35 ± 0.06 

700 7.56 ± 0.19 2.31 ± 0.07 

750 7.58 ± 0.21 2.15 ± 0.14 

800 7.55 ± 0.19 2.02 ± 0.19 

900 7.40 ± 0.17 1.90 ± 0.11 

1000 7.32 ± 0.10 1.77 ± 0.07 
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Figure 1 present the results of elemental composition analysis distinguishing the key elements 

that forms ashes. Hemp ash throughout the temperature range has higher levels of Ca and Mg, 

wheat straw contains higher levels of K, S, P and Si. Both hemp and wheat ash contain a similar 

amount of Al and Na that does not exceed 1%. Cl has been identified in the hemp ashes only at 

550 °C and was below 0.5%. While wheat straw ash contains more than three times the amount of 

Cl at the same temperature. The total content, however, does not exceed 1%. The content of Cl 

decreases in the temperature range from 550 to 750°C, and is no longer identified when temperature 

reaches 800 °C. 

 

Fig. 1. Composition analysis of hemp and wheat straw ash at different ashing temperatures (%) 

Figure 2 presents changes in surface morphology of wheat ash depending on temperature. 

Wheat ash is loose at 550 °C–600 °C, its particles are layered on top of each other, but no signs of 

ash melting have been determined. However, molten ash areas with loose particles attached to them 

can be noticed at 650 °C–800 °C. The particles are completely melted at 900 °C. The surface of 

accumulations of molten particles is smooth, but they differ by their shape. Completely molten 

areas of ash with a smooth surface develop at 1000 °C. Smaller structures of the molten particles 

form larger structures as they connect with each other and then evolve into large accumulations of 

agglomerate. 

 

Fig. 2. SEM of wheat straw ash at different temperatures 

Figure 3 presents changes in the surface morphology of hemp ash at varying temperatures. 

The morphology of hemp ash remains unchanged at 550 °C to 800 °C. The ash is loose, the 

particles are of different sizes and vary by their shape, layered, but no signs of agglomeration can be 

seen. A slight melting of fine particles can be noticed at 800 °C–900 °C. Melting is the most 

prominent at 1000 °C. Small, round-shaped ash agglomerates start to develop on the surface of the 

ash. 
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Fig. 3. SEM of hemp ash at different temperatures 

Table 4 presents the results of analysis of XRD ash mineral composition variation at different 

temperatures. Predominantly elemental compounds are one of the most prominent differences in the 

mineral composition of the test samples. Wheat ash throughout the temperature range is dominated 

by K compounds, hemp ash is dominated by Ca compounds.  

The mineral composition of wheat ash in the temperature range 550 °C–900 °C varies 

slightly. However, four major compounds can be distinguished: SiO, K2SO4, KO2, KPO3. In 

addition to these compounds, K2CO3 is also detected at temperatures of 600 °C and 650 °C which is 

not subsequently identifiable. K2CO3 decomposes during the endothermic reaction to form K2O and 

CO2. KO2 can be identified in ashes until the temperature reaches 1000 °C. KCaPO4 develops when 

the temperature reaches 800°C, and it then remains at 1000°C. KCl is determined only at a 

temperature of 550 °C and is not subsequently identified. 

Table 4. X-ray diffraction analysis of wheat and hemp ash at different temperatures 

Temperature, 

°C  

Wheat straw ash Hemp ash 

550 °C KCl, K2SO4, KCaPO4, SiO2 CaCO3, SiO2, Ca4O(PO4)2 

600 °C SiO2, K2SO4, KO2, KPO3, 

K2CaP4O12, K2CO3 

CaCO3, CaO, SiO2, Ca10(PO4)6O, Ca3(PO4)2 

650 °C SiO2, K2SO4, KO2, KPO3, K2CO3 CaCO3, CaO, SiO2, Ca10(PO4)6O, Ca3(PO4)2 

700 °C SiO2, K2SO4, KO2, KPO3, 

K2CaP4O12 

CaCO3, CaO, SiO2, Ca10(PO4)6O, Ca3(PO4)2 

750 °C SiO2, K2SO4, KO2, KPO3, 

K2CaP4O12 

CaCO3, CaO, SiO2, Ca10(PO4)6O, Ca3(PO4)2 

800 °C SiO2, K2SO4, KO2, KPO3, KCaPO4 CaCO3, CaO, CaSO4, SiO2, Ca10(PO4)6O, 

Ca3(PO4)2, MgO, K2O2, KPO3 

900 °C SiO2, K2SO4, KO2, KPO3, 

KCaPO4, MgO 

CaCO3, CaO, CaSO4, SiO2, Ca10(PO4)6O, 

Ca3(PO4)2, MgO, K2O2, KPO3 

1000 °C K2SO4, KPO3, KCaPO4 CaO, Ca10(PO4)6O, Ca3(PO4)2, MgO, K2O, 

Ca(CO3), CaSO4 

1600 °C Al2O3, Si, MgAl2O4, KAlSi2O6 MgAl2O4, Ca2Al2SiO7, CaMg2Al6O12, 

CaNa3Al(P2O7)2, CaAl4O7 

As mentioned above, a mineral composition of hemp is dominated by compounds containing 

Ca. In this case, no significant structural changes were observed in the temperature range of 

550 °C–750 °C, and the same five compounds CaCO3, CaO, SiO2, Ca10(PO4)6O and Ca3(PO4)2 have 

been identified in all cases. All these compounds can be identified until the temperature reaches 
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1000 °C. But several additional compounds can be identified when the temperature reaches 800 °C 

and 900 °C. The composition of ash is complemented by CaSO4, MgO, K2O2, KPO3. SiO2, K2O2 

and KPO3 can no longer be identified at 1000 °C, but a K2O compound appears. It can be said that 

significant changes in mineral structure occur twice in the case of hemp ash and the selected 

temperature range. The first change in mineral composition occurs at temperatures between 750 °C 

and 800 °C, while the second is observed at temperatures between 900 °C and 1000 °C. Changes in 

mineral composition have been identified at the same temperatures at which the morphology of the 

ash surface changes. 

4. CONCLUSIONS 

1. Increasing ashing temperature leads in declining content of ashes. This is due to 

volatilisation of inorganic elements such as K, Cl, S.  

2. Hemp ash throughout the temperature range has higher levels of Ca and Mg, wheat straw 

contains higher levels of K, S, P and Si. 

3. Changes in mineral composition have been identified at the same temperatures at which 

the morphology of the ash surface changes. 

4. Predominantly elemental compounds are one of the most prominent differences in the 

mineral composition of the test samples. Wheat ash throughout the temperature range 

(550 °C, 600 °C, 650 °C, 700 °C, 750 °C, 800 °C, 900 °C, 1000 °C) is dominated by K 

compounds, hemp ash is dominated by Ca compounds. The predominant elements have a 

significant impact on ash melting. A higher amount of K in wheat straw ash results in a 

lower ash melting point, therefore at the temperature at which hemp ash begins to melt, 

wheat straw ash approaches the full melting phase. 
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ABSTRACT 

As the population of African cities grow exponentially, there is an increase in urbanization and 

industrialization. This growth rate brings an increase in waste generation and energy consumption. The 

current waste management techniques employed in these cities are unacceptable, as it is evident from large 

unregulated dumps and open burning practice observed around the cities. These practices result into serious 

health and environmental challenges. Also, efforts to overcome the power issues in Nigeria have not yielded 

the expected results as residents still experience recurrent power outages and must rely on other not 

sustainable energy sources for their homes and businesses like diesel and fuel generators.  
 

The paper considers the case of the city of Lagos, Nigeria, with a population of 21 million people, generating 

13,000 tons of Municipal Solid Waste (MSW) per day. Currently, there is no integrated MSW management 

system in the city, and the purpose of this study is to perform initial technical evaluation of such system that 

is sustainable itself, reduces waste disposal and produces energy. The energy from the system could be used 

in addition to the energy mix in the city, through the development of a thermal neutralization system. The 

recovered energy from this system could be used for either hot water supply or central air-cooling systems 

for residents. The incinerator system could contribute to the energy mix in African cities as a source of 

energy that satisfies the global energy trends. The results of assessment of ecological and energy efficiency 

of the proposed system confirm its vital role in the country’s transition from a fossil fuel dominated energy 

mix to clean and affordable energy system. 

Keywords: Municipal solid waste, thermal neutralization system, energy mix, energy efficiency, waste 

disposal 

1. INTRODUCTION 

1.1. The waste situation 

Waste is an inevitable consequence of today’s life styles and economic activities [1]. 

Municipal Solid Waste (MSW) is inextricably linked to urbanization and economic development. 

As countries urbanize their economic wealth increases and as the standards of living and disposable 

incomes increase, consumption of goods and services increases as well. This results in a 

corresponding increase of the amount of waste generated [2]. This is the case in most of African 

cities.  According to the 2017 Drivers of Migration and Urbanization in Africa report by the United 

Nations, more than half of the global population now lives in urban areas [3]. Over the decades, the 

population of most major cities in Nigeria have increased substantially. Lagos, Kano, Port Harcourt, 

Maiduguri, Kaduna, Ilorin, and Jos are examples of cities that have had such growth over the past 

5 decades. For instance, Kano's population rose from 5.8 million people in 1991 to 9.4 million in 

2006. Enugu had 174 thous. in 1965 and 712 thous. in 2006 while over the same period, Lagos had 

a population of less than one million, 4 million, and over 10 million, respectively [4]. The World 

Bank reports the Nigerian population to be over 190 million as at 2017, with a growing rate of 2.6% 

and MSW of over 27 million tons annually [5], [6]. Currently, Lagos alone has a massive 

population of 21 million people which makes it the most populated city in Nigeria, with MSW 
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generation of 13,000 tons per day [7]. Generally, MSW in Nigeria is plagued with inefficient 

collection methods, insufficient coverage of the collection system, improper disposal, insufficient 

financial resources, absence of bylaws and standards, and inappropriate waste management 

technology [8]. These indicate an urgent need of sustainable MSW management and treatment 

technologies in Lagos. 

1.2. The energy situation 

The Nigeria’s Federal Ministry of Power (FMP) reports that Nigeria has a peak demand of 

12,800 MW with an installed electricity generation capacity of 13,308 MW [9]. Out of this, only 

6,158 MW were operational in 2014 and only between 3,000 MW to 4,500 MW were generating 

due to unavailability of gas, equipment malfunction, water shortage or grid constraints. The poor 

performance of the power plants has led to acute shortage of power across the country [9], [10]. 

Nigeria’s electricity consumption per capita tends to have had no major increase over a decade from 

the commissioning of its first  power station in 1990, which is not a commensurate power supply 

for the growing population over the same period (see Fig. 1) [10], [11]. 

 

 
 

Fig. 1.  Historic development of population and electricity consumption per capita in Nigeria 

1990–2012 [10], [12] 

 

The absence of on-grid energy capacities or unreliable power supply from the grid has led 

households and industry consumers to install their own power generation equipment. The majority 

of these generators use diesel or petrol as fuel while about 23% of consumers use renewable sources 

like solar inverters  [8], [10], [13], [14]. According to Power poll results released by NOIPolls 

Limited for the second quarter of 2015, it was revealed that as a direct effect of the poor state of 

power supply in Nigeria, almost 8 of 10 Nigerian households rely on alternative sources of power. 

This data was collected over a 27-month period (April 2013 – June 2015) [15]. 

The energy demand of a given country is determined by its population and industry. The 

available data on Nigeria for electricity consumption by sector reveals that, it is the residential 

sector that consumes the highest share of total energy (Fig. 2) [10], [14]. 

The composition of household appliances influences the total energy consumed by customers. 

In Nigeria, energy is commonly needed in households for appliances like water heaters, lighting, 

fridges, freezers, air conditioners, televisions, radios sets and computers [14]. 
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Fig. 2.  Historical electricity consumption in Nigeria by economic sectors (GWh) [16], [17] 

An analysis of the energy saving potentials of Nigeria’s residential buildings reveal that hot 

water heating, air cooling and lighting have the largest saving potential at the household level [18]. 

An autonomous hot water heating system could possibly reduce the demand on the power plants in 

Lagos. 

1.3. Waste to energy  

Waste-to-energy (WTE) is a process which recovers energy from waste materials and is the 

preferred option of solid waste management disposal, based on the concept known as the waste 

hierarchy [1]. In 2008, European member states have agreed on this concept and adopted it as the 

basis for all legislative measures in the waste sector in addition to other guiding principles 

(Fig. 3).The Integrated Solid Waste Management (ISWM) hierarchy stipulates that source reduction 

and reuse are the most desirable solid waste management practices since they are the most effective 

options to ensure that hazardous contents are removed. In reducing the waste, the consumption of 

resources is reduced considerably. The next step is to recycle the waste. However, after waste is 

reduced, reused and recycled, the remaining waste must be managed further. Combustion to recover 

energy becomes necessary and only what remains after all possibilities have been exhausted could 

be safely disposed [1], [13], [19]. The average calorific value of Nigerian waste is about 9.6 MJ/kg. 

Based on Nigeria’s waste profile obtained, if all the waste generated could be successfully collected 

and incinerated in a modern waste-to-energy facility, as much as  3000 MW of electricity could be 

obtained by 2020 [13], [19]. 

 

Fig. 3.  Integrated Solid Waste Management [13], [20] 
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1.4. Aim of Study 

Due to the increasing importance of sustainable resources and above-mentioned reasons the 

need to add WTE to the energy mix in Lagos becomes obvious. The proposed system will utilize 

the massive amount of MSW generated in the city of Lagos for energy recovery. In this case the 

energy could be used either for hot water or cold air supply to residential buildings. This system 

will support the city’s existing power generation plants to facilitate saving of resources and 

sustainable living patterns.  

The main aim of the paper, therefore, is to determine the technical efficiency of the thermal 

neutralization system of waste in Lagos by using existing literature on waste composition: (1) to 

find the specific net calorific value of the waste; (2) to calculate the values of the coefficient of 

excess air in the furnace as well as recommend a  furnace type to use; (3) develop possible scenarios 

of waste-to-energy utilization.  

2. METHODOLOGY 

The chosen methodology is based on the known elemental composition of waste, its 

physicochemical characteristics. Knowing the specific net calorific value of fuel, the amount of air 

required for complete combustion of 1 kg of waste, composition and amount of combustion 

products produced are determined. The theoretical combustion temperature and the specific amount 

of additional fuel are determined to maintain the required combustion temperature, and if it is 

higher than the theoretical combustion temperature, the process technology is developed. 

According to Salami et al [21], the structure of solid waste of the Lagos State is comprised 

mostly of organic matter (62%), plastic (15%) and paper (10%) while the lowest component is ash 

which accounts for 2% (see Table 1). This characterisation is used as the bases for finding the 

working efficiency of the system. 

 

Table 1. Characterization of waste structure in Lagos, Nigeria [21]
 

 

Category Tonnage Percentage 

Organic 8060 62 

Plastic 1950 15 

Paper 1300 10 

Glass 520 4 

Silts 910 7 

Ashes 260 2 

Total 13,000 100 

 

Using the values from the table 1 the theoretically necessary amount of air V 
0
 (under normal 

conditions) for complete combustion of a unit amount of fuel can be found: 

                                , (1) 

where   ,   ,    are the mass contents of combustible components, and    is the percentage of 

oxygen in the working mass of the waste.  

Using equation 1 and values of Table 2 [22], the volume of air (  ) in the organic matter, 

plastic, paper and glass can be calculated. 
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Table 2. Characterization of waste, the percentage of combustible components and the 

volume of air per one kilogram of waste (  )  
 

Component C H2 O2 S N2 
Total weight, 

% 
V

0  
 

  
 

Organic matter 50.321 0.583 44.35 0.806 3.94 100 3.191 

Plastics 68.186 0.789 28.79 0.909 1.326 100 5.351 

Paper 44.204 0.495 54.648 0.311 0.341 100 2.268 

Glass 50.293 0.559 45.823 0 3.325 100 3.107 

 

The theoretically necessary amount of air for waste incineration (  
 ) can be obtained as 

follows:  

  
         , (2) 

where    is the summation of    for all waste composition and    is the percentage of combustible 

components of the waste. 

  
                                               

    
        

  

  
  

The volume of triatomic gases  O2, N2, H2O in the waste component is needed to find the 

actual amount of flue gasses generated during the combustion (Table 3).  

 

Table 3. The volume of flue gases by waste components 

 

Component 
 

   

  

  

  
  

  

  

   
   

  

  

  Percentage 

% (  ) 

Organic matter 0.9446 2.5524 1.0478 62 

Plastics 1.2787 4.2379 0.1737 15 

Paper 0.827 1.7944 0.0915 10 

Glass 0.9385 2.4811 0.1121 4 

        0.8977 2.4969 0.6893 
 

 

From Table 3 the theoretical volume of flue gases can be obtained: 

   
        

  

  
. 

Depending on the capacity of the plant for incinerated waste, their preparation before being 

fed for incineration, based on the known recommendations and characteristics of the technologies 

and quality of the incineration process, the type of fuel device (furnace) is selected for which the 

flow characteristics, heat output, additional fuel, air, and flue expenses are calculated, gases and 

ashes, which are subsequently needed to determine the main dimensions of the furnace, afterburner, 

gas cleaning systems and the gas-air duct. 

Considering the local difficulties of high-quality waste preparation for incineration in Lagos, a 

rotary kiln is proposed as it is not responsive to the quality of waste, allowing for increased heat and 

mass exchange during the combustion of waste as a furnace for the installation [23]. At the exit of 

the furnace, the temperature is maintained at 900 °C below the melting point of the removed ash. 

The final afterburning of products of incomplete combustion is carried out in the afterburning 
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chamber at a temperature of 1200 °C. To improve the thermal efficiency of the installation, a heat 

recovery system is installed after the afterburner, in which the heating water is heated by 

afterburning gases. After the system of gas cleaning through a chimney the gases are removed to the 

environment. 

A two-stage combustion system has been suggested: the first stage is carried out at a 

temperature of 900 ° C, and the second one – at 1200 °C [22]. 

Then the actual amount of flue gases from waste incineration will be found: 

   
                        (3) 

   
        

  

  
  

Shares of O2, N2, H2O and excess air in the flue gas: 

   
  

   

   (4) 

         
  

 

   

    

Share of O2 amounts to 0.1244; N2  0.346; H2O  0.0955 and excess air   0.434. 

Full Heat Capacity of flue gases (Cg) at 900 °C for waste: 

            (5) 

 

Table 4. Share of O2, N2, H2O and excess air in the flue gas and their heat values at 900 
o
C [22] 

 

Content O2 N2 H2O CB 

Heat Values 1.4657 1.3806 1.6969 1.4259 

  0.1218 0.6685 0.1251 0.0846 

      
    

    
    

                   

  
           

The total energy used to heat 1kg of mixed waste    

   

   

         

    (6) 

 

Table 5. The waste components, their percentage and heat values [20] 
 

Component 
% of Waste 

(  ) 

Heating value 

   

   

  
 

Organic matter 62 4230 

Plastic 15 46150 

Paper 10 17920 

Using equation (6),  
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The burning temperature of waste     in the combustion chamber is given by the equation (7), 

where       and       : 

    
   

      

    

          
    

  (7) 

           

For complete combustion the value of burning temperature of 900 
o
C minimum is needed, 

hence, an additional diesel fuel is required. 

3. RESULTS AND DISCUSSION OF POSSIBLE SCENARIOUS OF WASTE-TO-

ENERGY UTILIZATION 

The calculations of the heat balance of the waste incineration process showed that heat 

generation from waste incineration is not enough to maintain the required combustion temperature. 

Therefore, it is required to burn additional fuel in the amount of 415 kg/h. Flue gases after the 

second burner can be sent to a gas-water heater, in which, by cooling gases from 1200 °C to 400 °C 

or 300 °C, it is possible to heat water for the heating system. The resulting amount of heat will be: 

when cooled to 300 
o
C               =            kJ/h; 

when cooled to 400 
o
C             =           kJ/h. 

Due to this, it is possible to heat the water to temperatures in the range of 95–70 
o
C.  

If            and          . 

   
  

           
  (8) 

                      
  

 
  

                        

 
. 

To estimate the degree of useful usage of the heat of combustion of waste and additional fuel 

in the installation the coefficient of utilization of heat can be used. The coefficient is calculated at 

flue gas temperatures of 300 
o
C and 400 

o
C. 

The coefficient of utilization of the heat of fire disposal of waste at 300 
o
C and 400 

o
C can be 

obtained as follows: 

  
   

       

        

   (9) 

 
   

         

 
   

         

It is possible to get hot water at a temperature of 115-110 °C. Such water, in addition to the 

system of hot heat supply and heating, can be used in heat-using absorption lithium bromide chillers 

for obtaining cold, as well as for generating electrical energy. 

The produced hot water can be used in the  absorption lithium bromide chiller, such as, for 

example,  ABKHM-8-10 [23] to obtain about 800 kW of cooling capacity in the form of cold water 
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at a temperature of +7 °C for an air conditioning system. Also, one can get about 500 kW of 

electrical energy by heating a heat exchanger- an evaporator of a steam microturbine installation, 

for example, the TGX-100 type, manufactured by CALNETIX company [24]. 

When using the heat of hot water, fuel and gas emissions are saved in the heat power station 

being replaced, which supplies the same quantity and quality of heat. The savings of fuel can be 

estimated as following: 

   
     

     
  (10) 

          

     
      

  

 
  

where, Q – specific lower calorific value of fuel, kJ/kg and 0.9 is efficiency coefficient of the 

replaced boiler room. 

A corresponding reduction in flue gas emissions can be found as follows: 

                          
  

 
  (11) 

     the volume of flue gases during complete combustion of a unit amount of fuel, m
3
/h. 

This environmental result can be used to further feasibility study of the proposed thermal 

neutralization system of waste. 

4. CONCLUSION 

If installed, the thermal neutralization system of municipal solid waste of the city of Lagos 

will play a vital role in the country’s transition from a fossil fuel dominated energy mix to clean and 

affordable energy systems. The system could be effective in plummeting the waste volume in the 

city as the waste is utilized for power generation. With the addition of diesel fuel, the system can 

generate enough heat for the hot water supply.  The technical assessment of thermal neutralization 

system of waste showed that recovered energy from the system can be also used for either central 

air-cooling system for residents or electric energy supply. However, the further study of 

environmental and economic results of the system and costs-benefits analysis is needed to compare 

the options of the produced heat utilization and choose the most efficient one.    

The use of heat from the flue gases when burning solid municipal waste could reduce fuel 

consumption in replaceable power plants and, accordingly, reduce the formation of flue gas emissions. 

The results of the assessment of ecological and energy efficiency of the proposed system can 

be utilized for further research in modelling the material and energy flows through the system. Life 

cycle assessment of MSW treatment plants technologies and examination of possibilities of adding 

waste from the oil and gas industry, which have higher calorific values, will be also considered in 

the further research. 
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ABSTRACT 

In this paper, the geothermal energy sources and its present and possible applications for Turkey are 

investigated in detail. Additionally, the geothermal power based useful production options (thermal, 

electricity, alternative fuels, fresh and hot water, other commodities and health options) are analysed, and the 

other beneficial technologies with geothermal energy are given for preferable geothermal plant design. 

Generally, in Turkey, the single flash steam power generation systems have been utilized for power 

generation. Multi-generation systems may be able to offer more effective results when compared to the single 

generation systems.  

Keywords: Renewable energy, geothermal energy, Turkey 

1. INTRODUCTION 

As energy needs of human increase rapidly, new alternatives for current energy infrastructure 

will be necessary. Existing energy infrastructure is not sustainable because it is harmfull to the 

environment and also fossil energy sources are decreasing as well. Therefore, new solutions should 

be found having feautures such as clean, environmental friendly, cheap and sustainable. With this 

view of perspective renewable energy sources come into the forefront. Recent studies show that 

there is a huge trend to transition to the renewable energy sources such as solar, geothermal, hydro 

power, wind, etc.  

In this study, geothermal energy utilization in Turkey is discussed due to high potential of 

Turkey in terms of geothermal sources. Researches on geothermal sources in Turkey initially started 

in 1960s by MTA (General Directorate of Mineral Research and Exploration), until now 227 

geothermal fields were discovered. Geothermal potential of Turkey has been calculated as 

31500 MW  [1]. In the last 50 years, there has been a striking development in geothermal energy 

usage in Turkey.  
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2. GEOTHERMAL ENERGY UTILIZATION 

2.1. Geothermal energy status in Turkey 

Turkey, due to its geographic position and lying on the active techtonic belt, is one of the 

richest countries in terms of geothermal sources. Almost 1000 geothermal sources are widely spread 

in Turkey with different source temperatures as seen from Fig. 1. As demonstrated in the figure, 

geothermal fields are found in mostly west Anatolian part of Turkey. Geothermal sources are 

utilized for electricity production, heating (buildings and greenhouses), thermal and health tourisms, 

gaining industrial minerals and drying in Turkey.  

 

 

Fig. 1. Map of geothermal sources utilization in Turkey [1] 

Electricity generation from geothermal was initially applied in 1975 in Kızıldere, Turkey. The 

capacity of the first plant of Turkey was only 0.5 MW. Today, according to the June 2018 data from 

Ministry of Energy and Natural Sources total installed power capacity is 1144 MW [2]. Between 

2010 and 2015, Turkey has been the first country in terms of increasing rate of installed capacity of 

electricity generation from geothermal sources [3]. While heating from geothermal was 3100 MW 

in 2004, the heating capacity went up to the 5000 MW at the end of November, 2017. In 2002, there 

was 16 electricity generation plant from geothermal and this number increased to 25 in 2017. The 

capacity of electricity plants was about 15 MW in 2002, it was 1052 MW in 2017. There has been a 

686% increment in greenhouse heating from 2002 to 2017. Also when considered house heating 

there has been a 281% increment rate such that in 2002 there was 30000 house heated by 

geothermal sources, at the end of 2017 114567 house heated by geothermal energy. This striking 
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increment rate of geothermal usage in Turkey has brought the country to the second place in the top 

5 countries using geothermal energy as seen in Table 1.  

 

Table 1. Distribution of geothermal heat energy among the top 5 countries [4] 

 

Countries Installed Capacity, 

thermal (MWt) 

Countries Annual produced 

energy (TJ/year) 

China 6,089 China 74,041 

Turkey 2,894 Turkey 44,932 

Japan 2,086 Iceland 26,700 

Iceland 2,035 Japan 25,630 

India 986 Hungary 9,573 

 

2.2. Geothermal energy status in the World 

Geothermal energy has been searching and improving rapidly as alternative energy source in 

many countries having rich geothermal sources. According to Bertani [3], total installed capacity 

for electricity generation from geothermal has reached to 12635 MWe and direct utilization of 

geothermal for house heating has reached to 70329 MWt as seen from Fig. 2. in total in the world ?  

 

Fig. 2. Map of geothermal installed capacity in World (Adapted from [3]) 

 

From 1950 to 2015, total installed capacity and generated power has raisen sharply after 

1980s as seen from Fig. 3. As seen from the figure installed capacity has increased 1.7 GW (about 

16%) from 1980s to 2015.  
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Fig. 3. Total installed capacity and produced energy from geothermal between 1950-2015 [3] 

Fig. 4 illustrates the worldwide thermal utilization of geothermal energy in 2015. As seen 

from the figure the biggest share of thermal usage of geothermal energy belongs to the geothermal 

heat pump technology with 55.30%.  

 

 

 

Fig. 4. World wide utilization of geothermal energy, TJ/yr [5]  

Table 2 demonstrates geothermal power plants and which technology is used in different 

countries. As seen from the table, still single flash technology is the ranked 1 when compared to 

other technologies. 
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Table 2. Geothermal power plants for each technology per country (installed capacity MW) [6] 

Country Back 

pressure 

Dry 

steam 

1-flash 2-flash 3-flash Binary Hybrid Total 

Australia - - - - - 1 - 1 

Austria - - - - - 1 - 1 

China - - 1 24 - 3 - 28 

Costa Rica 5 - 140 - - 63 - 208 

El Salvador - - 160 35 - 9 - 204 

Ethiopia - - - - - 7 - 7 

France - - 10 5 - 2 - 17 

Germany - - - - - 27 - 27 

Guatemala - - - - - 52 - 52 

Iceland - - 564 90 - 10 - 664 

Indonesia - 460 873 - - 8 - 1341 

Italy - 795 120 - - 1 - 916 

Japan - 24 355 135 - 7 - 521 

Kenya 48 - 543 - - 4 - 595 

Mexico 75 - 466 475 - 3 - 1019 

New Zealand 44 - 209 356 132 265 - 1006 

Nicaragua 10 - 142 - - 8 - 160 

Papua New 

Guinea 

- - 50 - - - - 50 

Philippines - - 1286 365 - 219 - 1870 

Portugal - - - - - 29 - 29 

Russia - - 82 - - - - 82 

Turkey - - 20 178 - 198 - 396 

USA - 1584 60 881 50 873 2 3450 

Totals 182 2863 5081 2544 182 1790 2 12644 

Percent of total 1.44 22.64 40.19 20.12 1.44 14.16 0.016 100.00 

 

Due to advantages of geothermal energy such as clean, cheap and feasible, there are many 

plants to be installed in the future. Fig. 5 shows that operating capacities and future additions of 

geothermal plants with respect to countries. As seen from the figure, Indonesia, Kenya, Turkey and 

USA are planning to build new plants for geothermal energy.  

 

 

Fig. 5. Geothermal power operating and planned capacity by country (Adapted from [6]) 
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3. GEOTHERMAL POTENTIAL OF TURKEY 

There are about 2000 hot and mineral water reserves of which their temperatures range 

between 20-287 °C and there are 227 geothermal field which are economically feasible [1]. Main 

geothermal fields are in West Anatolia part of Turkey and on Nort Anatolia fault line. MTA has 

launched total 332000 m geothermal drilling. The depth of drilling to search for geothermal is more 

than 4000 m. According to previous studies and literature, geothermal heat capacity of Turkey is 

about 60000 MWt [7], [8].  

4. CURRENT APPLICATIONS OF GEOTHERMAL ENERGY IN TURKEY 

There are 25 geothermal electricity production plants in 14 different geothermal fields in 

Turkey at the end of 2015 which are shown in Table 3 [9]. 

Table 3. Geothermal electricity plants in Turkey (Adopted from [9]) 

Region Plants-Firm Year of 

foundation  

Number 

of units 

Type  Total installed 

capacity (MWe)  

Denizli  Kızıldere (Zorlu)  1984/2003  2  1F, 2F+B  80+15  

Aydın  Salavatlı Dora 1,2,3 (MeGe)  2006/2013  3  B  50,86  

Aydın  Germencik( Gürmat)  2009  1  2F  47,4  

Çanakkale  Tuzla (Enda)  2010  1  B  7,5  

Aydın  Hıdırbeyli (Maren)  2011/2013  3  B  92  

Aydın  Pamukören (Çelikler)  2013  1  B  45  

Denizli  Kızıldere (Bereket)  2007  1  B  6,85  

Manisa  Alaşehir (Türkerler)  2014  1  B  24  

Aydın  Gümüşköy (BM)  2014  1  B  6,6+6.6  

Denizli  Gerali (Değirmenci)  2014  1  B  2,52  

Aydın  Germencik(Gürmat)  2014  1  B  22,5  

Denizli  Tosunlar (Akça)  2015  1  B  3,5  

Aydın  Pamukören (Çelikler)  2015  1  B  22,5  

Aydın  Germencik (Gürmat)  2015  3  2(B)+2F  22.5+22.5+47.4  

Manisa  Alaşehir (Zorlu)  2015  1  B  45  

Aydın  Umurlu (Kar-Key)  2015  1  B  12  

Denizli  Tekkehamam (Greeneco)  2015  1  B  12,8  

Manisa  Alaşehir –Kemaliye 

(Enerjeo)  

2015  1  B  25  

Total 620.03 

1F= Single flash, 2F=Double flash, B= Binary 

 

Kızıldere – Denizli was the first geothermal field which was discovered as suitable for 

electricity generation from geothermal source in Turkey in 1968. Kızıldere is in the West part of the 

Turkey as many other geothermal fields. West part of Turkey, rich in terms of geothermal sources, 

were researched by MTA and UNDP (United Nations Development Program) [1]. Beside electricity 

generation, geothermal source is utilized for house heating in Sarayköy and for 100000 m
2
 

greenhouse heating. In addition, there is a dry ice plant on that site with the capacity of 

12 × 10
7
 kg/yr.  

Other economically feasible geothermal field in Turkey is Germencik geothermal field which 

was discovered in 1982. The first plant was founded in 2009 as double flash. Then in 2014-2015 

years 3 binary plants (3 × 22.5 MWe) and a 47.4 MWe double flash plant were started to generate 

power [2].  
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4.1. Possible applications for geothermal sources 

Because of the diversity of geothermal fluid temperature there are different geothermal energy 

utilizations such as house heating, greenhouse heating, electricity production, health and 

agricultural utilizations etc. In Turkey, most of the geothermal energy systems are single flash 

steam power generation. The number of cogeneration plants are still limited. In literature, there are 

many novel applications are offered for multiple product from geothermal source in more effective 

way than traditional systems. Yuksel et. al [10] have proposed a novel multigeneration system 

based geothermal energy with four sub-systems which are double flash geothermal system, organic 

Rankine cycle, proton exchange membrane electrolyzer and hydrogen liquefaction system. Beside 

thermodynamic analysis, some parameters have also been investigated to reveal the effects of 

parameters on system performance. According to the parametric analysis, geothermal fluid 

temperature is the most effective parameter on system performance. Khalid et. al [11] have also 

made an assessment of solar-geothermal based multigeneration system in terms of thermodynamic 

and thermoeconomic. According to the their results, levelized cost of produced electricity is 

0.089 $/kWh. According to Republic of Turkey Energy Market Regulatory Authority  the price of 

1 kWh electricity is 0.093 $ by February 2019 [12]. In Denmark having the most expensive 

electricty prices in Europe, 1 kWh electricity is 0.35 $/kWh in the first half of 2018 [13]. Therefore 

comparing these prices, it can be said that geothermal based multigeneration systems can challenge 

with fossil based plants in terms of electricity prices.  

5. RESULTS AND DISCUSSION 

In this study current applications of geothermal energy and its potential for Turkey is 

presented. In addition geothermal applications such as electricity generation and heat production in 

world is shared as well. Turkey is one of the richest country in terms of geothermal energy. From 

2008 after some legal regulations have been implemented, capacity of installed plants have 

increased too. At the end of the 2017, installed capacity for electricity generation from geothermal 

energy has reached up to 1052 MWe. Thermal capacity of geothermal energy has raisen to about 

15500 MWt at the end of 2017. As a conclusion, the following suggestions can be made: 

 New research techniques should be adapted for searching geothermal fields. 

 New electricity production options such as tri-generation or multi-generation should be used 

because their efficiencies are much higher than single generation plants.  

 New cooperations among universities, private firms and MTA should be set.  

 Due to most geothermal fields having temperature below than desired for electricity 

generation, those geothermal sources should be used for space heating and green house 

heating.  
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ABSTRACT 

Currently, various methods are used to reduce emissions of fly ashes emitted with flue gases. However, their 

efficiency no longer meets increasingly stringent requirements for ambient air quality. In order to fulfill the 

tightened emission requirements, investigation studies on the modification of filtering methods and 

equipment are being expanded. Particular importance is given to investigations focused on reducing the 

emission of fly ash particles by acoustic, dynamic, chemical, electrical and magnetic effects, which creates 

relative movement between particles forcing them to collide more frequently and agglomerate into larger 

particles. 

Acoustic agglomeration is considered to be the most promising pretreatment technology to reduce fly ash 

particles emissions. Previous studies already identified the main factors affecting agglomeration of particles: 

radiation frequency, exposure time, sound pressure level, initial concentration of particles and their size 

distribution. It has also been confirmed that the agglomeration process is essentially determined by 

orthokinetic and hydrodynamic particle interaction mechanisms, although other interactions cannot be 

completely ignored. 

Experimental setup for testing the properties of fly ash particles from biofuel-powered plants and their 

agglomeration in the acoustic field, which provides control over flow yield in the range of 16–510 m
3
/h, 

particle concentrations of 20–1000 mg/m
3
 as well as acoustic field frequency, pressure and transmitted 

particle exposure time up to 31000 Hz, 135 dB and 3–7 s respectively, has been constructed. All 

experimental investigations were carried out in the cold fly ashes flow, at the temperature of 20 ± 5 ºC. 

During the investigation of acoustic agglomeration, the effects caused by the main influencing factors such as 

initial particle size distribution, its concentration and acoustic parameters were analyzed and compared. The 

agglomeration efficiency of 0.1–5 μm particles was determined to be as much as 40% at a flow rate 190 m
3
/h 

and fly ash concentration 300 mg/m
3
. 

Keywords: acoustic agglomeration, emitted frequency, sound pressure level (SPL), residence time, fly ash, 

particulate matter (PM, PM2.5 and PM10) 

1. INTRODUCTION 

Fly ash, which are removed from the combustion chamber with exhaust fumes, are solid 

particles of 0.01–100 μm diameter [1]. PM2.5, i.e. particles < 2.5 μm [2] is the main subject in focus 

of precipitation, as most particles of > 5 μm, are deposited in currently used flue gas treatment 

plants [3]. PM2.5 is very dangerous to human health due to its small size as well as heavy metals and 

other hazardous substances incorporated into ash flow [4, 5]. In addition, PM2.5 and PM10 are 

considered as a dangerous source of environmental pollution in many countries, e.g. [4, 5]. 

Therefore, particulate matter (PM) emissions into the atmosphere are constantly monitored and 

controlled. 

Currently used flue gas treatment plants do not appropriately meet the requirements of a new 

standard for particulate emissions [6] and therefore methods and measurements to improve their 

performance [7] are being explored. 

Acoustic agglomeration is considered to be one of the most efficient and practically 

applicable PM2.5 precipitation methods [8, 9], operation principle of which is based on high 

intensity sound waves to move small particles with the media and form agglomerates during 
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collisions [9]. Studies of PM2.5 precipitation using the acoustic agglomeration method were 

performed at different baseline conditions (radiation frequency, exposure time and sound pressure 

level (SPL)) using particles from coal plants [9-11]. In these studies, the resonant frequencies of 

1400–2400 Hz and 1400–2200 Hz were determined, respectively, to increase the efficiency of the 

sleeve-type filter and electrostatic precipitator (ESP) at 148 dB of SPL [9]. Since the frequency is 

< 20000 Hz, i.e. audible, it produces acoustic noise, thus limiting its practical application [12]. For 

this purpose, the practical applications of the deposition of PM2.5 precipitated in ESP from coal- 

powered plant by ultrasound were performed [13, 14]. 

This article discusses the test results obtained during the experimental study of PM2.5 

agglomeration using high-intensity acoustic effects and an analysis of its key control factors to 

determine the most effective acoustic agglomeration conditions for the PM2.5 agglomeration from 

the burned biofuel as opposed to coal particles, which were usually used in other studies. 

2. METHODS AND MEASURING INSTRUMENTS 

The experimental agglomeration chamber (Fig. 1) was made of 0.22 m internal diameter and 

2.0 m long vertical stainless steel tube. The top of the chamber was equipped with a Piezoelectric 

plate-transducer, which was controlled by the SFG-1013 signal generator and the YM-401/4-1 

power amplifier. 

Piezoelectric plate-transducer consists of a piezoelectric element of transduction in a 

sandwich configuration and a solid horn that acts as a mechanical vibration amplifier for extensive 

area stepped-grooved profile radiating plate. During the experiments, it generated 120 W 16000 Hz 

(frez1) and 31000 Hz (frez2) frequencies with SPL up to 135 dB in the center of the agglomeration 

chamber. 

An agglomeration chamber is fitted with a removable reflector made of stainless steel to 

provide a relatively standing acoustic wave throughout the whole volume of the chamber. 

 

 

Fig. 1. Composition of experimental acoustic agglomeration device: 1 – aerosolizer;  

2 – Piezoelectric ultrasonic plate-transducer; 3 – agglomeration chamber; 4 – fan;  

5 – measurement and sampling equipment 

The SPL in the chamber was measured with a noise level meter (ROBOTRON 00023) with a 

measuring range of 10–130 dB using a MV201 condenser microphone connected via a pre-

amplifier to the acoustic level indicator. The axial changes in the measured SPL at three 

agglomeration cell measuring points were < 3 dB. 
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In order to achieve the required exposure time of 3 to 7 s (τ), the air flow rate was controlled 

within the range of 16–510 m
3
/h, with known and adjustable initial particle concentrations in the 

range of 20–1000 mg/m
3
. All experiments were performed at a particle flow temperature of 

20 ± 0.5 °C, i.e. cold fly ashes flow, and measurements were made under isokinetic conditions. 

For experimental studies, the fly ash collected from the wood chip incinerator ESP were used. 

The concentrations of the collected solid PM are known and they have been regulated by the use of 

an aerosolizer to continuously inject it into the air stream (Fig. 2). 
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Fig. 2. Particle number and mass distributions were determined before agglomeration chamber 

(plane "A") at the corresponding initial mass concentrations: 1 – 175 mg/m
3
 and 2 – 350 mg/m

3
 

Optical spectrometers were used to measure particle size distributions and number 

concentrations of particle flow in the experimental chamber. 

The gravimetric analyzer was used under isokinetic conditions for the sampling of solid 

microparticles and the assessment of the acoustic agglomeration using an electronic microscope. 

3. RESULTS AND DISCUSSION 

During the analysis of the formed agglomerates significant difference in the mean particle 

number and mass concentration in the range of 0.2–10.0 µm was determined (Table 1). Average 

number particle concentrations dCn1 and dCn2 as well as mass concentrations dCm1 and dCm2 were 

determined for frequencies frez1 and frez2 respectively. Meanwhile, the change in dCn and dCm was 

calculated according to equatons 1-2 and 3-4, respectively, when the average values of dCn and 

dCm, determined in plane "B", with acoustic effect were compared to the average dCn0 and dCm0 
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values measured without the accustic effect. The uncertainty of dCn and dCm measurements was ± 

10 % and ± 10 mg/m
3
, respectively. 

Change in the number concentration of PM (ΔdCn): 

  0

3

nni dCdCcmN           (1) 

    00100% nnni dCdCdC  ,      (2) 

where dCn0 – average particle number concentration without acoustic effect in plane "B", and dCni – 

average particle number concentration with acoustic effect in plane "B". 

Change in mass concentration of PM (ΔdCm): 

  0

3

mmi dCdCmmg          (3) 

    00100% mmmi dCdCdC  ,      (4) 

where dCm0 – average particle mass concentration without acoustic effect in plane "B", and dCmi – 

average particle mass concentration with acoustic effect in plane "B". 

Table 1. Comparison of average number and mass concentrations determined for frez1  and frez2  with 

the corresponding concentrations measured without the acoustic effect at the initial concentartion of 

175 mg/m
3
 

frez,  

Hz 

dCn,  

N/cm
3
 

ΔdCn,  

N/cm
3
 

ΔdCn,  

% 

dCm,  

mg/m
3
 

ΔdCm,  

mg/m
3
 

ΔdCm,  

% 

0 50984 - - 76.35 - - 

16000 56108 5124 10 91.63 15.27 20 

31000 65204 14220 28 106.90 30.54 40 

 

In the agglomeration chamber, the effect of the sound frequency and SPL was analyzed 

during the exposure on PM for 3 to 7 seconds (Fig. 3). In this case, dCn decreases monotonically 

when exposure duration increases and relative number concentration dCn/Cn ranges from 0.68–0.3 

and 0.75–0.35 at 120 dB and 135 dB SPL. It is clear from the analysis of the results that the 

acoustic effect on the particles occurs within a split part of second and slowly decreases with 

increasing exposure time, which is important to know, because too long exposure time (> 7 s) in the 

chamber can be the potential cause of the increase in fine particle concentration. Therefore, an 

effective and properly selected exposure time is required for an efficient agglomeration process. 

 

Fig. 3. Influence of exposure time on acoustic agglomeration of PM by changing SPL: 1 – 110 dB, 

2 – 120 dB, 3 – 135 dB 
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Results of exposure time and SPL analysis correlate well with the literature data, which 

present similar sensitivity of acoustic effect to an increase of SPL and consistent change of the 

exposure time influence. Figure 3 shows the increased efficiency of PM2.5 agglomeration by 

increasing SPL over the same exposure time. Therefore, an effective agglomeration process requires 

high SPL and sufficient exposure time. 

Samples of solid microparticles taken under isokinetic conditions using a gravimetric sampler 

and were analyzed using an electronic microscope (Fig. 4). The average diameter of PM increases 

at least 4 times, when the SPL increases from 110 dB to 135 dB. 

   

Fig. 4. The influence of change in the initial concentration of PM on the development of acoustic 

agglomeration 

The influence of PM initial mass concentration was determined in the range of 175–

700 mg/m
3
 according to the change in particle concentration. However, 10–160 mg/m

3
 of PM mass 

concentration was determined prior to the agglomeration chamber and 10–40 % change in particle 

mass concentration after a agglomeration chamber. Obviously, the acoustic agglomeration is more 

effective in solving the fly-ash problem, if the initial concentration of PM2.5 is increased, but at 

300 mg/m
3
 the maximum effect was achieved, while the flow was 190 m

3
/h and in the range of 

300–700 mg/m
3
 acoustic agglomeration have been found to have a constant 40% effect. 

The determined mass concentration of PM overlapping with [13] and the [7, 9, 10, 12] results 

can be achieved by using acoustic and water drops effect [7, 12]. Acoustic agglomeration methods 

were compared according to the change in PM size, because the chemical composition of the 

particles does not affect the acoustic impact. Therefore this method can be applied for ESP and 

cyclone efficiency increase in solid biomass as well as coal plants even though the composition and 

size of volatile ash of coal and biomass are different. 

4. CONCLUSIONS 

The most important 0.1–5 μm agglomeration control factors (such as radiation frequency, 

SPL, and exposure time and initial particle concentration change) were evaluated experimentally. 

The increase of PM2.5 deposition can be seen from Table 1 and Fig. 3 when the radiation frequency 

and SPL have been increased. The optimum exposure time was determined to be equal to 3–7 s 

according to Fig. 3, above which the efficiency of the acoustic agglomeration significantly 

decreases. The minimal initial particle concentration was found to be about of 175 mg/m
3 

when 

apparent acoustic agglomeration of the fly-ash particles was observed. 

The agglomeration efficiency of 0.1–5 μm particles was determined to be 40% at a flow rate 

of 190 m
3
/h and fly ash concentration 300 mg/m

3
. The change of dCn and dCm remained essentially 

the same after increase of flow rate 16–510 m
3
/h. 

The analysis of the microparticles using a gravimetric analyzer leads to the conclusion that 

the reduction in mass concentration of 10–20 % PM2.5 can be achieved regardless of other exposure 

factors, when the initial concentration of PM was 300–700 mg/m
3
. 
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ABSTRACT 

Nowadays, to generate the power, heating-cooling, drying, hot-fresh water, hydrogen and other synthetic 

fuels, the multigeneration systems have important role in the developing and under-developing countries. In 

this paper, the energetic and exergetic evaluations of a concentrating solar collector based integrated system 

for multigeneration with thermal energy storage are given. The investigated solar plant consists of parabolic 

dish collector to produce useful heat, Rankine cycle to produce power, high temperature steam electrolyzer to 

produce hydrogen, quadruple effect absorption cooling system to produce cooling effect, thermal energy 

storage system to storage thermal energy, hot water production system to produce hot water for residential 

applications. Finally, the effect of environmental condition and some design conditions on the solar plant 

performance is investigated.     

Keywords: Thermodynamic analysis, concentrating collector, thermal energy storage 

1. INTRODUCTION 

Nowadays, meeting energy need is very important for rapidly increasing consumption rate. 

Also, energy consumption is increasing day by day with the increase of population and industrial 

development. But current energy resources, especially fossil fuels, are gradually decreasing. One of 

the most significant solution for this problem is to find new, environmentally, economical, reliable 

and secure energy sources [1]. The world’s largest energy source is Sunlight. Solar energy is free, 

clean and renewable [2]. It isn't also technologically complex. So, we need to use the sunlight to 

produce energy. The parabolic dish collectors are one of the most appealing ways of energy 

production because of the high concentrations ratios which can be achieved [3]. In this study, 

authors have presented design and evaluation of a concentrating solar collector based integrated 

plant with thermal energy storage. 

2. SYSTEM DESCRIPTION 

The hot fluid obtained from solar energy is transferred to the hot water storage tank by 

flowing at point 2 on the 3-way valve 1 with flow 1. Likewise, the flow through flowing 1 and 3-

way valve 2 is also sent to pump 1 to increase the low hot fluid pressure. Subsequently, the increasing 

mailto:muratkoc@isparta.edu.tr
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Fig. 1. Schematic diagram of solar energy based integrated plant 

pressure of hot water, and the pure water are sent to HEX 1 by flows 5 and 14, respectively. The 

high-temperature steam electrolyzer (HTSE) is used to produce hydrogen from this energy system. 

The pure water required for HTSE is heated up to the operating temperature of electrolyzer in the 

heat exchanger and then flow to the HTSE through flow 15. The hydrogen and oxygen produced are 

then stored for later use. The part of hot fluid also enters the heat recovery steam generator (HRSG) 

to provide high and low pressure steam. The low pressure fluid is delivered to the generator 1 and 

the low pressure steam turbine by flow 7 and 21, respectively. High pressure steam is sent to high 

pressure steam turbine (HPST) by flow 22. At the same time, the pressure drop in HPST is sent to 

low pressure steam turbine (LPST) by flow 23. The power is generated by steam at low pressure, 

which enters the LPST with flow 24. In order to obtain heating output, the fluid is sent to condenser 

1 by flow 18. The heating output is obtained from the condenser 1 with flow 26. The low enthalpy 

fluid from turbine with flow 18 is sent to pump 2 by flow 19 to increase the pressure value after 

passing through the condenser 1. The high pressure fluid from pump is sent to HRSG with flow 20. 

Thus, the Rankine cycle is completed. To achieve the cooling requirement, the exhaust gas enters 

the generator of the 7-line flow-through double-acting absorption cooling system. The weak fluid 

solution in stream 30 is pumped with pump 3 to reach the generator of the absorption refrigeration 

cycle by passing HEX 3 and HEX 2, respectively, by flowing at 31. At 34, water is cleared away 

from the fluid solution and the strong fluid solution returns to the absorber of cooling system 

through path 43 through passing HEX 2, low temperature generator (generator 2) and HEX 3 and 

expansion valve 4, respectively. On the other hand, water vapor comes out of generator 1 with flow 
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37, after entering the low-temperature generator, it enters the condenser 2. The fluid vapor flows 

into the expansion valve with flow 27, reducing the pressure and entering the evaporator through 

flow 28. The saturated steam from evaporator returns to the absorber with flow 29 and completes 

the cycle. As the enthalpy of exhaust gas from generator 1 is usable, the exhaust gas can provide 

enough energy to provide domestic hot water to be stored in the hot water tank. 

3. THERMODYNAMIC ASSESSMENT  

In order to analyze the energy systems, four balance equalities (mass, energy, entropy and 

exergy) must be investigated. By defining these equalities for plant, sub-plants and components, the 

thermodynamic equalities should be analyzed completely [4]. The mass balance is 

                                     (1) 

here,    shows the inlet or outlet mass flow rate. The energetic balance is 

                                            (2) 

here,    and    show the heat transfer and power rate,   denotes the specific enthalpy. The entropy 

balance is  

        
  

                   
  

            (3) 

where,   is the specific entropy,       denotes the entropy generation rate. The exergetic balance is  

                 
                        

                   (4)     

here,    is the specific exergy.  

                                  (5)  

where      and      shows flow and chemical exergy.  

                                (6) 

           
    

               (7)    

where   
  and   

   show the chemical potential of     part in the thermomechanical equilibrium and 

chemical equilibrium, respectively [5]. The other exergetic terms given in Eq. (4) are 

         
  

 
                                     (8) 

                                      (9) 

                                             (10) 

here,      and      show the exergy rate of heat energy and associated with shaft work, 

respectively, and also      denotes the exergy destruction rate. The balance equalities of integrated 

plant components are defined in Table 1.  

3.1. Efficiencies of integrated plant 

The energetic and exergetic performance terms for single production are: 

For power generation; 
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   (11) 

      
                       

                
 

             

        
 

               
    (12) 

The energetic and exergetic performance terms for double production are: 

For power and cooling production; 

       
                       

                           
      (13) 

       
                        

 

        
 

                    
     (14) 

For power and heating production; 

       
                       

                           
      (15) 

       
                        

 

        
 

                    
     (16) 

For power and hydrogen production; 

       
                       

                             
                          (17) 

       
                      

        
 

                      
     (18) 

The energetic and exergetic performance terms for triple production are: 

For power, cooling and heating production; 

       
                                 

                           
              (19) 

       
                        

 
           

 

        
 

                    
              (20) 

For power, cooling and hydrogen production; 

       
                                 

                           
                        (21) 

       
                        

 
         

        
 

                           
            (22) 

The energetic and exergetic performance terms for multigeneration are: 

For power, cooling, heating, hydrogen and hot water production; 

       
                                             

          

                                  
   (23) 

        
                        

 
           

 
           

           
 

        
 

                           
    (24) 

In addition to that, to investigate the thermodynamic analysis for integrated sub-plants, the 

energetic and exergetic performance equalities are given as: 

For parabolic dish solar collector process; 
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         (25) 

     
             

        
 

          
         (26) 

For high temperature steam electrolyzer; 

      
         

              
          (27) 

      
        

               
          (28) 

For Rankine cycle process;  

    
                       

               
          (29)  

    
                        

 

                 
          (30)  

For double effect absorption cooling cycle; 

      
         

               
                    (31) 

      
          

 

                 
         (32) 

For hot water storage system;   

      
           

          
          (33) 

      
            

 

            
         (34) 

The absorption cycle performance should be usually defined through the energetic and 

exergetic coefficient of performance. The       and       of DEAC cycle can be given as:   

           
     

                  
          (35) 

           
      

 

            
 

        
           (36) 

4. RESULT AND DISCUSSION 

Thermodynamic analysis of this proposed system has been performed via Engineering 

Equation Solver (EES) software. The results of thermodynamic analysis of system and its 

subsystems are given in Table 1. As given in this table, the hot water storage system and double 

effect absorption cooling have the maximum and minimum energetic and exergetic efficiencies, 

respectively.  The power, heating-cooling, hot water and hydrogen production rates from the 

integrated solar energy-based system are given in Table 2. The effects of changing environmental 

temperature on the energy efficiency, exergy efficiency and system outputs of subsystems and the 

whole system are investigated. As shown in Fig. 2, when the ambient temperature increased from 0 

to 40 ° C, the highest increase in the energy efficiency is realized in HWSS system. 
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Table 1. Thermodynamic analysis results for whole plant and its sub-plants 

 

Sub-plants 

Energy 

efficiency 

(%) 

Exergy 

efficiency 

(%) 

Exergy 

destruction 

rate (kW) 

Exergy 

destruction 

ratio (%) 

Parabolic dish collector 58.17 54.36 18850 35.65 

High temperature steam electrolyzer 56.24 51.08 12570 23.77 

Rankine cycle 41.62 38.74 11250 21.28 

Double effect absorption cooling 16.35 13.16 8780 16.61 

Hot water storage system 78.48 74.49 1425 2.69 

Overall system 54.59 50.27 52875 100 

Table 2. Integrated solar energy based plant outputs 

Outputs Values 

High pressure steam turbine power,       , (kW)  3548 

Low pressure steam turbine power,       , (kW) 1421 

Cooling capacity,          , (kW) 1564 

Heating capacity,          , (kW) 2873 

Hot water production capacity,            , (kW) 3182 

Hydrogen production rate,           , (kg/s) 0.00824 

 

Fig. 2. Effect of reference temperature on whole plant and its sub-plants energy efficiencies 

 

The effect of increasing ambient temperature on the exergy efficiency of the integrated 

system and sub-systems is shown in Fig. 3. As it can be seen from this figure, the exergy efficiency 

of all the sub-systems except the cooling system and the whole system are increasing with the 

increasing ambient temperature. This reduction in the exergy efficiency of refrigeration cycle is due 

to the increased ambient temperature increasing the cooling load. At the same time, the effect of 

changing ambient temperature on system outputs is shown in Fig. 4. 
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Fig. 3. Effect of reference temperature on whole plant and its sub-plants exergy efficiencies 

 

Fig. 4. Effect of reference temperature on power, cooling, heating and hydrogen production rate 

The effects of changing solar radiation on the energy efficiency, exergy efficiency and 

system outputs of subsystems and the whole system were investigated. As shown in Fig. 5, when 

the solar radiation is increased from 500 to 1000     , the energy efficiency of all sub-systems 

and the whole system is increasing with the increasing solar radiation.  

 

Fig. 5. Effect of solar irradiance on whole plant and its sub-plants energy efficiencies 
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Fig. 6. Effect of solar irradiance on whole plant and its sub-plants exergy efficiencies 

The effect of increasing solar radiation on the exergy efficiency of the integrated system and 

sub-systems is shown in Fig. 6. As seen from the figure, the exergy efficiency of all sub-systems 

and integrated system increases with increasing solar radiation. 

 

Fig. 7. Effect of solar irradiance on power, cooling, heating and hydrogen production rate 

At the same time, the effect of changing solar radiation on system outputs is shown in 

Fig. 7. As given in this figure, the hydrogen production rate increase from 0.0072 to 0.0091 kg/s 

with increasing solar radiation. 

 

Fig. 8. Effect of HPST on energy and exergy efficiencies of Rankine cycle and whole plant 

500 550 600 650 700 750 800 850 900 950 1000
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

Solar irradiance (Wm
-2

)

E
x
er

g
y
 e

ff
ic

ie
n
cy

y
PDC

y
HTSE

y
RC

y
DEAC

y
HWSS

y
WS

500 550 600 650 700 750 800 850 900 950 1000
0

1000

2000

3000

4000

5000

0.007

0.0075

0.008

0.0085

0.009

0.0095

Solar irradiance (Wm
-2

)

In
te

g
ra

te
d
 s

o
la

r 
p
la

n
t 

o
u
tp

u
ts

 (
k
W

)

H
y
d
ro

g
en

 p
ro

d
u
ct

io
n
 r

at
e 

(k
g
/s

)

WHPST

WLPST

QCooling

QHeating

QHot-water

mH
2

2000 2250 2500 2750 3000 3250 3500 3750 4000
0.35

0.4

0.45

0.5

0.55

0.6

0.35

0.4

0.45

0.5

0.55

0.6

HPST inlet pressure (kPa)

E
n
er

g
y
 e

ff
ic

ie
n
cy

E
x
er

g
y
 e

ff
ic

ie
n
cy

h
RC

h
WS

y
RC

y
WS



             CYSENI 2019, May 23-24, Kaunas, Lithuania 

             ISSN 1822-7554, www.cyseni.com 

 
 

 

I-44 

The effects of the changing high-pressure steam turbine inlet pressure on the energy 

efficiency and system outputs of the sub-systems and the whole system were investigated. As 

shown in Fig. 8, when the inlet pressure increases from 2000 to 4000 kPa, the energy efficiency of 

all sub-systems and the whole system increases with increasing inlet pressure. 

 

Fig. 9. Effect of HPST inlet pressure on power, cooling, heating and hydrogen production rate 

The effect of the changing high-pressure steam turbine inlet pressure on the system outputs 

is shown in Fig. 9. As seen from the figure, as HPST inlet pressure increases, produced hydrogen 

increases from 0.0079 to 0.0086 kg/s.  

5. CONCLUSIONS 

In this study, authors have designed and evaluated of a concentrating solar collector based 

integrated plant with thermal energy storage. Power, heating, cooling, hot water, hydrogen and 

oxygen are obtained from this system. To investigate the system performance, the thermodynamic 

analysis and also some parametric studies are given. The energy and exergy efficiencies of the solar 

based integrated system are calculated as 54.59% and 50.27%, respectively. 
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ABSTRACT  

The aim of this paper is to take a closer look on the challenges caused by weather dependent energy 

production while using optimal power flow (OPF) simulations. The importance, complexity and the different 

types of optimal power flow was analyzed during the optimal power flow calculations with a software of 

DIgSILENT Power Factory. This software can only be used for static simulations therefore, the paper shows 

a dynamic method to visualize the effects of renewable energy source production on three busses network. 

The dynamic method was also used on a grid model, which represents the energy mix of EU-28. Economic 

OPF simulations with different RES production scenarios were carried out  which concluded that the 

significant underlying costs of using renewable energy sources are paid mostly by conventional power plants 

as these plants are tasked to control the power balance of the grid.  

Keywords: optimal power flow, OPF, renewable energy sources, grid, DIgSILENT Power Factory, energy 

mix of EU-28 

1. INTRODUCTION 

The current composition of electricity generation is undergoing a massive transformation. 

Small-scale household power plants will become more widespread instead of high-capacity power 

plants. In addition to this, more high-capacity solar power plants and wind parks are being built. 

The extension of this development is well illustrated by that the installed wind and solar capacities 

of the EU-28 have dramatically increased.  

The explosive growth is influenced by various favorable factors. Energy technologies are 

evolving at a rapid space, which is why solar panels and wind turbines are competing with 

conventional power generation solutions in terms of cost. Since 2008, the prices of photovoltaic 

systems on the roof have shrunk to a quarter. On the top of all, incentives to meet climate targets, 

high state subsidies have also contributed to the solar investments. 
Thousands MWs of new renewable capacities have a strong market distorting effect thanks to the 

state subsidies. These production units can produce at very low variable costs, "almost free", thus 

changing the supply-demand connection. This makes increasingly difficult the operation of fossil 

fueled power plants, as well as making gas-fired units inoperable. 

Nowadays, especially in the absence of sufficient amount of energy storage, the weather-

dependent production of renewable energy sources (RES) are balanced by conventional power 

plants. Continuous up and down load affect the physical parameters and efficiency of these 

conventional power generation units. This paper determines the cost of this balancing, which is 

actually a kind of underlying cost of renewable energy (wind and solar) production. These tests 

were performed with Optimal Power Flow calculation. [1] 
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2. OPTIMAL POWER FLOW CALCULATION 

2.1. The main task of Optimal Power Flow 

A special type of load flow calculations is Optimal Power Flow (OPF) calculations. System-

level optimal load balancing can be classified as operational control task. 

The main task of OPF is to determine the load of the power plant units and the power flow 

through the transmission system according to the requirements of the electricity supply (keeping the 

voltage and frequency at consumer points) based on a predetermined optimization goals. 

Optimization can be done to minimize costs, system losses, or import balance. [2], [3] 

Regardless of the goal of optimization, the quality and quantity requirements of electricity 

supply must always be met. One of the prerequisites for this is that the system-level load balance 

has to be fulfilled at any time: 

         (1) 

where: PG – total power supplied to the system [MW]; PI  – export-import balance, where imports 

are considered positive [MW]; PC – total system consumption [MW]. 

Performing OPF calculations is a very complex task, mainly due to the complexity of the 

modelled network. Often, thousands of busbars and cables need to be optimized for which we need 

to know network parameters (e.g. voltage levels, impedances, nominal values, etc.). Optimization is 

further complicated by system requirements, goals and standards. Moreover, it is essential to care 

about the pre-cast power plant schedule, the units’ resilience, and the standby capacity, which the 

fast shortages sudden be provided. [4], [5] 

2.2. Cost minimization 

According to today's money-based management system, OPF calculations that support cost 

reduction are most often used. If we look at the operation of a power plant from an economic point 

of view, the total cost of its life cycle can be broken down into fixed and variable costs. Permanent 

expenditures mean depreciation of investments that are independent from operating conditions, so 

we cannot change them. Conversely, variable costs depend mainly on the used technology, the type 

of fuel, the annual operating time. Therefore, in optimization, it is usually enough to minimize the 

cost of total primary energy carriers per unit (Cfuel,R [EUR/s]). Of course, the sum of the fuel inputs 

of each power plant unit (Cfuel,i [EUR/s]) determine the total cost of the system. 

The power plant’s equipment produce optimally on a given load or in its narrow range, but the 

actual power demand changes from moment to moment. For this reason, the load of the given block 

will change, which also change the fuel cost in time. (4), [6] 

Based on these reviews to determine the optimal redispatch is a mathematical optimization 

problem where the objective function (OF) want to be minimized observing the extension functions 

(EF): 

                                         
 
              (2) 

                
 
      (3) 

                          (4) 

In all cases, calculations were made for the system cost-optimal in this paper. 

2.3. Power Factory description 

By the end of the 1960s, mathematical models of OPF calculations were evolved and in the 

70s, the development of related software began. For example, the DIgSILENT Power Factory, 

which was used in version 14.1 to make the calculations. 
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The optimal load flow simulations can use three mathematical methods in Power Factory: 

- AC optimization 

- DC optimization  

- Contingency Constrained DC optimization 

There are a number of configuration options available in the software under OPF menu. In 

addition to the optimization aspect, the calculation method, its equality constraints, and control 

variables are adjustable. Moreover, the type of load flow calculation method, the maximum number 

of iteration and convergence criteria can be determined. [7] 

3. TEST METHOD 

3.1. Process of development 

When designing the test method, the primary consideration was to transform OPF calculations 

from static to dynamic, since the weather-dependent production of renewable sources can thus be 

best modeled. Steps to design the test method: 

- Testing static OPF calculation options 

- Making the calculations dynamic 

- Testing the developed method 

- Perform sharp tests on modelled networks 

To develop and test this method, a three-buses network was used (coal fired power station, 

gas turbine block and consumer district). During the simulations, the compliance of the equality 

constraints of the test network (bus voltage, load capacity of power lines, operating ranges of power 

plants) must be checked. 

Fig. 1. Model of the test network in Power Factory 

3.2. Converting calculations to dynamic 

In order to make the Power factory calculation methods dynamic, two main conditions must 

be met. The first is that the test not only for a given status can be done, but also for a longer period. 

Another important step is to integrate the volatile production of RESs into the test models. 
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To satisfy the first condition, Power Factory's built-in programming language was used. In the 

program, pre-prepared scripts are found; one of them is called Timesweep.pfd. This allows us to run 

15-minute load flow calculations. This script also calls another program code that can be used to 

draw the obtained results graphically. 

None of the built-in available scripts can be used to run OPF simulations, so a new script was 

created to run optimal power flow calculations by converting Timesweep.pfd. 

In the second aspect, the test method should be suitable for the treatment of volatile 

production of renewables. Fortunately, there is a solution in Power Factory. Consumers can provide 

consumption characteristics in many ways. As a result, the capability of managing these producing 

profiles were examined. 

Initially, solar cells were modelled as a regenerative consumer, but the software could not 

handle the negative consumption. The modelling of wind turbines was implemented by 

synchronous generators, but the Power Factory did not correctly interpret the input characteristics. 

Finally, static generators (equipment without rotating masses) managed to properly model 

renewable energy sources. 

Each of the later used daily characteristics were generated with relative values in a quarter-

hour breakdown. The advantage of this process is that it is enough to use one profile for 

consumers/producers with different rated, nominal inputs/outputs. 

3.3. Testing the developed method 

The function of the fictional test method was analyzed on the test network. First, a 

consumption characteristic was set for the consumer, then a dynamic AC based OPF was run using 

the written script. 

The test can be considered a success because the consumption needs were met at every time 

and conformed the previously defined equality limits. The latter shows that the load of gas turbines 

did not fall below the minimum dispatch, and in the case of peak consumption, the output of gas 

turbines increased, while the coal power plant fell slightly to avoid overloading the transmission 

lines. 

It was also checked whether the characteristics associated with a static generator were 

properly handled by the software and whether the script displayed the input profile well. 

Based on these, the described test method was suitable for performing real simulations. 

4. ENERGY MIX OF EUROPE 

4.1. Modelling the European network 

The European network is a very complex system, so it is difficult to model. The aim of the 

research is to build a model network based on the energy mix of the European Union, which can be 

used to analyze the effect of photovoltaic and wind-based volatile energy production next to normal 

operating conditions.  

The EU-28 Member States had approximately 958 GW of built-in capacity in 2013, with a 

peak network capacity of 529 GW. Oil-based units have been neglected when modelling the 

production site, as they do not operate due to their high production costs in the normal operation of 

the system. In addition, the model does not consider biomass and biogas fueled blocks. This is 

because the fuel composition of biomass-fired power plants is very difficult to model during the 

calculations and they are often only competitive with the inclusion of secondary heat production. 

(Table 1). 
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Table 1. The European Union's energy mix modelling based on built in capacities [8] 

Type Capacity [MW] 

Coal 95 

Lignite 80 

Hydro 150 

Nuclear 123 

Wind 118 

Photovoltaic 80 

Gas 128 

Total 774 

 

The network was created to minimize costs by running DC-based OPF, so that reactive power 

was not modelled due to the complexity of the European network. 

4.2. Parameters of power plant types 

Each power plant can be characterized by its maximum load, its operating range, the fuel 

used, the emissions, its up and down loading speed and its efficiency. When looking for a system 

cost-optimal, the operating costs of each block need to be known. A cost minimization method was 

mentioned in chapter 2.2, the article examines a more complex cost system during the simulations. 

These costs consist of three parts: fuel costs, maintenance and operating costs and CO2 quota prices.  

                     (5) 

where:      – Power plant specific variable cost [EUR / MWh];       – Power plant specific fuel 

specific fuel cost [EUR / MWh];      – Power plant specific operating and maintenance costs 

[EUR / MWh];      – CO2 quota price [EUR / MWh]. 

The efficiency of conventional power plants is highly dependent on external factors such as 

temperature or current load. Therefore, the change in efficiency also changes the specific fuel costs, 

so they are calculated as follows:  

      
         

 
 (6) 

where:       – Power plant specific fuel specific fuel cost [EUR / kWh];         – Specific cost of 

used fuel [EUR / GJ];   – Power plant efficiency [%]. 

O&M (Operations and Maintenance) costs include the salary of the plant's employees and 

operation-related maintenance costs. For the calculations, the annual O&M costs in $ / kW were 

available in units, so they were converted: 

     
                

             
 (7) 

where:      – Power plant specific operating and maintenance costs [EUR / MWh];        –  

Power plant specific operating and maintenance costs [EUR / MW];           – Power plant 

installed capacity [MW];         – Current power plant load [MW]. 

Fossil-based blocks have CO2 emissions after which they are required to pay CO2 tax to 

compensate for the damage caused to the environment. They also lose competitiveness with 

renewable energy sources. The amount to be paid for the quantity issued is calculated as follows: 

     
               

      
 (8) 
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where:      – Power plant specific CO2 quota price [EUR / kWh];      – Fuel-specific CO2 

emissions [t / GJ];         – Annual average price for CO2 quota [EUR / t];   – Power plant 

efficiency [%]. 

 

 

Fig. 3. Variable costs of coal fired power plant 

The variable costs are determined by the proportional P-η function of Hungarian power 

plants, considering the cost of fuel and their operating range [9], so that the P-Cvar function of the 

given power plant type can be specified. P-Cvar equations are displayed to fit the measurement 

points by adding a polynomial-based trend line [10], [11], [12]. In Table 2 shows the range of 

variable costs based on power plant types. 

Table 2. Efficiency-dependent variable costs of power plant types 

Type Variable costs 

[EUR/MWh] 

Coal 50,7-57,7 

Lignite 32,3-38 

Hydro 4,63 

Nuclear 37,1 

Wind 4,6 

Photovoltaic 2,5 

CCGT 75,3-97,7 

4.3. Network structure 

The requirements for the modern electricity system have been considered in the design of the 

looped network (Figure 4). The system is based on 20, 120, and 220 kV transmission lines, which 

have been parameterized with the data of the Hungarian system (Table 3). In the model, the 

individual production units and consumption points are dispersed. The individual production units 

were modelled using the models built into Power Factory. The hydropower plant was set up as a 

slack on the network. 
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Table 3. Grid parameters 

Voltage level  

[KV] 

Resistivity  

[Ω/km] 

Reactivity  

[Ω/km] 

Capacity  

[nF/km] 

20 0.677 0.394 9 

120 0.117 0.4 9 

220 0.1173 0.44 1 
 

Fig. 4. The modelled energy of the European Union mix with simplified network 

4.4. Applied scenarios 

The simulations have been performed under different scenarios, in order to compare the 

weather-dependent production of RESs in some special cases. Thus, the relative profiles for three 

unique options are based on MAVIR (Hungarian Transmission System Operator) wind power 

production data and photovoltaic energy production data from “ Livable Future Park”. Wind power 

and solar power plants installed on the grid have different characteristics for each scenario. In 

addition to fix these profiles, the other power-generating units have automatically changed the 

effective output during DC-based OPF calculation. 

In the first case, it was investigated when there is stable and large production of both solar and 

wind generation. The second scenario examines a case when wind is not blowing during the day, 

but the production of solar panels can compensate to some extent. The last case uses relative 

profiles when there is relatively little wind production, and the amount of photovoltaic energy is 

highly dependent on the weather conditions. (Figure 5.) 

The characteristics of the consumers are aggregated and adjusted based on MAVIR daily load 

data. During the simulations, the operating range of the power plants has been defined as the load 

limit. 

A fourth scenario was also launched to evaluate the results when solar and wind power plants 

were not connected to the grid. The results of this test can be used to show the underlying costs of 

weather-dependent production of RESs. 
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Fig. 5. Daily production - Scenario 1 

4.5. Results 

As described in Equation 1, the total consumption requirement of the system must be 

compensated at every moment. In the energy mix of EU-28, balancing the volatile production of 

renewable energy can be achieved when using the test model by changing the load of conventional 

blocks . As a result, our fossil units do not work in the economically optimal operation shown in 

Scenario 4, so the unit variable costs also increase. 

The cost difference resulting from this change is the underlying cost which caused by the 

weather-dependent production of renewables. The calculation of this for each state of operation was 

made using the following equation: 

                                       (9) 

where:               – The underlying cost of RESs at time segment i. [EUR];      – Produced 

energy by a given power plant at time segment i [MWh];          – Variable cost of the given power 

plant at time segment i in Scenario 4 [EUR/MWh];          – Variable cost of the given power plant 

at time segment i in scenario j [EUR/MWh]. 

For each of the scenarios examined, we managed to satisfy the consumption needs at any 

time. 

In Scenario 1, coal, lignite and hydro generation were also operated under partial load, so 

there was an enough revolving reserves in case wind power production dropped drastically. In the 

morning, production increased in all three sub-load units due to increasing load. The high share of 

renewable production forced the CCGT power plant to shut down during the day, so it operated 

only in the evening, when solar energy was no longer available, but consumption was still 

significant (Figure 6). 

The proportion of each power plant type represented by production and production costs was 

examined. The results thus obtained correspond to the significant price differences experienced in 

the production of cost functions. 

During the day between 13:45 and 14:00, the production cost of the system was the lowest, 

since wind production was the most significant at that time, so the lignite-based unit was also 

heavily controlled and the CCGT power plant was not in operation at that time. The most expensive 

period was between 23:45 and 24:00, as consumer demand dropped significantly by then, but the 

CCGT power plant continued to operate as it had enough turnaround in the system. 
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Fig. 6. Daily production - Scenario 1 

In the analysis of Scenario 1, the underlying costs of the volatile production of RESs can be 

calculated with the above described (9) correlation. The daily production cost of the system in the 

model was 287,500 EUR of which 8,370 EUR can be written at the expense of weather-dependent 

solar and wind production. 

Table 4 clearly shows that at higher share of renewables in production, the total daily 

production cost is less. However, the daily specific cost is the most difficult to estimate at this point, 

as there is a difference of more than 60% between the minimum and maximum unit costs. Despite 

these observations, the total cost of production is lower if the share of wind and solar energy is higher. 

Table 4. Summary of results 

 Scenario 1 Scenario 2 Scenario 3 

Produced energy [MWh] 10500,9 10500,9 10500,9 

Total cost of production [EUR] 287.500 379.800 398.420 

Specific unit costs [EUR/MWh] 27,42 36,17 37,94 

Share of wind and solar energy [%] 22 12 8 

Underlying costs of RESs [EUR] 8.370 17.450 13.530 

Underlying costs of RESs/total cost of production [%] 2,9 4,6 3,4 

 

The underlying costs of renewables differ significantly in each scenario. The difference of 

thousands of EURs between Scenario 1 and Scenarios 2, 3 derives from the fact that in the first 

case, the CCGT block did not operate all day, only in the evening. In this respect, it gives a more 

realistic picture if we compare the underlying costs of renewables to the total cost of production. 

From this point of view, it is also important to consider when it comes that it is worthwhile to shut 

down a large power plant and thus keep a smaller rotating reserve in operation. If a wrong 

redispatch decision is made, the small amount of reserves in the system can also endanger security 

of supply. 

Finally, the daily specific costs were compared with the average electricity prices of the 2013 

energy exchange. This year was an annual average of 39.1 EUR/MWh, which is close to the results 

of the calculations [13]. 
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5. CONCLUSION 

The rapid expansion of RESs has a clear impact on the current electricity system. Weather-

dependent production causes controlling difficulties that are challenging for operators. 

After getting to know the optimal power flow calculations, the paper has presented a test 

method that can be used to analyze the effects of renewables on the system. This method can 

quantify the underlying costs of volatile production, which fell between 2.9% and 4.6% in the 

model. It represents billion-euro competitive disadvantage for conventional power plants in the 

European Union annually. 

I trust that the article will draw attention to the importance of properly dimensioned and 

thoughtful network development and provide a basis for energy agencies to develop a regulation 

that would reduce the market distorting effects of volatile production and support for renewables. 

For the further development of the topic, it would be worthwhile to make calculations with 

annual production data sets. The cost functions created for the simulations and the EU network can 

be easily reset so the modelling of future energy mixes can be easily solved. Furthermore, it would 

be useful to carry out the test on the Hungarian network with the actual parameters and cost 

functions of each production unit, the result of this test could support the system development plans. 
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ABSTRACT 

Due to increasing energy demand of humankind in the World, the green energy production technologies 

based on the intelligent, clean and cheap options are required. Current energy infrastructure is not sustainable 

because most of energy needs for World and also Turkey has been met by using the fossil sources and 

unsmart technologies. In recent years, Turkey starts to change its energy substructure with new investments 

on the renewable energy sources and technologies, and also with new plans to meet its energy need including 

nuclear energy plants. In this study, existing energy situation and energy sources of Turkey are presented. In 

addition, smart solutions for new energy infrastructure are presented. On the other hand, the potential of 

renewable energy is supplied as solar, wind, geothermal, hydro energy, biomass, and wave energy. This 

study shows that Turkey has great potential in renewable energy sources, mainly hydropower, solar and wind 

energies that can be used as primary energy source of the country in the near future. 

Keywords: Renewable energy, smart solutions, Turkey 

1. INTRODUCTION 

As fossil energy sources decrease, trends for transition to renewables have started to rise. 

Turkey, as many developed and developing countries do, have made investments on renewable 

energy usages in the last ten years. In literature, there are many studies showing that Turkey is rich 

in terms of renewable energy sources that can be developed and used in future [1]. According to 

Yuksel [2], from 1993 to 2003 electricity demand in Turkey has increased more than 8% per year 

due to economic development. Because of energy demand and increasing of it, Turkey has imported 

energy especially as natural gas in order to meet the needs [3]. However, that situation is not 

sustainable for future development and there are also some disadvantages of fossil energy sources 

such as emissions, external dependence and depletion of resources. Figure 1 illustrates the sources 

of electricity generation used in Turkey. As clearly seen from that figure, fossil fuel sources are the 

major part of the supplies for electricity generation.  

 

Fig. 1. Share of sources in electricity generation in Turkey [2] 
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Renewable energy sources are important factor for a development of a country, although there 

are some limitations to improve and increase the renewable energy usage.  

2. RENEWABLE ENERGY STATUS OF TURKEY 

2.1. Wind Energy Status of Turkey 

Wind energy is clean, natural, renewable and unlimited source of energy of which source is 

Sun. 1-2% of solar energy converts to wind energy. Heat energy absorbed by earth surfaces is not 

homogenous and therefore this heat difference causes wind. Wind has two parameters as speed and 

direction. Wind speed increases with increasing height and maximum theoretical power increases as 

wind speed rises. Wind energy systems have some disadvantages like high initial investment cost 

and low capacity factor. However, there are many advantages of wind energy as follows: 

 Wind is available in atmosphere bountiful and freely.  

 It is a renewable and clean energy option.  

 Source of wind energy is reliable. There is no risk of exhaustion. 

 It has cost which is able to challenge to other energy production options. 

 Cost of operation and maintenance is low.  

 It decreases external dependence. 

Because of its geographic position, Turkey has great wind energy potential in Marmara, South 

East Anatolian and Aegean regions. Table 1 shows the annual average wind speed and density with 

respect to regions in Turkey. These wind speed values have been measured 10 m above the surface 

between 1989-1998 and the values present in the table are average values. Obviously, at higher 

elevations and in some places these values will be higher than current numbers.  

Table 1. Wind energy potential of Turkey with respect to regions at 10 m elevation [4] 

Region 

Annual 

average wind 

speed (m/s) 

Annual average 

wind density 

(W/m
2
) 

South-Eastern Anatolia 

region 
2.69 29.33 

Mediterranean region 2.45 21.36 

Aegean region 2.65 23.47 

Middle Anatolia region 2.46 20.14 

Eastern Anatolia region 2.12 13.19 

Marmara region 3.29 51.91 

Black Sea region 2.38 21.31 

Average 2.58 25.82 

 

Figure 2 demonstrates the wind map of Turkey. The wind speed is 5.0-6.0 m/s, 4.5-5.0 m/s 

and 3.5-4.0 m/s in red, yellow and green areas, respectively. In Marmara region, which is the North-

West part of the Turkey, wind speed is higher than other regions because Marmara is a coastal 

region with different altitudes of area. This elevation difference and sea-coast effect causes wind. 

The same situation is seen also in Aegean region which is the West part of Turkey. 
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Fig. 2. The wind map of Turkey at 10 m above the surface [1] 

In 2018, 19882 TWh electricity was produced via wind energy in Turkey. Total capacity of 

wind plants at the end of 2018 is about 7005 MW.  

2.2. Solar Energy Status of Turkey 

Solar energy is caused by fusion reaction in Sun core. Solar radiation is about 1370 W/m
2
 out 

of atmosphere however due to atmosphere 0-1100 W/m
2
 solar radiation is able to reach earth 

surface. After 1970s, studies to produce electricity from Solar energy have been increasing rapidly. 

There are different technologies to use solar energy such as photovoltaic, thermal and photovoltaic-

thermal, concentrating collectors, solar towers and solar ponds. Turkey has rich solar energy 

sources as shown in Fig. 3.  

 

Fig. 3. Map of solar radiation in Turkey [5] 

According to the map of solar radiation in Turkey, total annual sunshine duration is 2741 

hours (daily average 7.5 hours), and total annual solar radiation is about 1527 kWh/m
2
 [6]. In 

Turkey, total solar collector area has reached 20,200,000 m
2 

at the end of 2018, and total heat 

production is about 10.2 TWh. In 2018, there are 5868 solar energy plants of which capacity is 



             CYSENI 2019, May 23-24, Kaunas, Lithuania 

             ISSN 1822-7554, www.cyseni.com 

 
 

 

I-58 

about 5063 MW. According to the Ministry of Energy of Turkey [6], share of solar energy of total 

electricity production has reached up to 2.5%.  

2.3. Geothermal Energy Status of Turkey 

Because of the location which is on the active tectonic line, Turkey has rich geothermal 

sources. There are about 1000 natural geothermal sources in different places of Turkey with 

different temperatures. Especially West Anatolian part of Turkey is rich in terms of geothermal 

potential in which 78% of geothermal sources locate in this region. 90% of geothermal sources are 

low grade sources and they are suitable for heating (space and green house), thermal and health 

tourism and industrial mineral gaining. Only 10% of geothermal sources are convenient for 

electricity generation. Fig. 4 illustrates the distribution of geothermal sources in Turkey with 

different temperatures. Turkey has increased its electricity production from geothermal with new 

investments and legal regulations. As a result of these investments and regulations, during the years 

between 2010 and 2015, Turkey has been the first country in terms of increasing rate of installed 

capacity of electricity generation from geothermal sources [7]. In Turkey, during the year of 2017 

total electricity energy production is about 6.1 TWh.  

 

Fig. 4. Geothermal map of Turkey [8] 

2.4. Hydropower Energy Status of Turkey 

Hydropower plants are environmental friendly, clean, renewable, efficient, long lived, non-

external dependent source of energy [9]. Theoretical hydropower potential of Turkey is 1% of 

World theoretical hydropower potential and economic potential of hydropower of Turkey is 16% of 

economic potential of Europe [10]. Theoretical potential of hydropower sources in Turkey which 

are the main part of renewable energy systems in Turkey is 433 TWh of which 216 TWh is 

assessable potential. In addition, economic hydropower potential of Turkey is 140 TWh/yr. In 2017, 
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58.2 TWh electricity was produced from hydroelectric sources in Turkey. At the end of June 2018, 

there are 636 hydropower plants of which capacities are 27912 MW. This rate of electricity 

production is 32% of total installed power plants in Turkey. Fig. 5 demonstrates the major rivers in 

Turkey, some of which is currently used for hydropower plants are some of which is potential for 

future use. Some of the important dams are Keban, Özlüce and Atatürk dams on Euphrate River, 

Arpaçay dam on Aras River, Seyhan and Çatalan dams on Seyhan, and Sır, Aslantaş and Kartalkaya 

dams on Ceyhan River. There were 150 dams in 1991 in Turkey and this number increased to 727 

in 2017.  

 

Fig. 5. Major rivers in Turkey [11] 

Also Fig. 6 shows that the share of electricity production in Turkey. As it can be clearly seen, 

hydropower share in renewables are higher than other renewables by 2013. As seen from this 

figure, the share of hydropower among other renewables is 86.2% in Turkey by year of 2013.  

 

Fig. 6. The share of electricity production and installed power capacity in Turkey in 2013 [12] 

2.5. Biomass Energy Status of Turkey 

Biomass is the most widely used renewable energy source in the world. Biomass is utilized 

mostly in solid form, in lesser amount in the form of liquid and gas [13]. Main biomass sources are 



             CYSENI 2019, May 23-24, Kaunas, Lithuania 

             ISSN 1822-7554, www.cyseni.com 

 
 

 

I-60 

vegetable wastes and seeds, forestry products, animal wastes, organic wastes and industrial wastes. 

Bioenergy can be used either as centralized or district energy systems with the traditional use of 

biomass energy. Fig. 7 demonstrates the share of energy and biomass share in the world. As seen 

from that figure, the share of renewables is 13% and 77% of this share belongs to the bioenergy 

sources.  

 

Fig. 7. Share of bioenergy in the world, 2006 [14] 

In 2009, in the World electricity production capacity from biomass especially wood was about 

10 GW. For future prediction, it is expected that this number will be reached up to 50 GW in 2030. 

For this increment and growth rate, it is calculated that the economic benefits will be 6.4 billion 

USD and will supply job opportunities to 250000 people [15], [16]. According to the Ministry of 

Energy of Turkey [17], the potential of biomass is about 100 TWh and it is estimated that biogas 

potential of Turkey is about 17.4-23.3 TWh. There are biomass plants in Turkey with 811 MW 

capacity and in 2018 3216 GWh electricity was produced from biomass in those plants.  

3. SMART SOLUTIONS FOR TURKEY 

Turkey is located in the northern hemisphere between 36-42° northern parallel and the 26-45° 

eastern meridians. Due to its location, Turkey is like a bridge between Asia and Europe. Current 

population of Turkey is about 80 million which is the second highest population after Germany in 

Europe [18]. Most of current energy production systems are not renewable, hazardous to the 

environment and they are not economically viable. One of the disadvantages of the current energy 

production systems is that they are utilizing sources for one product which are called as single 

generation. The trend to increase the efficiency is to renew current energy infrastructure with higher 

efficient options such as co-generation, tri-generation or multigeneration energy production systems 

[19]. Single generation systems do not recover waste heat of the system. However, multigeneration 

energy production systems offer more than three useful products by utilizing waste heat again and 

again [20]. Multigeneration systems can either utilize one source of energy or two. For example, if 

solar radiation is enough for electricity production in one location, a multigeneration system 

producing electricity, heating and cooling, hydrogen, drying or freshwater can be set there. Because 

of the intermittency of solar energy, this plant can be supported by secondary source such as 

biomass, geothermal or wind energy. These types of multigeneration systems can be planted either 

in district areas or as a centralized plant according to the needs. In Turkey, there are some studies to 

integrate current energy infrastructure to more efficient systems. Another smart solution for Turkey 

and also for the World is hydrogen energy. Due to advantages of hydrogen, it is thought that 

hydrogen will be very important role in future energy sectors. Therefore, there are some studies for 

green hydrogen production and hydrogen storage as well.  
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4. CONCLUSIONS 

In this study, the general situation and future plans of energy issue in Turkey is briefly 

discussed. Although, the most of the electricity production is met by fossil sources in Turkey, there 

are huge potential in terms of renewable energy sources especially hydroelectric and geothermal. 

After regulating law related to energy production, Turkey has started to pass to produce more 

electricity from renewable energy sources.  Finally, following remarks can be drawn as a 

conclusion: 

 Turkey is very rich country in terms of renewable energy sources. Share of renewable 

energy use to produce electricity is increasing.  

 Geothermal sources having high grades should be utilized for multigeneration purposes in 

order to increase the efficiency. 

 Regions having high solar radiation should be supported to install new solar plants. 

 Biomass wastes should be put to good use both to produce electricity and decrease the 

wastes. 
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ABSTRACT 

The rapid growth of cryptocurrency in the global market drew attention to the environmental aspects of its 

production. Cryptocurrency production or mining is a process aimed at creating new digital coins and 

confirming transactions, which requires solving complex mathematical equations. This process is based on 

the use of significant computing power, which consumes a large amount of electricity. In most cases, 

traditional non-renewable energy sources are used, which leads to the depletion of natural resources. 

The mining process of cryptocurrency has remained unchanged, but with increasing popularity, the scale of 

operations has increased dramatically. The environmental aspects analysis is significant element in designing 

of new product or service which could be affecting to decision making process. The paper summarized the 

results of research provided by experts of ITMO University. As methodology of environmental aspects 

analysis, the consequence/probability matrix was chosen. The following environmental aspects of 

cryptocurrency were identified and ranked: energy consumption for mining, computer using for mining, 

energy consumption for cooling of the computers, critical raw materials consumption for computer 

production, hazardous electronic waste generation from computer using in the end of life cycle. One of the 

most significant environmental aspects is energy consumption. To maintain the competitiveness of 

cryptocurrency in the global market, it is necessary to develop an alternative development strategy using 

renewable energy sources. The need for a transition to a new economic course in the development of a 

“green” or “low-carbon” economy in the field of cryptocurrency mining determines the relevance of the 

chosen research topic. 

The paper investigates the following key points: trends in the cryptocurrency market; the matrix for 

environmental risks analysis; identification of significant environmental aspects of cryptocurrency mining in 

accordance with ISO 14001 requirements, and environmental-friendly methods of mining (hydro mining).  

As a conclusion, possible development of green cryptocurrency in Russia is considered. 

Keywords: environmental aspect, energy efficiency, blockchain technologies, cryptocurrency mining, digital 

coins, green cryptocurrency. 

1. INTRODUCTION  

Mining for crypto or digital currency is the process of confirming and verifying transactions 

on a blockchain or public ledger [1]. A blockchain is made of several blocks and solving a block 

through this process is the means by which new coins are released as a reward to the miners. This 

process involves high computational power and along with cryptography and decentralization is 

what makes digital currency so secure and attractive. 

Blockchain technologies to date are a serious innovation breakthrough both abroad, where the 

first blocks were developed to implement the idea of Bitcoin, and in Russia, where the blockchain is 

just beginning to develop. The creation of the blockchain was the impetus for a revolution in data 

storage. Technology will change the world at a rapid pace, and not only in the financial sector, but 

also in government, medicine, logistics, education, and business. Blockchain technology is relevant 

in the area of protecting people from fraudulent schemes and in other areas where work with big 

data is required. Certainly, this system has advantages and disadvantages. 
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The blockchain makes data transfer faster, safer and cheaper, since it eliminates the 

participation of intermediaries, ensures the safety of information, operates automatically, and 

reduces the risk of human error. In this transparent database, information is protected from illegal 

manipulations, changes, or breakdowns of parts of the blockchain, because it is virtually impossible 

to control all the computers that work on the Web to create blocks and chains [2]. 

The government of the Russian Federation has officially announced a policy of completely 

reforming the state apparatus and reorienting the country's priority tasks towards the digital 

economy [3]. Coverage of the upcoming and recent changes in the legislative framework, the 

effectiveness of experimental implementations of the blockchain will make it possible to understand 

how far-reaching changes and reforms will be. 

The areas of application of technology in the banking and commercial sectors are placement 

of private shares of small and medium-sized enterprises in the sphere of money circulation or sale 

on IPO; trade and settlement of large collateral loans; settlements by mutual monetary and pension 

funds; delivery documentation; various payments; mortgage lending and more. 

The most successful global project using blockchain technology is still a cryptocurrency. A 

work is currently proceeding on the issue of special IPO and ICO shares, and more recently, trading 

in cryptocurrency futures began in the world. 

However, it is necessary to take into account that this process is based on the use of 

significant computing power that consumes a large amount of electricity. In most cases, traditional, 

non-renewable energy sources are used, which leads to the depletion of natural resources. 

On this basis, the paper examines the environmental aspects analysis and the challenges with 

development of “green” cryptocurrency. 

2. TRENDS OF CRYPTOCURRENCY MARKET DEVELOPMENT 

New types of cryptocurrency appear almost every day. The total number of cryptocurrencies 

in the world is more than 1,300 and is constantly growing [4]. 

All cryptocurrencies have a common feature: they are built on the basis of the blockchain 

technology, which stores all information on transactions encrypted using cryptography. But each 

cryptocurrency has its own characteristics. Cryptocurrencies differ in cost, network consensus, 

cryptography algorithm, and core functions [4]. The main type and the most expensive digital 

currency today is Bitcoin. It is isolated in a separate form, because it all started with it and the rest 

of the cryptocurrencies are built on its modified code. 

Bitcoin is actively used in different countries of the world, first of all – in the most developed 

countries: Japan, Luxembourg, Singapore, Qatar and Scandinavian countries. 

In Japan, bitcoins are legal tender, but organizations that accept them need to get a special 

license. The world's largest companies, such as Dell, Microsoft and Paypal, have already started 

accepting Bitcoins for payment, and the list of such organizations is actively growing. 

The beginning of the active promotion of the blockchain technology in the Russian Federation 

can rightly be called 2016. It was in January of that year at a business meeting with President of 

Russia Vladimir Putin, Chairman of Sberbank of Russia, German Gref, a statement was made that 

the blockchain could significantly update the mechanisms of state regulation and schemes financial 

management. As a result, a working group was formed to study the blockchain technology. [6]. 

Russia has its own type of cryptocurrency, which is called Ethereum. This financial unit was 

offered by Vitalik Buterin in 2013, but finally the currency entered the market in 2015. Ethereum is 

not only a cryptocurrency, but also a platform created to implement blockchain-based decentralized 

online services [2]. 

Ethereum is included in the list of the main types of cryptocurrency, which is in stable 

demand. It occupies the second or third position in the list of the most popular digital coins, which 

is a very good indicator, given the short history of the coin [4]. 

https://context.reverso.net/%D0%BF%D0%B5%D1%80%D0%B5%D0%B2%D0%BE%D0%B4/%D0%B0%D0%BD%D0%B3%D0%BB%D0%B8%D0%B9%D1%81%D0%BA%D0%B8%D0%B9-%D1%80%D1%83%D1%81%D1%81%D0%BA%D0%B8%D0%B9/was+currently+proceeding
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Throughout the existence of cryptocurrency, the process of their production has remained 

unchanged, but with increasing popularity the scale of operations has increased dramatically. 

According to research by Power Compare, at the end of 2017, the amount of electricity spent on 

mining exceeded 29 terawatts per hour. This figure exceeds the level of energy consumption in 

countries such as Moldova, Iceland, Ireland, the Baltic States, almost all of Eastern Europe and 

African countries on an annualized basis. Russia occupies a third place in terms of energy 

consumption for cryptocurrency production in relation to annual electricity consumption with an 

indicator of 2.73%. According to this indicator, Russia is inferior to China and the United States 

(0.49% and 0.74%, respectively). Researchers estimate that if this trend continues, by 2020 the 

power consumption per mining will exceed global electricity consumption per year. 

The famous farm called Genesis Mining is located in Iceland. Its creators have relied on a 

cold climate, because it is natural cooling that significantly reduces the cost of Bitcoin during 

production. In addition, the country is famous for cheap electricity and fast internet. 

The creator of a Bitcoin farm in Switzerland, Guido Rudolfi, is confident that the world needs 

cryptocurrencies, just as the Internet was once needed. Rudolfi has long been engaged in the study 

of the new phenomenon, tried to create several farms and eventually settled on the village of 

Lynthal. The largest Bitcoin farm in the country, naturally, is located in the area with the cheapest 

electricity. 

But despite the fact that at least two European cities have impressive farms, more than half of 

the capacity of the entire Bitcoin network is concentrated in China. 

3. METHODOLOGY FOR ENVIRONMETAL ASPECTS ANALISYS OF 

CRYPTOCURRENVY MINING 

3.1. Consequence/probability matrix methodology 

Risk matrix or consequence/probability matrix are probably one of the most widespread tools 

for risk evaluation. In according with IEC 31010:2009 “Risk management - Risk assessment 

techniques”, the consequence/probability matrix is a means of combining qualitative or semi-

quantitative ratings of consequence and probability to produce a level of risk or risk rating [7, 8]. 

Inputs to the process are customized scales for consequence and probability and a matrix which 

combines the two. 

Probability is not a mathematical certainty. It is consideration of likelihood that a loss risk event 

may occur in the future, based upon historical data, the nature of the neighborhood, immidiate 

vicinity, overal geographical location, political and social conditions, and changes in the economy, as 

well as other factors that may affect probability. The Table 1 presents the description of probability. 

Table 1. Probability description  

Descriptor Description 

Very High The Risk event is expected to occur in most circumstances and/or it's 

happening now 

High The Risk Event will propably occur in most circumstances. A direct 

credible threat has been received and/or it has happened, or would have 
happened if not activly prevented, a number of times before. 

Medium The Risk Event might occur at some time but generally only under specific 

circumstances. Indirect Threats have been received. The conditions could 

be favorable for ot to occur. 

Low The Risk Event could occur at some time but is unlikely. No direct credible 

threats have been received. Conditions are not favorable for it to occur. 

Very Low The Risk Event is very unlikely to occur 
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As Table 2 shows, the consequence scale covers the range of different types of consequence 

to be considered (for example: financial loss; direct and indirect costs; safety; environment or other 

parameters, depending on context) and extend from the maximum credible consequence to the 

lowest consequence of concern. Even if the probability of loss is low, but the impact costs are high, 

security solutions are still are necessary to manage the risk. 

Table 2. Consequence description  

Descriptor Description 

Critical Very significant environmental impact. 

Very significant financial loss. Very significant harm to image and 

reputation that leads to significant and sustained fall in price and significant 

loss of sales over the long term. Long term loss of competitive advantage. 

Very significant, sustained negative international media coverage. 

High Significant environmental impact. 

Significant financial loss. Major embarrassment/harm to reputation leading 

to significant fall in share price and loss of sales over medium term. 

Significant loss of competitive advantage. Negative international media 

coverage 

Medium Environmental impact in line with limit and legislation requirements. 

Significant financial loss. Moderate embarrassment or harm to image and 

reputation that impacts on sales over short term. Possibility of some minor 

loss of competitive advantage. Negative media coverage at a national level. 

Low Environmental impact without negative trends. 

Minor financial loss. Minor embarrassment but no harm to image and 

reputation. Minor impact on sales in short term. Some local media coverage 

unlikely to be of interest at the national level 

Very Low No impact to the environment. 

Very minor financial loss, etc. 

 

Table 3 shows matrix which is drawn with consequence on one axis and probability on the 

other. The risk levels assigned to the cells depend on the definitions for the probability/ 

consequence scales. 

Table 3. Probability criteria matrix 

 CONSEQUENCE RATING 

PROBABILITY 

RATING 

Very Low Low Medium High Critical 

Very High Very Low Risk Low Medium High Critical 

High Very Low Low Medium High Critical 

Medium Very Low Low Medium High High 

Low Very Low Very Low Low Medium Medium 

Very Low Very Low Very Low Low Medium Low 

4. ENVIRONMENTAL ASPECTS ANALYSIS  

Mining farm – is a data center, technically equipped to mine bitcoins or other 

cryptocurrencies. Physically, crypto mining farm mining farms are rooms with a large number of 

computers and servers that take on tasks for mining.  
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In accordance with ISO 14001 environmental aspect is “an element of an organization’s 

activities or products or services that can interact with the environment.” An environmental impact 

is defined as “any change to the environment, whether adverse or beneficial, wholly or partly 

resulting from an organization’s environmental aspects.” [9] 

ITMO University is as a one of the leading higher education institutions in Russia, providing 

the research in information technologies and computer science. The group of researchers works on 

blockchain technologies challenges. The working goup conducted the multicriteria analysis in frame 

of which the environmnetal risks of criptocurrency mining were evaluated. 

Such environmental aspects was identified for cryptocurrency mining as computer using, 

energy consumption for mining, energy consumption for cooling of the computers, critical raw 

materials using for computer production, hazardous electronic waste generation from computer 

using in the end of life cycle. 

According to experts’ assessment shown in the Table 4, all identified environmental aspects 

are significant which means that have or can have a significant environmental impact. The 

description of each environmental aspect is presented below. 

Table 4. Environmental aspects analysis 

# Environmental Aspect Impact to 

environmental 

Probability Impact level Risk 

1 Energy consumption for 

mining 

Depletion of nature 

resources 

Very high Critical Critical 

  Air pollution 

(Carbon footprint) 

High High High 

2 Computer using for mining Air pollution by 

evolution of heat 

Very high Critical Critical 

3 Energy consumption for 

cooling of the computers 

Depletion of nature 

resources 

Very high High High 

4 Critical raw materials 

consumption for computer 

production 

Depletion of nature 

resources 

High High High 

5 Hazardous electronic waste 

generation from computer 

using in the end of life cycle 

Pollution of land 

with hazardous 

waste 

High Medium High 

4.1. Energy consumption for mining 

4.1.1. Depletion of nature resources 

In China, the world's largest producer of mining systems, many farms receive energy from 

“dirty” coal-fired power plants, while the government has legally restricted harmful emissions into 

the atmosphere and is considering the possibility of introducing new taxes designed to control the 

domestic electricity market and cryptocurrency operations.  

The founder of many projects, mathematician Moritz Strube from Berlin, considered the 

consumption of electricity throughout the network. The mathematician estimated that mining 

equipment consumes 1.17 terawatt-hours of electricity per month throughout the world. For 

example, Slovenia consumes 1.08 terawatt-hours of electricity per month [10]. 

4.1.2. Air pollution (Carbon footprint) 

Analysis of Australian businessman Nick Gogerty shows that that miners will spend up to 

90% of the bitcoin price on electricity with which it may mine. This price for electricity will vary 

depending on the Bitcoin price. The research assumes that 50% of all mining takes place in China 
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or the USA. It uses the latest estimates from the International Energy Agency (IEA) on carbon 

emissions per kilowatt of power lines in each country, and averages them. As a result, for every 

megawatt of electricity spent for mining bitcoins, 0.65 tons of CO2 is emitted into the atmosphere. 

The method chosen by the researcher projects these figures on average electricity prices and gives 

an average emission rate of about 6.98 kg of CO2 per dollar spent on electricity for Bitcoin mining 

[11]. Bitcoin is mined everywhere from data centers, distributed locations, pools, mining farms in 

garages. This makes the assessment of this “carbon footprint” very difficult, as there are a lot of 

different types of equipment used for mining. 

4.2. Air pollution by evolution of heat and energy consumption for cooling of the computers 

Mining equipment, while in permanent operation, emits a large amount of heat, can overheat 

or burn under loads without conditioning. For proper operation of this equipment requires certain 

ambient temperatures, respectively, it must be cooled. To create a cooling system for mining farms, 

additional refrigeration equipment or fans are required. 

4.3. Critical raw materials using for computer production 

Critical Raw Materials (CRMs) are used for electronic equipment production. CRMs are 

those raw materials which are economically and strategically important for the European economy, 

but have a high-risk associated with their supply [12]. The EU’s industry and economy are reliant 

on international markets to provide access to many important raw materials since they are produced 

and supplied by third countries. Although the domestic production of certain critical raw materials 

exists in the EU in most cases the EU is dependent on imports from non-EU countries. The risks 

associated with the concentration of production are in many cases compounded by low substitution 

and low recycling rates [13]. 

4.4. Hazardous electronic waste generation from computer using in the end of life cycle 

The large amount of the computers and electronic equipment are used for mining. The 

cryptocurrency development is required modernization and constant updating of the mining farms. 

Thus significant amount of electronic waste are generated. Electronic waste (WEEE, e-waste) is one 

of the types of waste containing electronic and other electrical devices, as well as their parts. 

Electronic waste may have high hazard classes due to the substances contained in them, such as 

lead, mercury, polychl orinated biphenyls, polyvinyl chloride (due to the appearance of dioxins 

during combustion). 

5. RESULTS AND DISCUSSIONS 

Due to the increase in cryptocurrency production in recent years, the consumption of 

electricity by mining farms has also increased significantly. If the industry continues to use the 

energy produced by burning fuel, it will cause great harm to the environment in the form of 

pollution and greenhouse gas emissions. An example of generating capacity using renewable energy 

sources is hydroelectric power stations, which have been built around the world for more than a 

century. Wind, tidal, solar, geothermal and other renewable energy power plants were also 

developed many decades ago, and such solutions can be based on a variety of technological 

approaches. 

Today green or environmental friendly cryptocurrency has been created. The main goal of it 

is to take care of our environment. The example of green cryptocurrency is BitSeeds which 

collaborate with the Rainforest Foundation. 10% of the released units of BitSeeds go to the 

organization of planting new trees, as well as the restoration of forests [14]. 
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The main goal of SolarCoin is to encourage people who are engaged in the process of 

developing the method of energy production using solar panels. Thus, the author of this project 

motivates investors to develop alternative methods for the extraction of electricity, so that in a few 

years people will only use it. According to [15], today one unit of this cryptocurrency corresponds 

to one megawatt of electricity. 

Hydro-mining is a specific method of mining cryptocurrencies based on the use of electricity 

from hydroelectric power plants and water cooling systems. It allows you to make the process of 

mining coins more economical and profitable. 

6. CONCLUSIONS 

The blockchain is proving to be a promising technology, and every year it spreads more and 

more confidently in various directions. 

Cryptocurrency is one of the example the application of blockchain technology. The trend of 

digital coins development reflects the interest of government to cryptocurrency. Although it is 

necessary to pay attention to possible threats and weaknesses of the system and, based on this 

analysis, to make informed decisions about the cryptocurrency dissemination on the national level 

and the use of blockchain technology in Russia. 

The environmental aspects analysis is significant element in designing of new product or 

service. Also it is applicable to assessment the environmental impact of new technologies.  

The environmental aspects analysis is based on risk assessment methodologies, one of which 

is consequence/probability matrix.  

The consequence/probability matrix was chosen as methodology for environmental aspects 

analysis due to following reason: relatively easy to use; provides a rapid ranking of risks into 

different significance levels, involves the wide range of experts, takes into account the expertise of 

working group. 

Risk assessment which was provided by experts of ITMO University identified and ranking 

the following environmental aspects: energy consumption for mining, computer using for mining, 

energy consumption for cooling of the computers, critical raw materials consumption for computer 

production, hazardous electronic waste generation from computer using in the end of life cycle. 

The output of environmental aspects analysis can be an input to the decision-making 

processes. 

Taking into account that mining companies have their farms in countries with low electricity 

costs, mining complexity continues to grow, increasing the need for electricity, so the 

cryptocurrency industry needs alternative solutions - and it is likely that renewable energy sources 

may play a big role in the near future. 
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ABSTRACT  

The need for energy storage devices especially in renewable energy applications has increased the use of 

supercapacitors. Accordingly, several supercapacitor models have been proposed in the previous researches. 

Nevertheless, most of them require an intensive test in order to obtain the model parameters. This may not be 

suitable for an early simulation study, where a simple model based on the datasheet is required to evaluate 

the system performance before building the hardware prototype. To address this issue, a simplified electrical 

circuit model for supercapacitor based on the voltage-current equation is proposed in this paper. The 

parameters of the proposed model can be obtained from the datasheets value with a minimum test 

requirement. The experimental method to obtain the parameters of the supercapacitor equivalent circuit is 

described. Based on the proposed method, the supercapacitor model is built in MATLAB/Simulink and the 

characteristics of ESR measurement and cycle life are compared with data sheets. The simulation results have 

verified that the proposed model can be applied to simulate the behavior of the supercapacitor in several 

energy and power applications.  

Keywords: Supercapacitors, Energy storage systems, Supercapacitor modelling, MATLAB/Simulink 

1. INTRODUCTION  

There is a strong demand to reduce the use of fossil fuel and move toward more sustainable 

energy sources. Accordingly, several efforts have been made to increase the penetration level of 

Renewable Energy Sources (RES) such as photovoltaics and wind turbines [1]. Nevertheless, the 

intermittency nature of the power production from RES have risen a concern regarding the grid-

integration. In order to ensure high power quality and stability of the electrical network, energy 

storage systems are one of the promising solutions to this problem. 

Traditional energy storage devices such as batteries have some disadvantages such as slow 

charging and limited lifetime. Some other storage technologies, such as; mechanical, 

electrochemical and electromagnetic, which store the energy in another form, are more expensive 

and complex [2]. The fluctuation in the power production of renewable energy sources raises some 

requirement for the stability of the energy network.  The need for instantaneous energy storage 

devices increases the use of supercapacitors (SCs) as an alternating storage device, especially in 

renewable energy applications. By employing the SCs, it is possible to smooth out a certain power 

fluctuation in the renewable energy systems.  On the other side, energy storage systems play an 

important role in a diverse range of industrial applications [2, 3]. 

For instance, the increased installation of grid-connected Photovoltaic (PV) systems and 

building integrated PV systems have made rapid progress around the world over the last years. 

Photovoltaic panels are intermittent sustainable energy sources whose power generation capability 

varies with the environmental conditions. Thus, energy storage such as SCs can be used to smooth 

out the power fluctuation due to its high power density [4].  

mailto:mustafaerginsahin@yahoo.com


             CYSENI 2019, May 23-24, Kaunas, Lithuania 

             ISSN 1822-7554, www.cyseni.com 

 
 

 

II-72 

In general, rechargeable batteries and SCs have a similar chemical structure and work 

process to store and convert through diffusion and migration of ions. However, the SCs present 

some advantages which will be useful for the storage systems. An SC is a double-layer 

electrochemical capacitor that can store thousands of times more energy than a typical capacitor. 

Moreover, they have almost negligible losses and long lifespan [5]. They can process a large 

number of charge and discharge cycles compared to only a few thousand cycles for lead-acid 

batteries and can supply much higher currents than batteries [6, 7].   

It is possible to find some basic studies in the literature that chemical, mathematical and 

electrical characteristic and dynamic structure of SCs were simulated and investigated [8-15]. Also, 

a simple electrical model of SCs has been designed to describe the behavior of SCs as a function of 

frequency, voltage, and temperature [16]. This makes them inadequate to demonstrate the SCs 

dynamics under different conditions sometimes. However, the structural simplicity and decent 

modelling accuracy make the equivalent electrical circuit model designed by Zubieta and Faranda 

for simulations very suitable for power electronic applications and real-time energy management 

simulations [22, 23]. The SCs module simulation was based on two branches electrical circuit 

model which included the module structure and its mathematical equation simulation in some 

studies [5, 15, 16]. An experimental method used to determine some of the parameters of the SC 

equivalent circuit has in the literature [15, 17]. Therefore, a simplified SC module model to be used 

in real time simulations and to adjust and modified for some parameters is required.   

In this paper, the chemical structure of SCs, physical and electrical characteristics, working 

principle, advantages, and drawbacks are investigated in detailed. The chemical, mathematical and 

electrical and the other developed models in literature are investigated. Using the equivalent circuit 

model of the SCs which is suitable for power electronic applications the mathematical equation of 

SCs was derived. How to obtain of SCs coefficients experimentally are given. Using this equation 

and coefficients of the SCs the MATLAB/Simulink model was simulated and the characteristics of 

ESR measurement and cycle life are simulated and compared with data sheets for different 

supercapacitors. Also, charge and discharge characteristics of SCs for different values were 

simulated to compare the power and energy density of SCs different values.  

2. OVERVIEW OF SUPERCAPACITORS TECHNOLOGY 

In this section, an overview of SCs technology including the chemical structure, the physical 

and electrical characteristics will be discussed in detailed. The performance comparison of SCs with 

the other energy storage technologies will also be provided.  

2.1. Chemical structure 

A typical SC is shown in Fig. 1 (a) where the chemical structure is illustrated in Fig. 1 (b) [19, 

20]. The SCs, which called as ultra-capacitors or double layer capacitors and have a very light and 

small size, capacity values are reached more than thousand Farads, although the voltage value is 

only 2.7 V in most products. 

Unlike the ceramic or electrolytic capacitors, SCs do not have dielectric material between 

positive and negative electrodes. Instead of an electrolyte which has positive ions and negative ions 

is filled between the two electrodes, it uses the electrical double layer (EDL) that is formed at the 

interface of the solid electrode and liquid electrolyte. A typical SC is composed of solid electrodes 

and liquid electrolytes which including electrolyte salt, and a separator to prevent direct contact 

between the positive and negative electrodes. The electrodes are positioned on the electricity 

collectors and coated with activated carbon powder. An electrical double layer is formed at each 

interface where the active carbon powder contacts the electrolyte as shown in Fig. 1 (b) [20]. The 

Stern layer accounts for the specific absorption of the ions on the electrode surface. The diffuse 
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layer incorporates the Gouy-Chapman model and their combination is called a Gouy - Chapman - 

Stern model [22].   

    
(a)                                                              (b) 

Fig. 1. (a) Some SCs to be obtained in the market, (b)  The structure of SCs [19, 20] 

When the SC is charged, the negative ions and vacancies on the positive electrode side and 

the positive ions and the electrons on the negative electrode side are aligned across the interface as 

shown in Fig. 2 (a). This state of alignment of ions and electrons is called an electrical double layer 

capacitor (EDLC) [20]. The capacitance value of SCs is depended on the surface area and large 

surface area have powdered activated carbons which are used as an electrode material [21]. The SCs 

are charged by ions moving through the carbon surface and discharged by reverse moving away of 

ions as shown in Fig. 2 (a, b) respectively [20].  

 

Fig. 2. (a) Charge, (b) discharge state in SCs [20] 

2.2. Performance comparison with other energy storage technologies 

The main advantages and drawbacks of SCs are given in this section. The SCs have a high 

power density, but low energy density. The SCs are quick charging and discharging but they have a 

very high self - discharge rate. Does not blow up in case of accidental direct short connection, and 

stops accepting energy when it becomes fully charged. SCs has extended the lifetime and long shelf 

life and them environmentally safe and no gas emissions [4]. Table 1 presents a numerical 

comparison between battery, SC and electrolytic capacitor characteristics. Compared with the other 

commercially available energy storage technologies, the SCs usually offer a high power density, 

high efficiency, fast charging and discharging speed, and long cycle lifetime [16]. On the other 

hand, the energy density of SC is limited compared to batteries. Accordingly, a combination of SC 

and battery may be required in some application.   
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Table 1. Comparison between the battery, SC and electrolytic capacitor performances [16] 

Storage devises characteristics Battery Supercapacitor Electrolytic capacitor 

Charging time 1< t <5 h 1-30 s 10
-3

< t <10
-6 

Discharging time t > 0.3 h 1-30 s 10
-3

< t <10
-6

 

Energy density (Wh/kg) 10-100 1-10 < 0.1 

Lifetime (cycle number) 1000 10
6 

10
6 

Power density (W/kg) < 1000 10,000 > 1,000,000 

Charge/discharge efficiency 0.7-0.85 0.85-0.98 > 0.95 

3. LITERATURE REVIEW FOCUS ON SUPERCAPACITOR CIRCUIT MODELS 

For SCs systems, modeling is essential for the system dimensioning, condition monitoring, 

and controller design. Several SC models are available in the literature based on; chemical, 

mathematical and electrical characteristic, aging, artificially intelligent, and dynamic structure of 

SCs models [8-15, 22]. A simple electrical model of SCs to describe the behavior of SCs as a 

function of frequency, voltage, and temperature has also been discussed in [16]. Electro-chemical 

models offer high accuracy but increase the calculation complexity. As an alternative, an equivalent 

circuit model derived from empirical and experimental data can also be used. This makes them 

inadequate to demonstrate the SCs dynamics under different conditions sometimes. However, 

structural simplicity and decent modeling accuracy make the equivalent electrical circuit model 

suitable for real-time energy management simulations [22, 23].  

The electrochemical model is basically known as a double layer model since the structure of the 

SC has a double layer at the junction of a metal with an electrolyte solution, and the layer has two 

elements as shown in Figure 1 (b). The inner element, known as the ‘‘compact layer’’ or ‘‘Helmholtz 

layer’’ discover by Helmholtz [24] and described the EDL phenomenon it using a model where all the 

charges were assumed to be absorbed in the electrode surface. The outer element, the ‘‘diffuse layer’’ or 

‘‘Gouy–Chapman layer’’, is semi-infinite in extent and contains anions and cations distributed 

unequally. Gouy [25] and Chapman [26] further modified the Helmholtz model to account for the ion 

mobility in the electrolyte solutions as a result of diffusion and electrostatic forces. The model to 

describe the (metal)/(electrolyte solution) double layer modified by Stern [27, 28].  

Several circuit models have been proposed for SCs. The most often applied being the classical 

capacitor model [31, 32] where the simplified equivalent circuit is considered as actual capacitor 

behavior in a slow discharge application as illustrated in Fig. 3 (a). This circuit consists of a 

capacitance (Cd), the equivalent series resistance (Rs) which occurs during charging and discharging 

internal resistance, and an equivalent parallel resistance (Rp) to represent the path of leakage charge 

of SCs in a long-term effect [30]. In addition, Nelms et al. described another approach where the SC 

characteristics are modeled using a Debye polarization cell which is shown in Fig. 3 (b) [33].  

Rp

Cd

Rs 

                       

Rp

Cd

Rs 

Cp

 
(a)                                                                           (b) 

Fig. 3. (a) Classical SC model, (b) SC model using a Debye polarization 

Conventional equivalent circuit model employs basic electrical circuit elements to represent 

the SC dynamics as shown in Fig. 4 (a) [23]. The basic model has limitation due to the fact that the 

capacitance of an SC is in general strongly dependent on terminal voltage [16, 34]. Therefore, a 

more effective model for SCs has been proposed in [34] based on the circuit diagram in Fig. 4 (b). 

In fact, a more complex equivalent circuit model that represent the physical mechanisms in the SC 
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has also been discussed in the literature. Such a model is known as a transmission line network 

model where the resistances and non-linear capacitances represent the distributed ESRs and 

electrostatic double-layer capacitance intrinsic to each pore in the electrode material. There are also 

additional resistances in the electrode material and a diffusion resistance in the membrane [35, 36]. 
+ ı

R1

Cs

C1

Rs

    Vsc

R2

C2

    

+ 

-

Rp

Rs

C2 C1

R

    Vsc

L

 
(a)                                                                                  (b) 

Fig. 4. (a) Conventional equivalent circuit model, (b) a dynamic model for SCs [34] 

Unfortunately, the equivalent circuits used in the detailed modeling of SCs mentioned above 

are not very suitable for a power electronic simulation environment. Therefore, a simplified 

equivalent circuit that can capture the characteristic behavior of SCs under different operating 

conditions has been developed. Such a model implementing the variable capacitance feature is 

described by Zubieta et al. [15]. The model uses three separate RC time constants in three parallel 

branch networks and a high resistance element to model cell leakage as illustrated in Fig. 5 (a). The 

thirty or delayed branch parameters are Rd and Cd. An improved version of the Zubieta model was 

proposed by Rafik [16] where the frequency dependent parameters in the capacitor are taken into 

consideration. Faranda [10] proposes a simplified version of the Zubieta model [15] with one RC-

branch less as shown in Fig. 5 (b). According to [10], this model simplifies the estimation of 

parameters and reduces the number and complexity of measurements and decreases the possibility 

of errors. Faranda also proposes a method of determining the parameters in the model based on 

measurements. The complexity of the parameters determined in the Zubieta model makes it difficult 

to be implemented. Therefore, using the simplified Faranda model gives adequate relevance with 

the measurements besides good accuracy. 

       + 
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     +

     Vci

     -
     

       + 

        -

R2

Co              kv*V
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    Vsc EPR

C2

 
(a)                                                                       (b)       

Fig. 5. The equivalent circuits of SCs; (a) Zubieta model, (b) Faranda model 

Fractional order equivalent circuit’s model of SCs has also been developed in the previous 

research [23]. In order to further improve the model accuracy, a fractional-order calculus has been 

introduced for SC modeling applications [22]. When the SCs operate under high rate cycling, they 

may generate high heat depend on low internal resistance. This operation affects the performance 

and lifetime of SCs which are very sensitive to temperature change. Therefore, several studies 

focused on the temperature model of SCs [16, 37-40].  Intelligent modeling techniques such as an 

artificial neural network (ANN) and fuzzy logic have been successfully utilized to predict the 

performance of energy storage systems including batteries and SCs [41, 42]. Temperature, voltage, 

and current are the parameters of the accelerating aging of SCs and define the lifetime. A simplified 

thermal model of the SC to estimate the core temperature and the case temperature of the 

components are proposed [43, 44].  
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Although all these models include more details and different applications, in this paper 

focused on the equivalent circuit model designed by Zubieta and Faranda for simulations which will 

be very suitable for power electronic applications.  

4. PROPOSED SUPERCAPACITOR CIRCUIT MODEL  

There are several studies in the literature that investigate the chemical, mathematical and 

electrical stimulation of SCs [8-15]. The SCs module simulation was based on two RC branches 

electrical circuit model as shown in Fig. 6 which included the module structure and its mathematical 

equation simulation in this study [5, 15, 16]. This circuit is simplified by neglecting the leakage 

current of SC as given in Eq. 1. The USC and ISC are the SC module voltage and currents 

respectively. The vsc, isc, NS_SC , and NP_SC are the SC primary voltage and current, series elements 

and parallel branches respectively. The main capacitance C1 depends on the voltage v1 and consists 

of a constant capacity C0 and a constant parameter CV and it is written as C1 = C0 + CV.v1. The R1C1 

branch determines the immediate behavior of the SC during rapid charge and discharge cycles in a 

few seconds. The R2C2 cell is the slow branch and completes the first cell in the longtime range and 

describes the internal energy distribution at the end of the charge. The equivalent parallel resistance 

Rf represents the leakage current and can be neglected during fast charge/discharge [5]. 

    Vsc

+ 

-
Rf

R1

C1

İsc

İ1 İ2

C2V1

+

-

R2

V2

+

-

RC Branch 1 RC Branch 2

 

Fig. 6. SC two branches circuit model  

 _ _ 1 1 _ 1 1

_

( . ) ( )sc
SC S SC SC S SC SC S SC

P SC

I
U N v N v R i N v R

N
      (1) 

The relationship between quick charge (Q1) and voltage (v1) is shown in Eq. 2 depend on 

current (i1). The charge (Q1) is shown in Eq. 3. The inverse relationship between v1 and Q1 the 

equation obtained as in Eq. 4. Considered the equivalent electric circuit with two RC branches 

proposed by Zubieta and Bonert [36], Rafik et al. [37] to obtain this equation.   

 1 1 1
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dv dQ dv
i C C C v

dt dt dt
     (2) 
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1
.

2
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Eq. 1 and 4 are combined as in Eq. 5.  

 

2
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_

2
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      (5) 

The voltage (v2) in the secondary capacity (C2) is described in Eq. 6. 

 2
2 2 1 2

2 2 2 2

1 1 1
( )

Q
v i dt v v dt

C C C R
       (6) 
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These equations are designed in MATLAB/Simulink as an SC module model as shown in 

Fig. 7 (a). The Eq. 5 and 6 is modified for 310 F capacitor coefficients in the simulation. These 

coefficients are obtained and calculated in previous studies experimental values and datasheets [45]. 

This values are R1 = 5.5 mΩ, R2 = 6 Ω, C0 = 210 F, CV = 80 F/V, C2 = 39 F for 310 F SCs. 

Identification of coefficients of different capacitors is given in the next section more detailed. An 

SC electrical model for simulations of power systems is shown in Fig. 7 (b).   

1

U_sc

i_uc

1

s

i1

V2

V1

u

Sqrt

Scope

6

R2

-K-

R1

1

s

Q2

Product3

Product2

Product1

Product

1

NS_UC
1

NP_UC

I_sc

I2

80

Cv

210

Co

39

C2

2

2

   

Discrete,
Ts = 0.005 s.

powergui

v
+
-

Voltage 
Measurement

Series ESR

ScopeIn1 U_UC

SUPERCAPACIOR

MODULE

s

-
+

S

DC Voltage
 Source

i
+

-

Current 
Measurement

 
(a)                                                              (b) 

Fig. 7. (a) Module model, (b) Electrical model of an SC in MATLAB/Simulink 

To identify the parameters of the proposed model a charge and discharge test at constant current 

have been carried out. The experimental method which determines the coefficient of the SC equivalent 

circuit is described firstly by Zubieta and Bonert [5]. In the proposed model, the parameters are 

identified by charging the DLC from zero to rated voltage and by observing the terminal voltage during 

the internal charge redistribution over the time of 30 min. The process to identify the parameters 

assumes that this condition of zero charges is present at the beginning. The approach to determine the 

different equivalent circuit model parameters is based on the fact that the three equivalent branches: the 

immediate branch, delayed branch, and long-term branch have distinctly different time constants 

considering the coefficient identifications. Table II shows the average of the equivalent model parameter 

values measured for the two types of double-layer capacitors. [15]. 

The other experimental method to define the coefficients is described in [10]. At the first step, 

the values of the parameters of the immediate branch are determined. The R0 resistance is calculated 

by measuring the potential difference ΔV between the two terminals during the first charge moment 

and subdividing it for the total charge current, assuming all the capacitances still discharged. The 

two components of the total capacitance of the short term branch are determined through a unique 

procedure. In order to validate the proposed model, seven models of SCs and their coefficients are 

tested as shown in Table 2. According to the results, it can be noticed that capacitors of the same 

type and size can have different parameters values of the equivalent circuit [10]. 

Table 2. The parameters and their coefficients for different SC measurements [5, 10] 

Parameters Zubieta and Bonert  Faranda et all 

Capacitor Value 470F 1500F 110F 200F 350F 600F 

Ri, Ro (mΩ) 2.5 1.5 10 8.8 4.8 2.8 

Cio, Co (F) 270 900 89 158 232 454 

Ci1 (F/V) 190 600 29 56 90 176 

Rd, R2 (Ω) 0.9 0.4 17.5 8.8 5.5 3.1 

Cd, C2 (F) 100 200 13.7 27.5 43.2 77.4 

R1 (Ω) 5.2 3.2 - - - - 

C1 (F) 220 330 - - - - 

Rlea, EPR (kΩ) 9 4 5 5 2.5 2.5 
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5. THE TEST OF SUPERCAPACITOR MODEL AND SIMULATIONS IN MATLAB/SIMULINK  

The SC model is simulated and compared with the capacitance/ESR measurements and cycle 

life waveforms from the datasheet of 310 F SCs  [46]. The ideal Capacitance/ESR measurements 

waveforms for data sheets are given in Fig. 8 (a) and cycle life waveform measurements for data 

sheets are given in Fig. 8 (b).  

    

Fig. 8. (a) Capacitance/ESR, (b) cycle life waveform measurements in datasheet [46] 

In data sheet V1 = Vrated = 2.7 V, V3 = 0.5 Vrated = 1.35 V, t2 – t1 = 15 seconds, t4 – t3 = 5 

seconds are given for Fig. 8 (a). The t3 – t2 value is calculated from capacitance Eq. 7. Tcharge is 

calculated as a 26 second for 0 to t1.  

 2 3
3 2

( ) 310(2.7 1.3)
Capacitance 14 second

31

C V Vt CV
I t t t

V I I

 
       


 (7)  

where V1 = Vrated = 2.7 V, V 2= 0.5Vrated = 1.35 V, t2 – t1 = 5 seconds, t4 – t3 = 15 seconds are given 

for Fig. 8 (b) in data sheets.  

For these tests used a constant current source in charge, discharge and zero current mode, and 

voltage variations are observed. The simulation result for capacitor/ESR measurement waveform is 

shown in Fig. 9 (a) and cycle life waveform is shown in Fig. 9 (b) for 310 F SCs. The simulation 

results are seen suitable with the experimental results and calculations in Fig. 8 manufacturer data 

sheets and this shows the SC model works correctly. The simulation result for capacitor/ESR 

measurement waveform is shown in Fig. 10 (a) and cycle life waveform is shown in Fig. 10 (b) for 

1500 F SCs. The charge and discharge cycle time of this SC is longer than the first one as expected. 

Also, the charge and discharge times are compared with data sheet values quantitatively.  
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(a)                                                                                       (b) 
 

Fig. 9. (a) CAP/ESR, (b) cycle life waveforms simulation results for 310 F SCs 
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(a)                                                                                       (b) 

Fig. 10. (a) CAP/ESR, (b) cycle life waveforms simulation results for 1500 F SCs 

The SC charge and discharge circuit simulation results are shown in Fig. 11 (a, b) for a 

specific series charge ESR and discharge load resistance. The charge and discharge simulation 

results of a 310 F SC model are shown in Fig. 11 (a). The SC voltage reaches 2.7 V and fixed their 

charge mode. The current and power go to zero with time. Adversely in the discharge mode, the SC 

voltage and current and power go to zero with time. The SCs charged in 300 seconds and 

discharged 100 seconds depending on resistances. The charge and discharge simulation results of 

the 1500 F SC model are shown in Fig. 11 (b). The SCs charged in 1000 second and discharged 500 

seconds depending on resistance. The maximum power in charge mode reaches 20W and in 

discharge mode reaches 70 W depend on ESR resistance and discharge load resistance. The ESR 

resistance is select 0.1 Ω and the load resistance is selected 0.01 Ω for the simulation set up. These 

results are seen suitable with theoretical and experimental results in data sheets.  

0 200 400 600 800 1000 1200
-70

-60

-50

-40

-30

-20

-10

0

10

20

30

Time [second]

V
o
lt
a
g
e
 (

v
o
lt
),

 C
u
rr

e
n
t 

(a
m

p
e
re

),
 P

o
w

e
r 

(w
a
tt

)

 

 

 

Charge-Discharge Voltage

Charge-Discharge Current

Charge-Discharge Power

 
0 500 1000 1500 2000 2500 3000

-80

-60

-40

-20

0

20

40

Time [second]

V
o
lt
a
g
e
 (

v
o
lt
),

 C
u
rr

e
n
t 

(a
m

p
e
re

),
 P

o
w

e
r 

(w
a
tt

)

 

 

 

Charge-Discharge Voltage

Charge-Discharge Current

Charge-Discharge Power

 

(a)                                                                                      (b) 

Fig. 11. The SC charge and discharge circuit simulation results for 310 F (a), and 3000 F (b) 

6. CONCLUSIONS 

In this paper, the principle of SCs and their chemical structure, the advantages, and 

disadvantages of SCs, basic specifications, and performance comparison of SCs with the batteries 

and electrolytic capacitors are given. The different SC models in the literature, their specifications 

and design aims are investigated. The voltage-current equation of the SC module using the SC 

simplified circuit model is given in this study. The experimental methods which determine the 

parameters of the SC equivalent circuit are mentioned, and for different capacitors the obtained 
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coefficients with this methods are presented. Using this parameter and voltage-current equations the 

SC MATLAB/Simulink model was designed and simulated. The characteristics curves of 

Capacitance-ESR measurement and cycle life are obtained and compared with data sheets. Also, 

charge and discharge characteristics of SCs for different capacitor values are simulated to compare 

the power and energy density of SC modules. The results are seen suitable with theory and data 

sheets, and the designed models can be used for different electrical applications as a storage system. 
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ABSTRACT 

This paper presents the reliability assessment of distribution system using Monte Carlo simulation. A 

reliability evaluation model is created by using MATLAB software. The simulation method generates time to 

failure (TTF) and time to repair (TTR) of each component in distribution system which are modelled by 

using exponential distribution function. The operations of each component in distribution system including 

circuit breaker, load break switch, disconnecting switch, fuses and automatic protective device are used to 

calculate the reliability indices of the distribution system. The considered indices are the system average 

interruption frequency index (SAIFI), the system average interruption duration index (SAIDI) and the energy 

not supplied (ENS). Moreover, the benefit-cost analysis is conducted to find the optimal location of an auto 

recloser. The objective function includes the benefit of reliability improvement obtained from the installing 

of an auto recloser minus the investment cost and the operation-maintenance cost of an auto recloser. Finally, 

the proposed simulation method is tested on a 22 kV distribution system from Electricite Du Laos network in 

Attapeu province, Lao People’s Democratic Republic. The simulation results show that the proposed method 

can find the optimal location of an auto recloser which maximizes the benefit of distribution utility. 

Keywords: auto recloser, benefit-cost analysis, Monte Carlo simulation, reliability evaluation, reliability 

indices 

1. INTRODUCTION 

A conventional electric power system can be separated into four sections including generation 

system, transmission system, distribution system, and load or customer. The distribution system is a 

considerable section of the electric power system because it is the final link between the customers 

and transmission system. It has been reported that 80% of all outages occurs because of failures in 

the distribution system [1]. The radial distribution system in Attapeu province, Laos PDR has one 

major defect that in case of any transmission line failure, the associated customers would not get 

any power because there is no alternative path to feed the power to the customers. In case of 

transformer or substation failure also, the power supply is interrupted. The customers in the 

distribution system are not supplied until the feeder or substation is restored. The most interruptions 

of the distribution system are the “line to line fault”, “the line to ground fault” and lightning. 

For the review of reliability assessment, research works [2]-[6] present the basic principle of 

reliability assessment of the distribution system. There are two kinds of the assessment techniques 

consisting of the analytical method and the simulation method. The analytical method is widely 

used, [5]-[8], but it cannot be used to establish the model for the complex distribution system. For 

the simulation method, it is also known as Monte Carlo simulation. This method is more suitable 

for the complex distribution system and it can predict the failure event of distribution components 

mailto:visanousanhth@kkumail.com
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that is likely the random event, while the other methods cannot predict [9]-[13]. The utilization of 

Monte Carlo simulation technique in reliability assessment has enhanced considerably during the 

last few decades. Consequently, the Monte Carlo simulation method uses the simplified assumption 

that failure rate and repair time of the components in the distribution system are exponentially 

distributed. For the works related to the protective devices, the research work [14] proposes the 

optimal placement of an auto recloser to improve system reliability. The Monte Carlo simulation 

method is used to evaluate the system reliability of the distribution system. In research work [15], 

the auto reclosers are used to enhance the system stability and reliability of the distribution system 

by dividing the zone of interruption. 

Consequently, this paper proposes the method to solving the optimal placement of an auto 

recloser in order to improve the reliability of the Attapeu distribution system, Lao People's 

Democratic Republic. The Monte Carlo technique is used to evaluate the system reliability. 

Moreover, the benefit-cost analysis is conducted to find the optimal placement of an auto recloser. 

The objective function includes the benefit of reliability improvement obtained from the installing 

of an auto recloser minus the investment cost and the operation-maintenance cost of an auto 

recloser.  

2. METHODOLOGY 

2.1. Reliability indices 

In distribution system reliability assessment, there are three basic reliability parameters 

consisting of the failure rate λ (interruptions/year), the interruption duration r (hours/interruption), 

and the annual unavailability U (hours/year), [16] - [17] as shown below.  
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where, N is the total number of the components in the distribution system. 

These parameters are calculated based on the historical failure data of each component. This 

research considers three significant reliability indices consisting of SAIFI, SAIDI and ENS. These 

indices can be described by the following: 

1) System average interruption frequency index: SAIFI (interruptions/customer/year), it can 

be expressed in each simulation according to the equations presented in, [16] - [17].  
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where iN  is the number of consumers at load point i. 

2) System average interruption duration index: SAIDI (hours/customer/year) can be 

calculated in equation (5) in, [16] - [17]. 

 





i

i

ii

N

NU

SAIFI  (5) 



             CYSENI 2019, May 23-24, Kaunas, Lithuania 

             ISSN 1822-7554, www.cyseni.com 

 
 

 

II-85 

3) Energy not supplied: ENS (kWh/yr.) [16] - [17]. It can be calculated by equation (6). 

  iia ULENS )(  (6) 

where La(i) is the average load (kW) at each load point i that is one of the important parameters 

required in the evaluation of load point and energy orientated indices in, [16] - [17]. The average 

load can be calculated in equation (7). On the other hand, the average load can be calculated in 

equation (8). 

 fLL pa   (7) 

 
t

E
L d
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where, t is the number of hours of a year, dE  is the energy demand in a period of interest (kWh), 

pL  is the peak load (kW) and f  is a load factor. 

2.2. Reliability worth  

The yearly energy not supplied cost (ENSC) for each feeder in distribution system is 

estimated by the equation (9), [16] - [17].  

 



M

i

ijij ENSCENSC
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 (9) 

where ijC is the cost of interruption of load point i due to event j. M is the number of load points in 

the system. 

The costs of auto recloser are divided into two types consisting of investment and 

maintenance costs. Investment cost is a one-time cost that includes installation, monitoring device, 

construction costs, etc, [18]. The investment and maintenance costs calculation can be written as 

shown in equation (10) and equation (11), respectively. 

 REINVRE NCINVC    (10) 

where, INVC is the total investment cost of auto recloser ($). REN  is the number of auto reclosers. 

RE INVC   is the purchase and installation cost ($) of an auto recloser. 

The yearly maintenance cost consisiting of annual electrical restoration, mechanical and 

renovation costs can be calculated by equation (11) in, [18]:  

 REMAINRE NCMAINC    (11) 

where, MAINC is the total maintenance cost of an auto recloser ($/year). MAINREC   is the annual 

maintenance cost of an auto recloser ($/year). 

The purpose of the auto recloser installation is to obtain the highest profit during its life time 

in, [18]. The life time that considered in this paper is 20 years. Thus, the objective function 

considering the benefits and costs of auto recloser can be explained by the following equation:   

 INVCMAINCENSCCF   (12) 

where, CF is the profit of distribution system company ($) obtained from the installation of auto 

recloser.  
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2.3. Monte Carlo simulation 

Because the reality that the fault occurrence in distribution systems are random, the fault 

occurrence is simulated by Monte Carlo simulation method. This method is a probabilistic 

technique that can be used to forecast the behavior of the distribution system components. The time 

sequential simulation is one of the Monte Carlo simulation types used when the system behavior 

depends on past events. An artificial operation of distribution system component is required in time 

sequential simulation, and Monte Carlo simulation can provide it by producing the up and down 

operation status of each component in the distribution system. The time to (before) failure (TTF) is 

the time period that takes the component to failure as explained in [16], [19], and [20]. It is 

randomly forecasted by the following equation (13).  

 )ln(
1

nTTF


  (13) 

where, n is a random number (range from 0 to 1). 

The time to repair (TTR) is the time required to repair or replace a failed component. Also, it 

is forecasted randomly by the following equation (14).  

 )ln(
1

nTTR


  (14) 

where,   is the repair rate of system component. 

It is clears from equations (13) and (14) that TTF and TTR follow exponential distributions. 

To forecast the artificial history of system components, TTF and TTR are established for the whole 

simulation times (e.g. 1 year) in chronological order. A sample of component operation history is 

presented in Fig. 1. In order to obtain an accurate result, Monte Carlo simulation has to be operated 

for a large number of scenarios and the simulation time can be expanded to be a very long time (e.g. 

1,000 years or more) depending on the desired accuracy. In this research, the simulation time is 

defined to be 50,000 years which is obtained by the test. In the test, the simulation time is firstly 

defined to be 1,000 years and the tolerance will be calculated. After that, the simulation time is 

increased with the step of 1,000 years until the tolerance is acceptable which is defined to be 10
-6

. 

Finally, from the test, the suitable simulation time is equal to 50,000 years.  

The flow chart of simulation process by Monte Carlo method is presented in Fig. 2.  
 

 

Fig. 1. TTF and TTR of the component 
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Fig. 2. Flow chat of Monte Carlo simulation process 

2.4. Proposed method for solving the optimal placement of an auto recloser 

This section presents the proposed method to find the optimal placement of an auto recloser in 

the distribution system considering reliability indices. The process is to find the minimum values of 

ENS, SAIFI, and SAIDI when changing the location of an auto recloser as shown in Fig. 3. 
 

Input distribution 

system parameters

Do the Monte Carlo simulation 

process

start

Set the protection zone of an 

auto recloser and find the affect 

load points 

Solve and collect the SAIFI, SAIDI, and ENS 

of the system 

Each 

component

 is used to be installed 

an auto recloser

 or not?

YES

NO

Change the location of an auto 

recloser to the next component

Install an auto recloser at 

component 1 

End

Evaluate the profit of an auto recloser 

installation for each installed location 

by equation (12) 

find the most suitable location of 

an auto recloser providing the 

highest profit 

 

Fig. 3. The flowchart for solving the optimal placement of an auto recloser 
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3. NUMERICAL RESULTS AND DISCUSSION 

3.1. Test systems 

The selected systems for testing is the Institute of Electrical and Electronics Engineers Roy 

Billinton Test System (IEEE RBTS BUS-2) (Fig. 4) and the distrubition system of Attapeu 

province, Lao PDR on Feeder 03. The IEEE RBTS BUS-2 consists of 4 feeders, 22 load points, 

36 lines, 2 switches, 10 disconnecting switches and 22 fuses [6]. This system widely used for 

reliability assessment in distribution systems because it provides completely detailed data such as 

interruption rate and average maintenance time for each component as shown in Fig. 4. Moreover, 

in this research, the Feeder 03 of distribution system in Attapeu province, Lao PDR is selected for 

testing. The number of customer in Feeder 03 is 3,877 and the total line length is 79.44 km, the 

failure rate is 0.176 interuptions/yr.km and the repair time is 0.76 hr./km. The system consists of 30 

load points, 60 lines, 1 load break switch, 30 fuses as shown in Fig. 5. 

 
 

Fig. 4. The IEEE RBTS BUS-2 

 
 

Fig. 5. Feeder 03 distribution system of Attapeu province, Lao PDR 
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In this paper, the life time of an auto recloser is defined to 20 years, the purchase and 

installation cost are 8,000 $/unit, and the annual maintenance is 5% of auto recloser purchase and 

installation cost. The electricity tariff rate in 22 kV distribution system of Electricite Du Laos 

network is 0.0857 $/kWh by using the currency exchanged rate on January 2019 which is 8,562 KIP 

per 1 $. 

In order to analyze the system reliability considering with the auto recloser, the test cases are 

divided into three cases as explained below. 

Case A: considering only repair of transformers without alternative supply, fuses and 

disconnecting switch. 

Case B: considering repair of transformers with alternative supply, fuses and disconnecting 

switch. 

Case C: same as Case B but including an auto recloser installation in the distribution system. 

For the IEEE RBTS BUS-2, firstly, in order to check the accuracy of the results from the 

Monte Carlo simulation method that is used in this work comparing with the analytical method, the 

Case A and B are selected as the case for this comparison. The comparison results of system 

reliability obtained from the analytical and simulation methods are presented in Table 1. 

Table 1. The comparison results of system reliability obtained from the analytical (A) and 

simulation (S) methods for IEEE RBTS BUS-2 

Index Case A in overhead line of BUS 2 Case B in overhead line of BUS 2 

 (A) [6] (S) Difference (%) (A) [6] (S) Difference (%) 

SAIFI (Int/cus.yr) 0.602 0.602 0.00 0.248 0.249 0.55 

SAIDI (hrs/cus.yr) 22.50 22.45 0.21 3.61 3.60 0.38 

ENS (kWh) 231,263 230,869 0.17 37,746 37,799 0.14 

To find the optimal placement of an auto recloser considering the system reliability in the 

feeder number 01 of the IEEE RBTS overhead line on BUS 2, the simulation model and simulation 

process are produced by using Monte Carlo simulation method. The difference of reliability indices 

between before and after installation of auto recloser is presented in Table 2. The system reliability 

indices are depended on the placement of auto recloser. The optimal location of an auto recloser 

that can provide the best reliability is shown in Case C of Table 2.    

Table 2. The comparison of system reliability indices in Feeder 1 of the IEEE RBTS BUS-02 

(overhead line case) 

Case 
Optimal location 

of an auto recloser 

Index Results 

 (A) [6] (S) Difference (%) 

Case A in Feeder 1 

on overhead line of 

BUS 2 

- SAIFI (Int/cus/yr) 0.626 0.625 0.12 

- SAIDI (hrs/cus/yr) 23.61 22.83 3.40 

- ENS (kWh) 86,040 83,228 3.38 

Case B in Feeder 1 

on overhead line of 

BUS 2 

- SAIFI (Int/cus/yr) 0.248 0.246 0.45 

- SAIDI (hrs/cus/yr) 3.62 3.47 4.10 

- ENS (kWh) 13,172 12,658 4.06 

Case C in Feeder 1 

on overhead line of 

BUS 2 

Component 4 SAIFI (Int/cus/yr) - 0.272 - 

Component 4 SAIDI (hrs/cus/yr) - 1.363 - 

Component 7 ENS (kWh) - 6,789 - 
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The simulation results in the Feeder 3 distribution system of Attapeu province, Lao PDR 

(Fig. 5) are presented in Table 3. The suitable location of an auto recloser considering only the 

number of interruptions is component 24 because it provides the minimum SAIFI. While, the 

suitable location of an auto recloser when considering the interruption time and energy not supplied 

is component 45. The bar chart of SAIFI index and SAIDI index are presented in Fig. 6 and Fig. 7, 

respectively. 

Table 3. The result of Feeder 03 (F3) distribution system at Attapeu province 

Test 
Optimal location 

of auto recloser 
Index 

             Result 

             (S) 

Case B 

- SAIFI (Int/cus/yr) 13.927 

- SAIDI (hrs/cus/yr) 38.89 

- ENS (kWh) 72,277 

Case C 

Component 24 SAIFI (Int/cus/yr) 9.383 

Component 45 SAIDI (hrs/cus/yr) 25.40 

Component 45 ENS (kWh) 48,366 

 

 

Fig. 6. The calculated SAIFI when installing an auto recloser for each location in feeder 03 

distribution system, Attapeu province 

 
 

Fig. 7. The calculated SAIDI when installing an auto recloser for each location in feeder 03 

distribution system, Attapeu province 

It can be seen from Fig. 8 that the minimized of the energy not supplied of Feeder 3 is 

occurred when an auto recloser is installed at component 45.  
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Fig. 8. The calculated ENS when installing an auto recloser for each location in feeder 03 

distribution system, Attapeu province 

The profit of distribution system utility from the optimal placement of auto recloser 

considering its lifetime which is 20 years is presented in Table 4. It can be seen that, the utility of 

Attapeu province, Lao PDR can make a profit obtained from equation (12) by an auto recloser 

investment about 24,983$ when considering throughout the auto recloser lifetime. 

Table 4. The benefit of distribution system at Attapeu province 

Detail Quantity Unit 

ENS without auto recloser 72,277 kWh/yr 

ENS after installing auto recloser 48,366 kWh/yr 

Difference 23,911 kWh/yr 

Difference in the 20 years 478,220 kWh/yr 

ENS cost in the 20 years 40,983 $ 

The investment cost of an auto recloser 8,000 $ 

Maintenance cost 5% of investment cost in the 20 years 8,000 $ 

The profit of distribution system company 24,983 $ 

4. CONCLUSIONS 

This paper presents the reliability improvement of distribution system using auto recloser. 

The Monte Carlo simulation method is used to evaluate the reliability of distribution system. The 

simulation results show that the proposed method can calculate the reliability of the distribution 

system. From the testing results, the reliability of distribution system can be maximized by 

installing an auto recloser at proper location which can maximize the utility profit. For the case 

study of distribution system of Attapeu province, Lao PDR, the selected location for installing an 

auto recloser is component 45 because it can reduce most energy not supplied which can maximize 

the profit of the distribution system utility of Attapeu province, Lao PDR. After the installation of 

an auto recloser, SAIFI, SAIDI, and ENS of the system were improved by 32.63%, 34.69%, and 

33.08%, respectively. In addition, from the research results, it can be concluded that the optimal 

placement of an auto recloser should be around the center of the system. This conclusion can help 

the decision of the system planner to select the optimal placement of an auto recloser in order to 

improve the system reliability. 
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A. Hlebnikov, V. Mašatin 
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ABSTRACT 

In the frame of the research the potential to implement low temperature district heating for Maardu town 

(Estonia) was evaluated, using simulation software NetSim. The goal was to determine the lowest supply 

temperature that can be achieved without changing any other conditions, such as consumer substations and 

return temperature. Through this approach, it was possible to determine the key obstacles to reducing supply 

temperature. Parameters, such as pressure, flow rate, and heat losses were calculated for various temperature 

schedules, taking into account the pressure and flow rate limitations established by consumer heating 

facilities, pipelines, etc.  Two supply temperature strategies were analysed: reducing the supply temperature 

by the same number of degrees for each case of outdoor temperature (in parallel)., and reducing the 

maximum supply temperature, while not changing the minimum supply temperature. The results show that 

due to temperature reduction it is possible to get the heat losses saving up to 5.7% 

Keywords: pipes, district heating networks, low-temperature DH, heat loss reduction 

1. INTRODUCTION 

For many years, district heating (DH) has been widely used for space heating and domestic 

hot water supply [1].  The total number of district heating systems in the world is approximately 80 

thousand, with about 6 thousand DH systems located in Europe[2]. The main benefits of DH 

include reliable heat supply, lower heat production costs, the possibility of using heat produced by 

combined heat and power units, as well as integrating large thermal energy storage units and heat 

pumps into the system [3]-[5].  One of the main conditions, that should satisfied by the DH system  

as a heat supply technology for it to be considered an energy-efficient and environmentally friendly 

solution is possibility to use low-temperature heat carrier [6]. Lower supply and return temperatures 

reduce heat loss and increase the utilisation of renewable and waste heat energy sources, such as 

solar heat, seawater heat, and low-grade industrial waste heat. Numerous studies have discussed the 

possibility to reduce heat loss through the use of low-temperature heat carriers in the DH systems. 

Network heat loss is a very important factor associated with supply and return temperatures of the 

system’s heat carrier [7].  The methodology for determining steady-state heat loss for various pipe 

types and configurations with a particular focus on low-temperature appliances was described in 

[8].  Some researchers have provided case studies on the transition of the existing DH towards low-

temperature systems. Most of them are focused on supply temperature reduction down to low 

temperatures (50-65ºC) coupled with renovation of pipes and consumer substations. The results of 

the research on low-temperature district heating implementation in existing DH in Norway showed 

that the heat losses can be reduced by 25% annualy while decreasing the supply temperature from 

80 °C to 55 °C with no change in pipe diameters[9]. In other research modelling results have shown, 

that supply temperature reduction from 115 °C to 105 °C will reduce heat losses from 28 W/m to 

25 W/m [10]. Case-study simulation results showed that  supply temperature lowering from 90 to 

50 ºC leads to annual heat loss reduction from 18% to 8.3% [12]. The conditions for above-



             CYSENI 2019, May 23-24, Kaunas, Lithuania 

             ISSN 1822-7554, www.cyseni.com 

 
 

 

II-94 

mentioned case studies are related with complex improvements, including both renovation of 

network pipes and consumer substations. The idea of current research is developing the 

methodology for possible supply temperature reduction, taking into account restrictions, related to 

current state of DH system. The goal of the analysis is to determine the lowest supply temperature 

that can be achieved without changing any other conditions, such as consumer substations and 

return temperature. This approach reflects the situation, when district heating operator prefer to 

reduce heat losses without cooperation with consumer and large investments into renovation of 

distribution pipes. Analysing various supply temperature reducing strategies, both possible heat loss 

reduction and key obstacles to reducing supply temperature can be determined.  

Although the concept of low-temperature DH has already been implemented in some 

European DH systems, the DH networks in Estonia can still be classified as high-temperature DH. 

The supply temperature in Estonian DH systems varies from 75 to 120 ºC and DH companies are 

very interested in reducing temperature due to the aforementioned advantages. Reducing the 

temperature leads to changes in the DH network operation and affects the operation of its 

components, such as pipes, pumps, heat exchangers, regulating valves, and flow meters. The impact 

is particularly significant if the heat source is located quite far from the consumers. In the result of 

this study, the analysis of the possibility for reducing the DH network’s supply temperature is 

conducted for the town of Maardu (Estonia) using NetSim simulation software. 

The second section of this paper offers the description of the analysed DH network; the third 

provides the overview of the analysis methodology; and the fourth section reports the results, 

focusing on the main obstacles to temperature reduction identified during the calculations. The 

closing section of the paper presents conclusions and discussion.  

2. BACKGROUND 

The DH network of Maardu is connected to the Tallinn DH network. The Tallinn-Maardu DH 

network is very large and complex: over 426 km in length, with the maximum heat load going up to 

750 MW in winter. The amount of heat supplied into the network is ~2048 GWh per normalized 

year, consumption ~1766 GWh, network heat loss ~283 GWh (13.8%). The Tallinn DH network 

has undergone significant renovation in the last 20 years [13]-[15]. In 2017, the share of the 

renovated pipeline in operation was 43% and the share of the pre-insulated pipeline − 38% [16]. 

Seven heat sources supply the network, three of which are combined heat and power (CHP) plants, 

operating on wood chips and waste, and the rest are boiler houses running on natural gas. Maardu, a 

satellite town of Tallinn, is located east of Tallinn. The abovementioned DH network provides heat 

to Maardu, which has a separate mainline of over 12 km in length. The maximum load of the 

Maardu network is 28-30 MW. The amount of heat supplied into the network is ~89 GWh per 

normalized year, consumption ~63 GWh, network heat loss ~26 GWh (28.9%).  
Early in the network’s operation (since 1959), extremely high-temperature schedules were in 

use at the Tallinn DH network, with 150 ºC  supply and 70 ºC return temperature used until 70-ies, 

and 130 ºC supply and 70 ºC return temperature used until 90-ies. Currently, the temperature 

schedule has been set to 120 ºC supply and 65 ºC return temperature. The possibility of reducing 

supply temperature in the Maardu network was evaluated as a pilot project.  

Fig. 1 shows how the town of Maardu is connected to the Tallinn DH network.  

Maardu’s heat supply comes from the waste incineration plant and biomass-based CHP 

located 11 km from the town limit in Iru district. The heat is transferred from Iru to Maardu through 

mainly DN500 and DN600 mm insulated pipes. The structure of the connection pipelines and 

district heating network is shown in Fig. 2. It can be seen, that newly insulated above ground 

pipelines constitute over 70% of the network.  

The diagram in Fig. 3 is based on the 2017 data on the dependence of the heat load on outdoor 

temperature.  
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Fig.1. Tallinn-Maardu district heating network 

 

Fig. 2. The structure of and Maardu DH network pipes (a) and Maardu connection pipeline (b) 

 

Fig. 3. Hourly heat load depending on outdoor temperature (in 2017) 

Maardu DH 
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According to previous evaluations, transmission pipes are oversized, providing the possibility 

to reduce the temperature and increase heat flow without extreme pressure surges in pipelines.  

3. METHOD 

The methodology includes an analysis of changes in system parameters in the event of supply 

temperature reduction.  The scenarios for supply temperatures of 120, 115, 110, 105, 90, and 75 ºC 

have been compared with the baseline scenario for the supply temperature of 120 ºC.  

Reducing supply temperature leads to an increase in pressure and flow rate, which affects 

other DH network components. That is why pressure (bar) and flow rate (t/h) were chosen as 

evaluation parameters for scenario comparison. As already mentioned, the main benefit of reducing 

the temperature is the reduction of heat loss, so annual heat loss (MWh) was selected as another 

comparison parameter.  

As part of the analysis, we evaluated two strategies to reduce the DH network supply 

temperature. With Strategy A, it is planned to reduce the supply temperature by the same number of 

degrees for each case of outdoor temperature (Fig. 4). This strategy describes the case, where 

supply temperature is continuously reduced throughout the year. Only three scenarios have been 

analysed for Strategy A: scenarios for supply temperatures of 115 ºC, 110 ºC, and 105 ºC. If 

scenarios for 95 ºC and 75 ºC supply temperature are implemented as part of Strategy A, there will 

be too small difference between supply and return temperatures in the summer season.  

Strategy B suggests that supply temperature is reduced only during the heating season (with 

the outside temperature below +5 ºC) linearly to the pre-defined maximum supply temperature 

(with the outside temperature -22 ºC) (Fig. 5). Supply temperature of +5 ºC and above is the same 

as for the baseline scenario (current operating regime). The main input parameters for both 

strategies are shown in Table 1.  

 

Fig. 4. Supply temperature reduction for Strategy A 
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Fig. 5. Supply temperature reduction for Strategy B 

Table 1. Input parameters for scenarios 

Scenarios Baseline  1 2 3 4 5 

Supply/return temperature for  

min. outdoor temperature (-22ºC), ºC 

120/65 115/65 110/65 105/65 90/65 75 /65 

 

Strategy A 

Maximum supply tºC 120 115 110 105 - - 

Average supply tºC 79.8 74.8 69.8 64.8 - - 

Minimum supply tºC 75 70 65 60   

 

Strategy B 

Maximum supply tºC 120 115 110 105 90 75 

Average supply tºC 79.8 79.1 78.4 77.8 77.6 76 

Minimum supply tºC 75 75 75 75 75 75 

 

Hydraulic and thermal calculations were performed to determine pressure and flow rate 

parameters for different supply temperatures. The model of the DH network was built using 

NetSim, a DH network modelling software by Vitec Energy. The model is based on actual data on 

production, consumption, and heating carrier temperatures; outdoor temperatures in recent years; 

actual GIS maps of the DH network. It should be noted that the model was calibrated in accordance 

with the actual operation data from 2017: heat sources load, consumers heat consumption, network 

heat losses, pressures, flow rates and temperatures 

Flow rates and pressure were calculated for outdoor temperature varying from -22 to +15 ºC 

for both strategies. Annual system heat loss has also been calculated.  

Reducing the supply temperature will lead to an increase in pressure and flow rate in the DH 

network. The key obstacles related to pressure and flow rate are associated with inlet valves, flow 

measurement equipment, and old pipes. Moreover, if the consumer’s internal system has a hydraulic 

connection to the DH networks, the heat is supplied directly through the heat carrier without a heat 

exchanger; there are also pressure limits. Limitations established by the specified conditions are 

given in Table 2.  

Table 2. Limiting factors 

Limiting factor Limitation 

Direct connection without heat exchangers Maximum pressure is 7.5 bar 

Old pipelines  Maximum pressure is 6 bar 

Pumps Maximum pressure is 7 bar 
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4. RESULTS 

First, changes in pressure were calculated for different outdoor temperatures. The results for 

Strategy A are shown in Fig. 6. Limitations imposed by the old pipes and the open system are 

shown with bold black lines. As can be seen, supply temperature can only be reduced by 5 degrees 

without overcoming the limitations related with the old pipelines. If these limitations are removed 

through pipe renovation or replacement, it will be possible to reduce supply temperature by 10 ºC 

(down to 110 ºC). Flow rate limitations were calculated based on pressure limitations (Fig. 7), and 

the results show that with Strategy A it is possible to reduce supply temperature by 5 degrees.  

 

 

Fig. 6. Pressure calculations for Strategy A 

 

Fig. 7. Flow rate calculations for Strategy A 

The same parameters were calculated for Strategy B. Considering pressure and flow rate 

limitations, with Strategy B it is possible to reduce supply temperature by 10 degrees (down to 

110 ºC) (Fig. 8 and Fig. 9).  
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Fig. 8. Pressure calculations for Strategy B 

 

Fig. 9. Flow rate calculations for Strategy B 

Based on the points where scenario lines cross the limitation line (old pipes, 6 ºC), two 

pressure limit-dependent temperature schedules were determined for Strategy A and Strategy B. 

These temperature schedules are shown in Fig. 10.   

 

Fig. 10. Pressure limit-dependent temperature schedule for Maardu DH network 
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The proposed temperature schedule allows the DH system to operate at the lowest possible 

supply temperature, switching to a higher supply temperature only when it is needed.  

The main advantage of reducing supply temperature is heat loss reduction. This parameter 

was calculated for all scenarios, as well as for the pressure limit-dependent temperature schedule, 

and is presented in Fig. 11. 

 

 

Fig. 11. Heat losses for supply temperature reduction strategies 

Relative heat loss reduction is shown in Fig. 12. It can be seen that in the scenarios 

implemented in accordance with Strategy A, heat loss reduction is more significant compared to 

Strategy B.  

 

 

Fig. 12. Relative heat loss for supply temperature reduction strategies 
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If all limitations are taken into account, and supply temperature is reduced by 5 degrees using 

Strategy A, heat loss will be reduced by 4.3% (1115 MWh). Taking into account, that heat 

production cost is 35.6 eur, heat loss reduction saves up to 40 thousand EUR per year. Reducing the 

maximum supply temperature by 10 degrees to 110ºC, during the heating period (Strategy B), will 

reduce heat loss by only 1.2%, or 318 MWh, saving about 10 thousands EUR. In the case of the 

pressure limit-dependent temperature schedule based on Strategy A, heat loss will be reduced by 

5.7% (1448 MWh). If the system operates in accordance with the pressure limit-dependent 

temperature schedule based on Strategy B, heat loss will be reduced by 1.9 % (484). MWh.  

5. DISCUSSION AND CONCLUSIONS 

Reducing heat carrier temperature provides advantages, such as heat loss reduction and the 

ability to utilise renewable energy sources. If the DH network is designed for a high-temperature 

heating carrier, it is possible to lower the temperature. One of the main obstacles associated with 

temperature reduction originates from consumer heating facilities that determine the return 

temperature. The DH operator cannot influence the return temperature, but even if the return 

temperature does not decrease, there is a possibility to reduce supply temperature. As part of this 

study, the possibility of reducing supply temperature was evaluated for the Maardu district heating 

network, which gets its heat supply from the Tallinn district heating system. Parameters, such as 

pressure, flow rate, and heat losses were calculated for various temperature schedules, taking into 

account the pressure and flow rate limitations established by consumer heating facilities, pipelines, 

etc. Two supply temperature strategies were analysed in this paper. Strategy A suggests reducing 

the supply temperature by the same number of degrees for each case of outdoor temperature (in 

parallel). Strategy B assumes that only the maximum supply temperature will be reduced, while the 

minimum supply temperature remains the same.  

The main conclusion is that it is possible to reduce supply temperature from 120 to 115 ºC (up 

to 5 degrees throughout the year) using Strategy A, without any pressure and flow rate restrictions. 

This reduction will lead to heat savings of 1115 MWh (4.3% of the current 25989 MWh). With 

Strategy B, it is possible to reduce the supply temperature from 120 ºC to 110 ºC without any 

pressure and flow restrictions, leading to heat savings of 318 MWh (1.2% of the current 

25989 MWh). Further reduction of temperature will be restricted by pressure limits: 6 bar for old 

pipes and 7.5 bar for consumer substations, in addition to heat exchanger capacity limits.  

In addition, based on the calculations for both strategies, pressure limit-dependent temperature 

schedules were determined and heat losses for these schedules were calculated. Heat loss reduction 

for Strategy A is 5.7% (1491 MWh), and for Strategy B – 1.8% (484 MWh). 

It should be noted that this study focused on the obstacles set by network components. There 

are significant flow rate obstructions associated with consumer substation heat exchangers that are 

designed for the baseline temperature schedule of 120/65. Usually, there is a 10-20% power reserve 

in the substation heat exchangers. This aspect requires further research. 
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ABSTRACT 

In addition to conventional exergoeconomic evaluation, advanced exergoeconomic analysis considers the 

interactions among components of the energy-conversion system and the real potential for improving each 

system component. The aim of the paper is to demonstrate the application of the advanced exergetic and 

economic analysis of an air source heat pump providing space heating and to find possible ways of 

improving this energy-conversion system from the thermodynamic and economic viewpoints. In order to 

determine thermodynamic parameters of the refrigeration vapor compresion cycle in different operating 

modes during a heating season, a mathematical model is used which is based on quasi-steady state approach. 

The analysis includes splitting the exergy destruction costs and investment costs within each component of a 

heat pump into unavoidable, avoidable, endogenous and exogenous parts. Taking into account values of 

avoidable costs, the heat pump components can be sorted in descending order as: compressor, evaporator, 

condenser and throttling valve. Almost all these total avoidable costs, except for the throttling valve, are 

endogenous i.e. are associated with the internal operating conditions of the mentioned components. For the 

purpose of decreasing total costs of the system the thermodynamic efficiency of the evaporator and 

condenser should be improved. This is confirmed with the modified exergoeconomic factor based on 

avoidable endogenous costs. On the other hand the value of the same modified exergoeconomic factor for the 

compressor illustrates that the capital investments of this component should be reduced. This is possible due 

to increasing irreversibilities within the compressor. The negative value of exogenous avoidable part of the 

investments cost for the compressor shows that decreasing thermodynamic inefficiencies within the 

evaporator and condenser can make the total cost for the compressor a little lower. 

Keywords: advanced exergetic and exergoeconomic analysis; air source heat pump; space heating 

1. INTRODUCTION 

Combination of thermodynamics with economics (exergoeconomics) is a more powerful and 

convenient tool for investigation and improvement of energy conversion systems without the need 

of additional analysis and iterations. The exergoeconomics assigns monetary costs (associated with 

capital investment, operating maintenance and exergy destructions) to the interactions that a system 

experiences with its surroundings and to the sources of thermodynamic inefficiencies within it [1-

6]. The exergoeconomic analysis identifies the relative cost importance of each component of the 

system and options for improving the overall cost effectiveness of it – i.e. reducing the cost of the 

product which is generated by energy conversion systems (electricity, heat, cold, etc.). 

The conclusions provided from the exergoeconomic assessment can be substantially enhanced 

if the investment costs associated with system components and costs of exergy destructions within 

these components are split into unavoidable/avoidable and endogenous/exogenous parts. The 

evaluation based on these procedures is called as advanced exergoeconomic analysis which has 

been proposed and developed at the Institute for Energy Engineering of Technische Universität 

(TU) Berlin [1-5, 7]. 

mailto:Vl.Volodya@gmail.com
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According to the current knowledge of the author, advanced exergoeconomic analysis has 

been applied mostly to refrigeration machines and industrial heat pump systems where only single 

modes (design or nominal ones) were investigated it [1-6]. A distinguish feature of the heat pump 

systems providing thermal comfort in buildings is variation of operational regimes. This variation is 

mainly affected by climate and weather conditions (temperatures, solar radiation, wind velocity, 

pressure, humidity, etc.). All those factors change randomly over time. This feature should be taken 

into account when applying exergy-based methods to heat pump systems providing space heating 

[8]. 

So, the scope of the paper is to apply exergoeconomic analyses (both conventional and 

advanced ones) to an air-source heat pump providing space heating when operational modes vary 

within a heating season. The obtained results are used for finding possible ways of improving this 

energy-conversion system from the thermodynamic and economic viewpoints. This is continuation 

of an ongoing research dedicated to application of exergy-based analysis for heat pump units [8, 9]. 

2. METHODOLOGY 

The methodology of advanced exergoeconomic analysis splits the total exergy destruction and 

total investments costs in each system component into endogenous/exogenous parts 

 unavoidable/avoidable parts  and 

 and combined to identify options for improving  the system 

 [1-4, 10, 11]. 

During the improvement procedure only the avoidable part of exergy destruction and 

investments cost  should be considered as having real 

potential for system improvement. 

To split exergy destructions and investment costs into the above-mentioned parts the 

thermodynamic-cycle-based approach can be used [1, 10, 11] taking into account that the product of 

the heat pump in all analysed cycles remains unchanged.  

The sum of cost rates associated with investment costs consists of two contributions: costs 

due to capital investments  and operating and maintanance expenses  [1] 

                                                               (1) 

To figure out these cost rates, the capital recovery factor should be calculated and yearly time 

of operation for the system, cost of the purchased equipment (PEC) and the factor of the operating 

and maintenance cost should be stated. 

For estimation of the equipment costs the following functions based and adapted from [1] are 

used 

 
‒ for compressor                                   (2)

 

 
0.6

CD CD CDPEC k A  ‒ for condenser                                                 (3) 

 
0.6

EV EV EVPEC k A  ‒ for evaporator                                                (4) 

where CMk , CDk , EVk  are constants;  is mass flow rate of the working fluid through the 

compressor; 2 1p p  - pressure ratio in the compressor; CM  and UN
CM  are isentropic efficiencies of 

the compressor in real cycle and corresponding to unavoidable exergy destruction in the compressor 

respectively (the latter is assumed to be equal to 96 %); CDA  and EVA  are areas of heat-transfer 

surfaces of the condenser and evaporator respectively. All these values are estimated for the design 

operating conditions (nominal mode) of the system. 
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The purchased equipment costs for the throttling valve are neglected in the analysis as being 

vary small [2, 3]. 

In every case the cost functions and constants can be different compared to ones proposed in 

Eq. (2)-(4) [1, 12, 13]. 

The total costs are calculated as sum of costs due to investment and exergy destruction, 

 where F ,kc  presents the cost per unit of exergy for fuel of the k-th 

component and  is cost rate associated with the exergy destruction within the k-th component. 

The values of F ,kc  are estimated by specific exergy costing method (SPECO-method)) using cost 

balance and auxiliary equations for the components of the investigated heat pump [5]. 

The contribution of the investments cost, , to the total costs associated with investments 

and exergy destruction in conventional exergoeconomic assessment is expressed by the 

exergoeconomic factor [1-3]: 

                                                            
(5)

 

To better characterize the component being considered the exergoeconomic factor of the 

conventional exergoeconomic analysis can be adjusted by the help of the modified exergeoconomic 

factor ( AV ,EN
kf ) calculated exclusively on the avoidable endogenous costs as follows [1, 4]: 

                                                
(6)

 

The analysis is performed for a typical Ukrainian house. The dwelling has two floors with a 

gross floor area of 170 m² and a volume of 470 m³. The weighted average insulation value of non-

glazed external surfaces is 0.5 W/(m
2
∙K). U-value of windows including frames is 1.67 W/(m

2
∙K). 

Internal heat gains are defined with a constant value of 5 W/ m². Setpoint for the indoor temperature 

is 18 
o
C. The fraction of east and west oriented glazing is 30%, of the south one – 50%, of the north 

one – 20%. Natural ventilation is used in the dwelling. The design heating capacity of the house is 

25 kW. Hydronic system is used for space heating. The heat pump is a basic heater covering 12 kW 

of heating demand in the design mode and uses outside air as a low temperature heat source. R134a 

is chosen as a working fluid in the heat pump. 

In the design operating conditions (nominal mode) of the heat pump the following parameter 

values are set:  the low temperature heat source medium is cooled in the evaporator from  -10 
o
C to 

-15 
o
C; the minimal temperature differences in the evaporator is 12 K and in the condenser is equal 

to 5 K. The calculated value of the real isentropic efficiency of the compressor in the nominal mode 

is equal to 70%. For evaluating unavoidable exergy destructions in nominal mode the following 

parameter values are assumed: the unavoidable temperature differences in the evaporator and the 

condenser are equal to 3 K and 1 K respectively. The unavoidable compressor efficiency is equal to 

96%. For creating the theoretical cycle of the heat pump the following assumptions are used: the 

minimal temperature differences in the evaporator and the condenser are equal to 0 K; the 

efficiency of the working fluid compression is equal to 100%; the throttling process is replaced by 

an ideal expansion process [5]. 

In order to determine thermodynamic parameters of the refrigeration vapor compresion cycle 

in off-design modes, which is typical for such kind of heat pumps, the mathematical model has been 

used. The model is based on quasi-steady state approach [14]. A set of nonlinear equations, 

involving heat, mass balances, heat transfer and equations for calculation of thermodynamic 

properties of working fluids, has been utilized. The equations, solved simultaneously with a 

gradient numerical method, has been established to describe the behaviour of each component and 

of the system as a whole. During the simulation the temperature of heat source (outdoor air) in off-

design modes varies in a range from +10 
o
C to -16 

o
C.  
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Daily weather data within a heating season for the city of Rivne located in the western part of 

Ukraine are used for the analyses. The data includes daily mean outdoor temperature and wind 

velocity. Cumulative daily solar radiation is also included in the investigations. So, 24-hour time 

steps are assumed for quasi-steady state modelling.  

A heating season for the city of Rivne usually lasts for 180 days. The mean outdoor 

temperature of the heating season is equal to 0.1 °C. Heating degree days are equal to 3300 °C∙day.  

For exergetic and exergoeconomic assesment of the heat pump providing space heating it is 

proposed to take into account annual (seasonal) values (denoted with superscript yr ). Within a 

heating season the investigated parameters are different for different operational modes. And it is 

not sufficient to analyze only single operational mode (for example, design mode). 

3. RESULTS AND DISCUSSIONS 

The results of advanced exergetic analysis of the investigated vapor-compression heat pump 

are presented in Table 1.  

Using results obtained from the conventional (without splitting the exergy destruction) 

exergetic analysis (see the first column of the Table 1), the following conclusions can be 

formulated. The most important component from the thermodynamic viewpoint is the compressor 

( yr
D,CME 1752  kW∙hr/year). The throttling valve has the second position ( yr

D,TVE 1632  kW∙hr/year). 

The third position is associated with the evaporator ( yr
D,EVE 1144  kW∙hr/year). And the condenser 

is the last important component from the thermodynamic viewpoint ( yr
D,CDE 726  kW∙hr/year). So, 

the components should be improved in the following order: compressor, throttling valve, evaporator 

and condenser. 

Table 1. Advanced exergetic analysis of the vapor-compression heat pump (splitting the exergy 

destructions) 

Component Unit 
yr
D,kE  UN ,yr

D,kE  AV ,yr
D,kE  EN ,yr

D,kE  EX ,yr
D,kE  

UN ,yr
D,kE  

AV ,yr
D,kE  

UN ,EN ,yr
D,kE  UN ,EX ,yr

D,kE  AV ,EN ,yr
D,kE  AV ,EX ,yr

D,kE  

Compressor 
kW∙hr/yr 1752 469 1282 834 918 385 84 448 834 

% 100 27 73 48 52 22 5 26 48 

Condenser 
kW∙hr/yr 726 409 317 630 96 396 13 234 83 

% 100 56 44 87 13 55 2 32 11 

Throtling 

valve 

kW∙hr/yr 1632 1108 524 968 664 968 140 0 524 

% 100 68 32 59 41 59 9 0 32 

Evaporator 
kW∙hr/yr 1144 637 507 1267 -123 702 -65 565 -58 

% 100 56 44 111 -11 61 -6 49 -5 

 

These results are misleading to some extent. Among others it can be concluded that in order 

to reduce the exergy destruction within the compressor and the throttling valve an investigator 

should try improve these component first of all. But thermodynamic inefficiency in the compressor 

increases when the pressure ratio in it is also increased which can take place due to bigger 

temperature differences in the condenser and evaporator. So, exergy destruction within the 

compressor can be eliminated with the help of thermodynamic improving condenser and evaporator 

but not the compressor itself. The same conclusion is refferd to the throtling valve. Moreover the 

throttling process is completely irreversible and there are no ways of improving this process with 

the help of decreasing irreversibilities in it.  

Taking into account the above-mentioned information we need more precise, detailed and 

additional information about irreversibilities within the system. This can be provided by advanced 

exergy-based analysis [1-4, 6, 10, 11]. 
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As can be seen from the Table 1 it is possible to decrease 73%, 44%, 32% and 44% of the 

total exergy destruction in the compressor, condenser, throtling valve and evaporator respectively. 

The throtling valve and the evaporator have almost the same values of exergy destruction 

which can be really removed ( AV ,yr
D,TVE 524  kW∙hr/year and AV ,yr

D,EVE 507  kW∙hr/year). 

The results obtained from the advanced exergetic analysis indicate that the endogenous 

avoidable exergy destruction in the throttling valve is zero. This means that the exergy destruction 

within this component can be reduced through changes in the remaining components or in the 

structure of the overall system. Only 448 kW∙hr/year of exergy destruction in the compressor can be 

avoided by improving this component. The endogenous avoidable exergy destructions in the 

evaporator and condenser are equal 565 kW∙hr/year and 234 kW∙hr/year respectivetly). 

The biggest part of exergy destruction that can be avoided in the compressor is exogenous, 

i.e. can be eliminated through changes in the remaining components or in the structure of the overall 

system, and is equal AV ,EX ,yr
D,CME 834  kW∙hr/year. All thermodynamic inefficiency which can be 

avoided in the throttling valve is due to the remaining components or in the structure of the 

analyzed heat pump. Very small values of avoided exogenous exergy destruction belong to the 

condenser and the evaporator. Yet, interesting information is provided by the avoidable exogenous 

exergy destruction within the evaporator. It is egative AV ,EX ,yr
D,EVE 58   kW∙hr/year. This means that 

the exergy destruction within this component can be decreased by increasing irreversibilities within 

the other components of the analyzed heat pump. The similar information is obtained in [8, 10, 11]. 

The results from splitting the investments cost are presented in Table 2. The investments cost 

of the throtling valve are neglected because of the small value. The unavoidable investment costs, 
UN ,yr
kZ , of the components are higher than their avoidable ones, AV ,yr

kZ , and constitute 65%, 81% 

and 70% for the compressor, condenser and evaporator respectively. Meanwhile, the avoidable 

investment costs indicate that priority should be given to the compressor. The highest values of the 

investments cost in the components of the heat pump are endogenous, EN ,yr
kZ , which shows that 

component interactions are not of high priority as their internal operation. The results presented in 

Table 2 show that the largest part of the avoidable endogenous investment cost, AV ,EN ,yr
kZ , is 

associated with the compressor and is equal to 689 Euro/year. The highest value of the avoidable 

exogenous  investment cost  (but with negative value),  AV ,EX ,yr
kZ ,  is also found for the compressor 

(-63 Euro/year). The latter means that it is possible to decrease to some value the investment costs 

of the compressor due to decrease exergy destruction within the other components. 

Table 2. Splitting the investment costs for components of the vapor-compression heat pump 

Component Unit yr
kZ  UN ,yr

kZ  AV ,yr
kZ  EN ,yr

kZ  EX ,yr
kZ  

UN ,yr
kZ  AV ,yr

kZ  

UN ,EN ,yr
kZ  UN ,EX ,yr

kZ  AV ,EN ,yr
kZ  AV ,EX ,yr

kZ  

Compressor 
Euro/yr 1771 1145 626 1308 463 620 526 689 -63 

% 100 65 35 74 26 35 30 39 -4 

Condenser 
Euro/yr 137 111 27 125 12 96 15 29 -2 

% 100 81 19 91 9 70 11 21 -2 

Evaporator 
Euro/yr 141 99 41 165 -24 136 -37 29 13 

% 100 70 30 117 -17 97 -26 21 9 

 

The results of splitting the total costs, yr yr yr yr
k F ,k D,k k D,kZ c E Z C    , for components of the 

investigated heat pump are presented in Table 3. As seen the compressor presents the highest total 

costs (1832 Euro/year). The total costs for the condenser, throtling valve and evaporator are 

characterized with lower values (356, 359 and 910 Euro/year respectively). Table 3 shows that for 

the system analyzed here, the compressor and the evaporator are the components with the highest 
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potential for reducing the total costs of the overall system. This is due to the relatively high 

avoidable total costs, AV ,yr AV ,yr
k F ,k D,kZ c E  , associated with both components (671 and 382 Euro/year 

respectively). It is found that for the condenser and the throttling valve the avoidable total costs are 

lower compared with the compressor or the evaporator and are equal to 122 and 115 Euro/year 

respectively. Exogenous parts of the total costs, EX ,yr EX ,yr
k F ,k D,kZ c E   or AV ,EX ,yr AV ,EX ,yr

k F ,k D,kZ c E  , are 

not high for the components of the analyzed heat pump. But it is observed that for the compressor 

exogenous parts of the total costs which can be avoided is negative. 

Table 3. Splitting the total costs for components of the vapor-compression heat pump 

Component Unit 

yr
k

yr
D,k

Z

C




 

UN ,yr
k

UN ,yr
D,k

Z

C




 

AV ,yr
k

AV ,yr
D,k

Z

C




 

EN ,yr
k

EN ,yr
D,k

Z

C




 

EX ,yr
k

EX ,yr
D,k

Z

C




 

UN ,yr UN ,yr
k D,kZ C  AV ,yr AV ,yr

k D,kZ C  

UN ,EN ,yr
k

UN ,EN ,yr
D,k

Z

C




 

UN ,EX ,yr
k

UN ,EX ,yr
D,k

Z

C




 

AV ,EN ,yr
k

AV ,EN ,yr
D,k

Z

C




 

AV ,EX ,yr
k

AV ,EX ,yr
D,k

Z

C




 

Compressor 
Euro/yr 1832 1161 671 1337 495 633 529 705 -34 

% 100 63 37 73 27 35 29 38 -2 

Condenser 
Euro/yr 356 234 122 315 41 125 19 99 23 

% 100 66 34 88 12 35 5 28 6 

Throttling 

valve 

Euro/yr 359 244 115 213 146 213 31 0 115 

% 100 68 32 59 41 59 9 0 32 

Evaporator 
Euro/yr 910 527 382 1017 -107 608 -81 409 -26 

% 100 58 42 112 -12 67 -9 45 -3 

 

Figure 1 presents values of the modified exergoeconomic factor, AV ,EN
kf , based on avoidable 

endogenous costs. The parameter of the throtling valve AV ,EN
TVf  is not taken into account because of 

investments costs being negligible.  

 

Fig. 1. Values of the modified exergoeconomic factor, AV ,EN
kf , based on avoidable endogenous 

costs 

As seen from the Fig. 1, the values of the AV ,EN
kf  for the evaporator and condenser mean that 

the cost effectiveness of the heat pump might be improved by improvement of the exergy efficiency 

of these components (at the expense of increasing investment costs). Moreover, it should be 

mentioned that inreasing thermodynamic efficiencies within the evaporator and condenser can make 

the total cost for the compressor lower due to decrease of the investments cost of this component 

(negative value of exogenous avoidable part of the investments cost illustrate this in Table 2). 
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Additional information concerning this case can be gained after additional splitting the exogenous 

avoidable total cost for the compressor which is planned to do in further investigations. The high 

value of the same modified exergoeconomic factor for the compressor means that reducing the 

investment cost for this component (at the expense of its efficiency) can substantially decrease the 

total cost of the investigated heat pump. 

The validity of these conclusions will be verified in further investigations. It is also important 

to include combination of exergy and ecological evaluation. 

4. CONCLUSIONS 

1. The advanced exergy-based evaluation provides information about location, magnitude, 

causes of avoidable inefficiencies and avoidable costs of thermodynamic inefficiencies in an 

energy-conversion system which is valuable for system improvement. 

2. The advanced exergy estimation has shown that in the investigated air-source heat pump 

for space heating the compressor, the throttling valve and the evaporator are the components 

causing the biggest values of exergy destructions (1282, 524 and 507 kW∙hr/year respectively) 

which can be removed. The avoidable exergy destructions of the compressor and the throttling 

valve mostly depend on irreversebilies within other components. On the contrary the avoidable 

exergy destruction in the evaporator is caused by thermodynamic efficiency within this component. 

3. The biggest part of the heat pump avoidable investment expenditures are due to the 

compressor (626 Euro/year). This cost can be decreased substantially with the help of increasing 

thermodynamic inefficiencies within the compressor itself. But, according to the results obtained it 

is possible to make lower the investment cost of the compressor due to decrease of thermodynamic 

inefficiencies within the other components (negative value of exogenous investment cost 

demonstrates this). 

4. According to the results received, the compressor and the evaporator are the components 

with the highest potential for reducing the total costs of the overall system. This potential is due to 

the relatively high avoidable total costs, AV ,yr AV ,yr
k F ,k D,kZ c E  , associated with both components (671 

and 382 Euro/year respectively). Almost all these costs are endogenous e.i. caused by the same 

components. For the condenser and the throttling valve the avoidable total costs are lower compared 

with the compressor or the evaporator and are equal to 122 and 115 Euro/year respectively. 

5. The values of the modified exergoeconomic factor, AV ,EN
kf , based on avoidable 

endogenous costs for the evaporator and condenser indicate that the cost effectiveness of the heat 

pump might be improved by improvement of the exergy efficiency of these components. The high 

value of the same modified exergoeconomic factor for the compressor means that reducing the 

investment cost for this component can decrease the total cost of the investigated heat pump. 

Meanwhile, further splitting exogenous avoidable total cost for the compressor can provide 

information concerning how increasing thermodynamic efficiencies within the evaporator and 

condenser can make the total cost for the compressor lower due to decrease of the investments cost 

of this component (negative value of exogenous avoidable part of the investment cost illustrate 

this). 

5. ABBREVIATIONS 

 A  heat transfer area (m
2
); 

 c  cost per unit of exergy (€·kWh
-1

); 

 C  cost associated with an exergy stream (€); 

 E  exergy (kW∙h); 

 f  exergoeconomic factor (%); 

 m  mass (kg); 
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 p  pressure (Pa); 

 τ  time step (day); 

 Z  cost associated with capital investment (€). 

Greek symbols 

 η  isentropic efficiency (-).  

Subscripts and superscripts 

 · time rate; 

 AV avoidable; 

 UN unavoidable; 

 EX exogenous; 

 EN endogenous; 

 UN, EN unavoidable endogenous; 

 UN, EX unavoidable exogenous; 

 AV, EN avoidable endogenous; 

 AV, EX avoidable exogenous; 

 D exergy destruction; 

 F exergy of fuel; 

 k k-th component; 

 yr  annual. 

Abbreviations 

 CM compressor; 

 CD condenser; 

 PEC purchase equipment costs; 

 CI capital investment; 

 OM  operating and maintanance expenses; 

 EV evaporator; 

 TV throttling valve. 

REFERENCES 

1. TSATSARONIS, G., MOROSUK T. Advanced exergy-based methods used to understand and 

improve energy-conversion systems. CPOTE-2016. Proceedings of the 4th International 

Conference on Contemporary Problems of Thermal Engineering. Gliwice – Katowice: The 

Silesian University of Technology Institute of Thermal Technology. 2016 September 14-16. 

2. TSATSARONIS, G. Exergetic and Economic Performance – Strategies for Optimizing Energy 

Systems. The LowEx Symposium. Program and Proceedings, Kassel, Germany, October 28-29, 

2009. Kassel, Germany, 2009. – P. 18-27. 

3. TSATSARONIS, G. Minimization of Costs and Environmental Impact Using Exergy-Based 

Methods. The Future for Sustainable Built Environments with High Performance Energy 

Systems. Program and Proceedings, Munich, Germany, October 19-21, 2010. – P. 185-198. 

4. TSATSARONIS, G., MOROSUK T. Exergoeconomic evaluation of refrigeration machines 

based on avoidable endogenous and exogenous costs. The 20th International Conference on 

Efficiency, Cost, Optimization, Simulation and Environmental Impact of Energy Systems. 

Program and Proceedings, Vol 3, Padova, Italy, June 25–28, 2007. – P .1459-1467. 

5. MOROSUK, T. Elements of exergoeconomics for the analysis of compressor heat pumps. VI 

Minsk International Seminar “Heat Pipes, Heat Pumps, Refrigerators”. Program and 

Proceedings, Minsk, Belarus, September 12-15, 2005 – P. 403-409. 

6. ERBAY, Z., HEPBASLI, A. Advanced exergoeconomic evaluation of a heat pump food dryer 

Biosystems engineering. – 2014. – Vol. 124. – P. 29-39. 



             CYSENI 2019, May 23-24, Kaunas, Lithuania 

             ISSN 1822-7554, www.cyseni.com 

 
 

 

II-111 

7. TSATSARONIS G. Strengths and limitations of exergy analysis. Proceedings of the NATO 

Advanced Study Institute on Thermodynamics and the Optimization of Complex Energy 

Systems. Neptun, Romania. 1998 July 13-24: Kluwer Academic Publishers. p. 93-100. 

8. VOLOSHCHUK V. Advanced exergetic analysis of a heat pump providing space heating in 

built environment. Energetika, 2017, Vol 63 (3), p. 83-92. 

9. VOLOSHCHUK, V., NIKIFOROVICH, A., Features and results of advanced exergoeconomic 

evaluation of a heat pump providing space heating. CYSENI 2018. Proceedings the 15th 

International Conference of Young Scientists on Energy Issues. Kaunas: Lithuania. 2018 May, 

23-25. 

10. MOROSUK, T., TSATSARONIS, G. Advanced exergetic evaluation of refrigeration machines 

using different working fluids. Energy, 2009, Vol. 34, p. 2248-2258. 

11. MOROSUK, T., TSATSARONIS, G. New approach to the exergy analysis of absorption 

refrigeration machines. Energy, 2008, Vol. 33, p. 890-907. 

12. WALL, G. Optimization of refrigeration machinery. Int. Journal of Refrigeration. – 1991. – 

№ 7 – P. 336-340. 

13. D’ACCADIA, M. D., De Rossi, F. Thermoeconomic Optimization of Refrigeration Plant Int. 

Journal of Refrigeration. – 1998. – № 21 – P. 42-45. 

14. HERBAS, T. B., BERLINCK, E. C., URIU, C. A. T., MARQUES, R. P., PARISE, J. A. R. 

Steady-state simulation of vapor-compression heat pump. International Journal of Energy 

Research, 1993, Vol. 17, p. 801-816. 

 



             CYSENI 2019, May 23-24, Kaunas, Lithuania 

             ISSN 1822-7554, www.cyseni.com 

 
 

II-112 

OPTIMIZATION ALGORITHMS FOR VOLTAGE CONTROL IN 

MEDIUM VOLTAGE DISTRIBUTION SYSTEMS  

S. Šantaras 

Lithuanian Energy Institute  

Breslaujos g. 3, LT-44403 Kaunas  

Email: simonas.santaras@lei.lt 

 
ABSTRACT 

More and more distributed generators (DGs) will penetrate into the distribution power system in the 

future. Therefore, due to generated reactive power, voltage fluctuation becomes a challenging 

essential issue distribution systems. To addresses the problem of reactive power control of DG units in 

the medium voltage (MV) distribution systems in order to maintain the system voltages within the 

predefined limits. It is formulated as an optimization problem which aims to minimize the reactive 

power changes of DG units while returning the voltage of the violated buses inside the permitted 

limits with taking into account the available reactive power capacity of DGs.  

To control multiple DG smart grids are employed. Smart grids aim at evolving the traditional 

electrical grid system by making increasing use of sophisticated control and communication network 

technology, to properly deal with the high penetration of controllable assets, such as DG and flexible 

loads, and their associated challenges. Since electrical grids are critical infrastructures, control 

strategies regulating their operation need to face both efficiency and cost aspects, as well as resilience 

related ones in order to assure reliable service. 

The problem of DGs active and reactive powers control is formulated using different load and 

generation algorithms as an optimization problem that uses the sensitivity analysis for linearizing the 

system around its operating points. The optimal reactive power changes are obtained by implementing 

mathematical or heuristic solving methods. Used control algorithms makes it possible to provide a 

balanced voltage at the point of common coupling resulting in the generated power of high quality 

from DG.  

Main objective of this work is to evaluate different optimization algorithms used for reactive power 

control and therefore voltage control in medium voltage distribution systems. 

Keywords: optimization, algorithm, medium voltage 
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ABSTRACT  

Biogas is a viable renewable energy source that provides much needed energy, in addition to helping to 

reduce greenhouse gases (GHG) emissions. In modern waste water treatment plants (WWTPs), anaerobic 

digestion is more common. This process reduces the volume of sludge and produces biogas, to supply the 

WWTP site with electricity. 

This research evaluates the biogas production potential via the construction of anaerobic digestion plant in 

South Amman WWTPs. The feasibility study is performed using the volume of biogas and potential energy 

production. 

The results show that anaerobic digestion installation will produce 6,942,869 kWh/a through biogas 

generation, which covers 66% of energy demand in South Amman WWTPs. In addition, anaerobic digestion 

unit will reduce 29662 ton CO2e of WWTPs’ greenhouse gas (GHG) annually. 

Keywords: Anaerobic digestion; Biogas; Energy efficiency 

1. INTRODUCTION 

In the past five years, the Hashemite Kingdom of Jordan faced a rapid growth of population, 

in addition to improved living conditions, developments in industry and agricultural sectors, and the 

adoption of higher environmental rules by authorities. 

Since Jordan is one of the most impoverished countries in regard to fresh water in the world, 

this expansion has placed enormous pressure on the water resources – especially in urban areas 

where approximately three-quarters of the population is located.  

The global trend is moving toward the treatment of wastewater and sludge – the thick material 

that is left after the treatment of wastewater; and, as a result, treated wastewater is now an integral 

component of Jordan’s water resources. Since the 1930s wastewater treatment has been carried out 

in Jordan and this sector continues to develop.  

Jordan now has 31 wastewater treatment plants, that use processes and technologies, 

consuming a great deal of energy, so it is wise to find new opportunities for improvement of energy 

efficiency and energy savings in wastewater treatment plants. One of these methods which 

investigated in this report is the anaerobic digestion (AD) of wastewater sludge. 

mailto:Aiman.Albatayneh@gju.edu.jo
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Wastewater sludge is a byproduct of chemical, physical and biological processes, performed 

in WWTP. This sludge contains significant hazardous pathogens to be removed before disposal. 

There are different methods to achieve this purpose. One such method is anaerobic digestion [1]. 

AD has been used in many WWTPs for more than 20 years. The US EPA (2006) defines 

anaerobic digestion (AD) as a natural biological process in which the absence of oxygen and a large 

number of anaerobic bacteria convert organic matter into biogas - a mixture of methane (CH4) and 

carbon dioxide (CO2) [2]. 

The end product is a useful renewable energy source (biogas). The result is combined with a 

stabilized solid matter rich with nutrient materials, such as ammonia and nitrogen, which is 

commonly used as fertilizer. 

Methane production from waste is currently receiving renewed attention as it can potentially 

reduce CO2 emissions through renewable energy production. The purpose of this paper is to review 

and evaluate anaerobic digestion technologies to determine their methane production potential. 

Sewage sludge is a wastewater byproduct. It consists of organic and inorganic materials, a 

large concentration of plant nutrients, organic chemicals, as well as pathogens. It is, therefore, 

extremely important that sludge is properly treated to minimize environmental impacts [3].  

The integration of anaerobic digestion in wastewater plants has several barriers. Costs and 

local regulations are the main obstacles to the application of this technology. Additionally, 

wastewater plant facilities are unlikely to change their sludge digestion systems and there is a lack 

of support programs [4, 5]. A hybrid system consists of anaerobic biogas digestion plant with solar 

photovoltaic capable of minimizing the Levelized Energy Cost (LCOE) in Kenya, Africa. 

Compared to current technology, the system shows efficient costs [6]. The generation of electricity 

using anaerobic biogas is considered a feasible technology to increase the mix of renewable energy 

sources in Argentina. Efficient anaerobic digestion systems produce energy with cost-effective 

potential [7]. 

The technology of solid oxide fuel cells fed by biogas from AD can cover 25 percent of Italy's 

energy demand for wastewater plants. By integrating a concentrated solar thermal system into this 

wastewater plant, Levelized electricity costs can be reduced and the energy required from the grid 

can be reduced by 25 percent [8].  In the European case, the fact that biogas from different available 

resources, such as municipal solid waste, waste water, sewage sludge and agriculture residues?, is 

increasingly dependent on anaerobic digestion technology, which has an enormous capacity to 

efficiently generate energy and treat waste at the same time [9]. Improving the energy efficiency of 

WWTPs was investigated in several studies. A comprehensive study review investigated several 

multi-technological ways to improve the autonomy of wastewater treatment plants. The result 

shows that an efficient conversion of biogas is a key step in achieving efficient energy demand 

covering for self-sufficiency in wastewater treatment plants [10]. 

Developed mono-digestion methods provide a significant yield of biogas in a wastewater 

treatment plant. This technology has used algal species grown in municipal wastewater as substrates 

for biogas production. These technologies show higher capacity in covering the energy demands of 

wastewater treatment plants comparing to conventional technology [11]. 

Analysis of the economic feasibility for biogas production in anaerobic WWTP is 

recommended. This way any generated municipal solid waste (MSW) per capita could be 

replicated. The findings indicate economic feasibility of mentioned technology? for cities with 

population larger than 300,000 and with assumption that it’s energy potential could supply 0.25% 

of the residual fuels [12]. 

A multi-step approach for the assessment of the energy aspects of wastewater treatment, was 

applied at the largest wastewater facility in Italy (2.7 M population equivalents as organic load), and 

the thermal energy demand of the plant was estimated (49.15 GWh/year, more than 93% from 

sludge line) [13].  
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The use of bio digesters to produce biogas through anaerobic digestion can play an important 

role in local economies because of the possibility of producing renewable fuel from organic waste 

and also as an alternative to waste treatment [14]. 

Currently, in Jordan, there is only one WWTP provided with biogas generation technology, 

which is the AS-SAMRA WWTP. In addition, there are plans to provide other two WWTP’s, Wadi 

Al Arab and Irbid Center, with biogas technology [15]. The scientific novelty of this work is the 

complex approach in assess of technological, economic and environmental aspects in evaluating of 

installation of AD units in WWTP in Jordan.  

The South Amman WWTP (see Fig. 1), which is using the activated sludge process, is located 

in the south of Amman in Aljiza. The location of the facility was carefully selected to ensure it is 

located at a safe distance from residential areas. This treatment plant was built to serve residents of 

Sahab, Khribet Al Souq, Al- Qweismeh, Al-Nuzha, RajmuAlShami, Dheiban, Jwaideh, Abu 

Alanda, al-Yadoudeh, Theibeh, Feisaleyeh, and Jawa. 

It is designed to handle wastewater flow rate of 52,000m
3
/day. The calculated quantities 

depend on the population forecast, which is estimated to be 831,000 in 2035. 

 

Fig. 1. Aerial photo of South Amman WWTP 

The South Amman WWTP consists of: three bioreactor tanks, five settling tanks, two 

thickener grit chambers, grease removal installations, splitter boxes & chambers, sludge drying 

beds, headwork structure, irrigation pumping station, sludge dewatering building, chlorination 

building, return activated sludge (RAS) and waste activated sludge (WAS) was pumping stations A 

and B, thickener sludge pumping station, influent pumping station, headwork structure and outlet 

structures [15]. 

The wastewater treatment process of South Amman WWTP consists of primary and 

secondary treatments (see Fig. 2). The primary treatment consists of screens, an aerated grit 

chamber and rectangular primary sedimentation basin. 

The secondary treatment consists of rectangular basins, where Ferrous Sulphate is added to 

precipitate phosphorus and the sludge settles to the bottom of the tanks. Treated wastewater is 

discharged to irrigate 15,000,000 m
2
. The settled sludge is treated in various stages. 

The first stage of sludge treatment in South Amman WWTP is gravity thickening. Sludge 

dewatering with three centrifugal dehydrators is the second stage. The dewatered sludge is then 

transported to the sludge drying bed, an open area in which moist sludge is left to dry. Finally, the 

dry sludge is transported to an area near the Dead Sea to be disposed of, at a cost of 15 USD per 

1 ton. The electricity demand of WWTP reaches to 10500 MWh/a. 
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Fig. 2. Current treatment process of South Amman WWTP 

WWTPs are an ongoing part of urban development infrastructure. Several environmental 

standards require the treatment of sludge produced during wastewater treatment process. Different 

treatment processes are used to solve this problem. Anaerobic digestion is more common in modern 

WWTPs. This process reduces the volume of sludge and produces biogas, which can be used to 

supply electricity generation to the WWTP site.  

The current situation of this WWTP is lack of a digestion stage, so a digestion unit should be 

constructed to produce biogas in South Amman WWTP.  

2. METHODOLOGY 

A field visit was made to south Amman WWTP, and data collected from various resources, 

including the Water Authority of Jordan (WAJ) [16], Wastewater Engineering book by Eddy and 

Metcalf [17] and the operator of the South Amman WWTP, such as design parameter as shown 

below in Table 1. 

Table 1. Design parameters 

  Source 

Population 831,000 cap The Kingdom wide bio solids management plant  

2014 USAID/Table 3-2 [18] 

Dry Solid mass 499 kg/10
3
.m

3
 The kingdom-wide bio solids management plant  

2014 USAID 

Total dry solid (%) 0.8% Wastewater engineering/Metcalf and eddy/Table 13-8 [17] 

Solids loading 50 kg/m
2
.d Wastewater engineering/Metcalf and eddy/Table 13-19 [17] 

Wastewater generation 

(80%) 

100L/cap.day Ministry of water and irrigation 

Chemical Oxygen 

Demand (COD) 

1125 mg/L Ministry of water and irrigation 

Biochemical Oxygen 

Demand (BOD) 

750 mg/L Ministry of water and irrigation 

Total Suspended 

Solids (TSS) 

750 mg/L Ministry of water and irrigation 

Design average flow 52000 m
3
/day The Kingdom wide bio solids management plant 2014 

USAID 

Flow rate 125L/cap/day Ministry of water and irrigation 

 

The potential biogas production of the AD system if installed in the South Amman WWTP is 

calculated to use the sludge at flow rate discharged from the thickening stage. Due to a lack of 
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information, in this report, the thickener in South Amman WWTP will be redesigned using 

information collected from WAJ and others to attain the sludge flow rate that will enter the digester. 

Thus, we can find the volume and numbers needed to evaluate the potential biogas production in 

addition to the amount of stabilized solid matter that will be used as fertilizer. 

To increase the efficiency of primary sludge, the Circular tanks are used for sedimentation 

purpose. Where the feed stream enters the thickener from the middle and is distributed radially. 

Settlement and compaction of the sludge is then able to take place. Clarified liquor overflows to the 

top and the settled sludge underflow is removed from the bottom, and then sent to the digesters. 

Table 2. New design assumptions of South Amman WWTP 

Parameter Specification 

BOD removal 35% 

TSS removal 50% 

Solids retention time in the digester 15 Days 

Hydraulic retention time in the digester 15 Days 

Temperature of sludge in the digester 35 °C 

Yield Coefficient ( ) 0.08 (g VSS/ g bCOD) 

Endogenous Coefficient ( Kd ) 0.03 

COD in effluent 20475 kg /d 

Heat transfer coefficient of the dry earth embanked 0.68 W/ m
2
.°C 

Heat transfer coefficient of the floor of digester in moist 

earth 

2.85 W/ m
2
.°C 

Heat transfer coefficient of the fixed concrete insulated 

roof exposed to air 

1.5 W/ m
2
.°C 

Assumed temperature of air -5 °C 

Assumed temperature of the walls of digester 0 °C 

Assumed temperature of the incoming sludge 10 °C 

Assumed temperature of earth below 5 °C 

 

Finding the specific gravity of the sludge (SG): If 1/3 of the solid matter in sludge containing 

90% water is composed of fixed mineral solids with SG = 2.5, and 2/3 is composed of volatile 

solids with SG = 1, the specific gravity of all solids Ss = 1.25 [18]. The thickener is already 

constructed at the South Amman WWTP, but due to a lack of information, investigations need to be 

performed to find the sludge flow rate that will enter the digester. 

The design parameters of a gravity thickener for combined primary and waste activated 

sludge as well as the specifications and the result of the thickener design are summarized in table 3. 

Table 3. Specification of thickened wastewater sludge 

Parameter Quantity 

Total volume of thickened sludge 3,179.9 m
3
/ d 

Total quantity of thickened sludge 25,948 kgTS/d 

Total dry solid 0.80% 

Dry solid mass 499 kg/10
3
.m

3
 

2.1. The potential of methane production estimated using the following equations [17]: 

 , (1) 

where VCH4 is the volume of produced methane (m
3
/d), Q is the wastewater sludge flow (m

3
/d), S0 

is COD in influent of Digester (mg/L), S is COD in effluent of Digester (mg/L) and Px is net mass 
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of cell tissue produced per day (kg/d). So the net mass of biological solids produced daily, Px can 

be estimated as: 

 ,  (2) 

where γ is yield coefficient, g is VSS/g COD , Kd is Endogenous coefficient per day and SRT is 

Solid Retention Time. 

Depending on the assumption that 65% of biogas is methane [19], the total of biogas will be 

estimated 

3. RESULTS AND DISCUSSION 

3.1.  Anaerobic Digestion Design and Biogas energy production  

Considering the total volume of AD that founds 45,791 m
3
 and assuming that one digester 

volume is 7,686 m
3
, the number of required digester estimated to be six.  

To calculate the biogas generation, the design parameters applied to Equations 1 and 2, were 

found that methane production is 5,283.85 m
3
 /d. Thus biogas production is around 8,129 m

3
/d. 

Using AD led to decreasing the mass of treated sludge at the dewatering stage, which results 

in a reduction of Centrifugal dehydrator use. Data related to a centrifugal dehydrator at South 

Amman WWTP is shown in Table 4. 

Table 4. Centrifugal dehydrator data 

Parameter Quantity 

Power 90 kW 

Capacity 61 m
3
/ day 

Number of centrifuges 3 units 

 

The Influent Sludge to the centrifuge should recalculation to detect the number of needed 

centrifuge after AD installation, which found as following: 

Influent Sludge to the centrifuge = Volume of digested sludge = 

8,303.36/(1.05*1,000*3.5/100) = 2,259.4 m
3
/d. 

Influent Sludge to the centrifuge = 225.94 m3/d / 24 hour = 94.14 m
3
/h. 

Centrifugal dehydrator of capacity 61 m
3
/h as shown in Table 4, so using of 2 centrifuges can 

cover the WWTP demand.  

There are many installations using biogas produced; gas engines are the most common in 

many countries, especially European ones. The electricity bill is the main cost of a wastewater 

treatment plant in operation. It would therefore be useful to find a way to cover part of this 

electricity consumption.  

With biogas in hand, it would be more feasible to use the biogas in a gas engine to produce 

electricity. In addition, the engine's co-product heat content of effluent gas can be used to heat 

digesters in winter. 

According to the Swedish Gas Centre a typical normal cubic meter of methane has a calorific 

(heat) value of around 10 kWh, while carbon dioxide has zero [20]. Therefore, the energy content of 

biogas is directly related to the methane concentration. In other words, assuming a biogas 

composition with 65% methane, the energy content would be around 6.5 kWh per cubic meter. 

Considering the total volume of biogas to be equal to 8,129 m
3
/d, the total energy content will 

be: 8,129 m
3
/d * 6.5 kWh/m

3
 = 52,838.5 kWh/d. 

Considering an electrical efficiency of a gas engine to be 36%, the generated electrical energy 

is: electrical power production = 52,838.5 kWh/d * 36% = 19,021.56 kWh/d. 
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The thermal efficiency of a gas engine is assumed 45%, so the total heat generated is: heat 

power production = 52,838.5 kWh/d * 45% = 23,777.325 kWh/d and this will cover heat 

consumption to maintain required digester temperature, which is 17,333.33 kWh /day. 

3.2. Feasibility analysis  

The investment costs of facilities and buildings required for anaerobic digestion are 

calculated, using the price of reduced electricity demand, savings from the use of the digested 

sludge as a fertilizer, savings from dry sludge disposal cost and other costs, which are used to 

economically justify the utilization of anaerobic digestion. 

Approximated costs of biogas utilization are shown in Table 5. These costs include costs 

related to the construction of buildings and installation of equipment. It should be noted that biogas 

has a small content of H2S. Concentrations of H2S exceeding 100 ppm (part per million) require 

H2S removal facilities. Costs associated with these facilities are also included in Table 4. It should 

be noted that these are approximated costs from another WWTP that produced 6,913.73 m
3
/day of 

methane. 

Table 5. Costs of anaerobic digestion facilities 

Unit  Cost ($) 

Digester 984,848 

Sludge Holding Tank 146,061 

H2S Removal 248,485 

Biogas Holding 242,424 

Gas Engine 1,242,424 

Gas Flare 40,909 

Pipes and Cables 136,364 

Sum in $ 3,041,515 

Operation and Maintenance cost 84,972 $/ year 

 

Volume of digested sludge = 2,259.4 m
3
/d is to be used as a fertilizer, assuming each 1m

3
of 

this digested sludge will save 1 USD, then: 

Total annual saving = (2,259.4 m
3
/day) * (1 USD/ m

3
) *(30 days / month) *(12 months /a) = 

813,384 USD/a. 

Using two centrifugal dehydrators instead of three can save in electrical consumption; it can 

save in operation and maintenance costs for 1 centrifugal dehydrator. The electricity savings are 

estimated to be 259,200 kWh / year.  

Depending on Jordanian electrical tariff, the kWh charged 0.165 cents for the WWTPs. 

The investment cost and the potential of saving money after AD unit installation illustrated in 

Table 6. 

Table 6. The potential of saving after installing AD  

Saving in disposal cost 197,351 $/year 

Fertilizer production 1,145,611 $/year 

Saving of use 2 centrifugal dehydrator 

instead of 3 at dewatering process 

42,582 $/year 

Saving in electricity 1,140,614 $/year 

Total of saving 2,526,159 $/year 
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3.3. Environmental benefits of AD  

WWTP emitted GHG directly from the biological process and indirectly through electricity 

generation. The biological emission included methane and Nitrous oxide which have high global 

warming potential reach 25 and 298 times CO2e [21]. The AD unit has the capacities to capture of 

methane – 5,283.85 m
3
/day (2,927.2 kg/day), and reduce carbon dioxide – 73,181 CO2e/day. The 

biogas combustion released around 100 to 40o g CO2e/kWh [22-24], which assumed to be 250 g 

CO2e/kWh. Thus, the GHG produced from biogas is reduced 425 g CO2e/kWh of GHG emission 

caused by current energy max in Jordan, which found 675 g CO2e/kWh. The total GHG reduction 

through using AD unit reach 81,265 kg CO2e/day. 

After the thickening stage the sludge flows to six anaerobic digesters, each with a capacity of 

7,686.5 m
3
/d. The sludge is kept in the digester for 15 days at 35°C. The main product of this 

process is biogas providing the amount of 8,129 m
3
/d and by product – the digested sludge which is 

dewatered by two centrifuge dehydrators, each one having a capacity equal to 61 m
3
/h.  

There are many devices capable of using biogas, while the most common being the gas 

engine. Cogeneration cycle used to produce power and useful heat at some time, biogas can be used 

in a gas engine to produce electricity, the heat content of which can be used to warm digesters in the 

winter months.  

Biogas is a viable renewable energy source that can supply much needed energy, in addition 

to reducing GHG emissions. The results are shown in Table 7. 

Table 7. Final result 

Result Value 

Volume of each Digester  7,686.5 m
3
 

Number of Digester 6 

Volume of produced methane  5,283.85 m
3
/day 

Volume of digested sludge  225.94 m
3
/day 

Volume of produced Biogas  8,129 m
3
/day 

Electricity generation 6,942,869 kWh/a  

GHG reduction 29,662 tons CO2e/a 

Payback Period Approximately 1.3 years 

4. CONCLUSIONS 

There are many environmental and economic advantages to an anaerobic digester. It reduces 

the deposit of sludge and odour. Biogas can also be used for production of electricity to cover part 

of the plant's generated energy consumption. Having specification of influent wastewater to the 

South Amman WWTP and its treatment process, it is estimated that there is the possibility to 

produce around 8,129 m
3
/d biogas. Generation of electricity using this volume of biogas could lead 

to annual savings of 1,140,614 USD. 

In addition, the use of anaerobic digesters in the WWTP in South Amman will reduce CO2 

emissions. Finally, we conclude in this research that the costs of using the AD system in South 

Amman WWTP are feasible and will be repaid in less than two years. 
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ABSTRACT  

 

Burning processes of organic fuels generate polluting emissions the most toxic of which are nitrogen oxides 

(generally NO and NO2). The main process of formation of these components is complicated due to the 

simultaneous existence of several mechanisms of their formation.  

The forecasting and mutual analysis of emission toxic NOx by the combustion of hydrocarbon fuels is 

significantly complicated due to ambiguous views on the patterns of their formation. It does not allow to 

develop unambiguous recommendations for reducing the amount of oxides. 

The main purpose of the article is researching the results of the influence technological facility of reduction 

nitrogen oxides by the boiler-furnace equipment that modernized with the jet-niche fuel combustion 

technology (JNT). The principles of energy-environmental audit, energy diagnostics and industrial testing of 

burning devices in real operation conditions were used for the processing and presentation of experimental 

results. Conditions of stable combustion and emission characteristics NOx by excess-air factor are described. 

The main technological features of the equipment are taking into account: the excess-air factor, the heat load 

of the combustion space, the temperature of the oxidizer and fuel, the concentration of oxygen in the oxidizer 

and pressure in the combustion chamber. 

As a technological facility of reducing NOx has been accepted a scheme of self-recycling of lew gases into 

the combustion space. At the nominal operating conditions has been achieved 2.5 multiple reduction of 

nitrogen oxide concentrations up to 25–35 ppm conditions at 12% volumetric gas recirculation. Thus, a 

reduction NOx emissions in the range of 3.4–4.8% per 1% of the recirculation gases has been achieved. The 

effect is increased with the power set. The similar reducing of NOx achieved with humidifieng of blow air. 

The results are presented for water boiler units with a capacity up to 6.5 gcal.  

Keywords: jet-niche technology, fuel consuming equipment, burner devices, emission characteristics, nitrogen 

oxides 

1. INTRODUCTION 

Ukraine has a national plan for reducing atmospheric emissions. Power engineering is known 

as one of the main sources of pollution of the ambient air. According to Directive 2010/75/EC, 

operators of large (> 50 MW) fuel combustion plants are obliged to reduce emissions of sulfur 

dioxide and nitrogen oxides, and to achieve the emission limit values of these pollutants. The plan is 

scheduled for 2018–2033. 

Among the negative factors of the impact of energy objects on the environment, one of the 

most dangerous emissions is the nitrogen oxide, the relative toxicity of which far exceeds than 

toxicity of carbon monoxide and sulfur. It should be noted quite high value of gross emissions and 

the multivariable of their negative manifestations [1]. Reducing NOx concentrations can be 

achieved in two ways. The first of them is connected with the direct improvement of the 

combustion process so-called technological methods. The second method is the chemical cleaning 

the waste gases. 

The main issue of this paper is researching technological methods for nitrogen oxides 

reducing in natural gas combustion systems. 

mailto:o.siryi@kpi.ua
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There are certain technical difficulties associated with the developing effective methods for 

reducing NOx emissions: 

- presence of various mechanisms of formation of nitrogen oxides (thermal, fuel, fast and 

catalytic); 

- insufficient level of research of mechanisms, except for the thermal mechanism of NO 

formation; 

- the possibility of partial transformation of monoxide (NO) into dioxide (NO2) and other 

emissions; 

- the presence of factors whose influence on emissions of the nitrogen oxides is ambiguous. 

The main technological factors affect to the nitrogen emission level are the following: the 

excess air factor, the load of fuel consuming equipment (FCE), the flue gas recirculation, the 

afterburning, the water or steam supplying to the combustion space, the fuel and air redistribution 

through the burner channels, the fuel and air redistribution over the burner stages, the partial 

desactivation of burners devices (BD), the change of twist intensity (for burners with a twist flux of 

combustible mixture), the application the micro-torch combustion mechanism (a lot of BD power-

generating boilers and the combustion chambers of the gas-turbine units – GTU). In the GTU 

combustion chambers is using excessive amount of the air for suppressing the formation of nitrogen 

oxides. 

The application of catalytic combustion technologies relates to the second method and 

depending the technical conditions of FCE. There are divided into selective catalytic and selective 

non-catalytic reduction of nitrogen oxides. 

One of the effective primary methods of reducing NOx emissions is the method of reburning. 

The main idea of this method is in the distribution of fuel and oxidant streams with the aim of 

minimizing high-temperature zones. At the previous stage, the main part of the fuel is burned, with 

about 80% of energy released. The excess of air in this zone is maintained at 1.05–1.2. Nitrogen 

oxides in this area depend on the combustion conditions and the content of nitrogen in the fuel. The 

remaining fuel is fed to the second zone, the reduction zone, with an excess air factor of 0.7–0.9. 

This technology for combustion of fuel oil provides up to 50% reduction of emissions of the 

nitrogen oxide. It is also efficient to apply this approach to combustion of solid and gaseous fuels. 

The main disadvantage should be the need to stop the boiler unit for reconstruction [2]. 

The staged air supply method is used on the power-generating boilers. This method involves 

the division of combustion space into enriched and depleted zone. In the first zone there is 

combustion of fuel with insufficient amount of oxygen and long time of the products in the reaction 

zone. The slightly cooled incomplete combustion products are burnt in the second zone of excessive 

air. Time spent in the second area should be much smaller compared to the first one. This method is 

most effective for fuels with a constant content of nitrogen [3]. 

The most inexpensive and simple in terms of implementation is the method of recirculating of 

exhaust gases. It is widely used in small and medium power-generating boilers. The main idea of 

this method is to supply the inert medium (combustion products) to the combustion space at a 

temperature lower than the temperature of the flame. The temperature of the recirculation flue gases 

determines the efficiency of reducing the concentration of NOx – the efficiency increases with a 

decrease of temperature. This method is most effective when burning gaseous fuels. For coal 

combustion the emission of oxides of nitrogen does not exceed 10–15% [4, 5].  

A certain result regarding the improvement of environmental performance can be achieved by 

replacing the burner equipment with low-emission burners. In burners of this type, the length of the 

torch is delayed to increase the combustion time and reduce the maximum temperature of the 

process. Therefore, it is possible to lower the temperature of nitrogen oxides. This variant is the 

most suitable for gaseous fuels for most types of boiler equipment [6, 7]. 

Water and steam injection is often used in combustion chambers of GTU. Also, this method is 

considered promising for boiler equipment, because it achieves lower temperature of the flame and 

thus reduce the thermal NOx. In some cases, the reducing of the NOx concentration reaches 80%. 
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The amount of water or steam is limited by the condensation conditions. It should be noted that 

there is a decrease in the boiler efficiency by 3–10%. A widespread scheme of the implementation 

of this method is used in a combination with the recirculating of flue gases and installation low-

emission burners [8, 9]. 

Selective non-catalytic reduction is a method of injection of ammonia or urea in flue gases of 

the boiler unit at temperatures 750–900 °С. Reagents convert nitrogen oxides into molecular 

nitrogen and water. The NOx reduction can reach 70% [10]. 

A selective catalytic reduction is also a reagent injection but with the presence of a catalyst. 

The presence of a cautalyst reduces the concentration of NOx at a lower temperature. This method 

can be used at temperatures of 260–600 °С. Reducing NOx concentration reaches 90%. The 

disadvantages include a fairly high cost of the method [11, 12]. 

In general, each of the methods alone or in combination significantly improves the 

environmental performance of the equipment. Nevertheless, one of the significant factors of 

improvement ecological characteristics of existing equipment is changing the swirling flow to the 

direct-flow scheme for supply the combustible mixture into the fire-chamber of FCE. Thereby, the 

canonical principles of minimizing NOx concentrations are: preliminary mixing, staged combustion 

and direct-flow aerodynamic structur. The burner devices that are correspond the main canonical 

principles developed in Igor Sikorsky Kyiv Polytechnic Institute. One of such perspective 

tecnilogies is Jet-niche combustion technology (JNT) [13]. The basic principles of the technology 

are: rational distribution of fuel in the stream of oxidant; stable regulated flow of fuel, oxidant and 

combustion products; self-regulation of the blend composition of the fuel mixture in the flame 

stabilization zone. 

All the principles mentioned above are achieved due to the successful construction location of 

the jet-niche system (JNS) [14] on the autonomous module (Fig. 1, a), of which a burner is formed 

(Fig. 1, b).  

 
a) 

 
b) 

Fig. 1. Schematic of location of JNS on a stabilizer a) the jet-niche type burner b):  

WA – air velocity, WG – fuel velocity, L1 – distance of fuel openings from detachment edge of the 

niche, S – step of openings location, d – diameters of openings, L – length of niche cavity,  

B – thickness of stabilizer 

The practical value of the work is definition the influence of the operation factors and the 

geometric parameters of the JNS on the emission of nitrogen and carbon oxides. The second stage 

of the research was to determine the technological facility of reduction the nitrogen oxides 

emissions by the boiler-furnace equipment, which was modernized on the basis of JNT. 

To accomplish the issue of the paper, the following tasks have been set: 

- to study the emission characteristics of the JNS in the form of relation of nitrogen oxides 

NОx = f() and carbon oxides СО = f() when the mode and geometrical parameters of fuel 

distribution are changed, as well as to determine the critical limits of the operating range of the JNS 

by the excess air factor; 
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- to take into account of forecasting concentrations of nitrogen oxides by fire equipment the 

influence of the main technological factors: the excess air factor, the effect of vitiated air, the 

temperature of the oxidizer, the working volume pressure and the range of high-beat volume of the 

working space of the FCE; 

- to explore the efficiency the recirculation of flue gases into the hot-water furnace in terms of 

reducing harmful emissions into the environment, the boiler is modernized on the basis of the JNT; 

- to determine the influence of moistening of blast air on the boiler equipment emission 

characteristics. 

2. METHODOLOGY 

The results of experimental and industrial research are presented on the basis on the 

generalizations arising from the thermal theory of formation of NOX [15], as well as works 

performed in the problem combustion laboratory Igor Sikorsky Kyiv Polytechnic Institute [16] and 

based on the approach [17]. 

The main advantage for such an approach is explained taking into account the influence of 

interdependent factors on the formation of nitrogen oxides such as: temperature and oxygen content 

in oxidizer, specific heat stress and pressure in the combustion zone, and also the excess air factor. 

Thereby, such reduces units are more convenience of processing and analysis of experimental 

results compared with the analysis of direct NOx emission dependencies. 

The following dependence is used for processing experimental data: 
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The coefficient K1 reduces the oxygen concentration in the air, with the help of the 

coefficients K2 and K3 take account of the pressure and the initial temperature; the coefficient K4 

allow an excess of air. 

The coefficient of fuel residence time in the combustion zone K5 = Кτ gives a reduction in the 

time of residance τres. It depends on the heating power of fuel (Qhp, MJ/kg), the air excess factor (α), 

the ambient temperature (Т) and the blast air (T0), the specific heat density qv, W/(m
3
·Pa), the 

stoichiometric coefficient L0, kg/kg, and the technical gas constant R = 287 kJ/(kg·K). This 

parameter is determined from the ratio: 

 Кτ = qv
-n

. (3) 

3. RESULTS AND DISCISSION 

3.1. General characteristics of CO and NOx emissions in the JNS 

The series of laboratory experiments was carried out on a specially equipped fire stand for the 

analysis of the influence of the main mode parameter – excess air (α) on the emission characteristics 

of the JNS (NOx and CO). It should be noted that the critical values of this parameter are the main 

criterion for choosing the BD according to the technological conditions of the combustion process 
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on the FCE. The influence of α on the emission level depends mainly on the design of the BD, the 

method of mixing and the intensity of heat and mass transfer processes in the combustion space. 

Construction of the characteristics of the species NOx = f (α) and CO = f (α) can be realized 

in two ways. The first is the change of the air flow at constant fuel consumption and other operating 

parameters. The second method is realized by changing fuel consumption at constant air velocity. 

In Fig. 2 shows the individual emission characteristics of the JNS with the location of the step 

of the openings 4.5 and the diameter of 3.0 mm. As can be seen from the Fig. 2, the given 

dependencies have an extreme look. Thus, the characteristic for nitric oxide has an extremum in the 

region of α → 1, while in the same region, products of incomplete combustion of carbon are 

reduced to almost zero and take their minimum at α = 1.48. 

 

Fig. 2. Effect of excess air factor on the concentration of nitrogen oxides and carbon monoxide 

in the combustion of liquefied gas in the JNS  

 

The alignment of two characteristics allows to analyze the presence of two characteristic 

critical points corresponding to the extremums of the corresponding curves. Taking into account the 

location of αcr1 and αcr2, for the general analysis of domains in the range of researched modes, three 

regions can be distinguished. The first of them corresponds to the gap (α < αcr1) in which the 

emission of nitrogen oxides is reduced, and the emission of carbon monoxide, on the contrary, is 

extremely high. In the second zone, which corresponds to αcr1    αcr2, in the direction of 

reducing the excess air there is a unique increase in the studied emission characteristics. 

In the third region ( > αcr2) there is an ambiguous behavior of the characteristics as in the 

first region, but the curves behave the opposite in comparison with (α < αcr1). 

Thus, the second critical point αcr2 is a peculiar indicator of the quality of the organization of 

the mixing process. The closer the condition αcr2 → 1,0 is fulfilled, the better the energy potential of 

the fuel can be realized. It should be noted, the determination of emission characteristics for a single 

JNS stabilizer does not fully reflect the maximum effective range of SNT burners, where 

αcr2 = 1.01–1.05. 

3.2. Influence of geometrical parameters of fuel supplying to the emission characteristics of 

JNS 

The results of gas analysis of combustion products the liquefied gas in JNS are presented in 

Fig. 3. The research was carried out at atmospheric pressure, as an oxidizer, cold air was used at a 

temperature of 15–20 °С. Air velocity was maintained constant Wa = 20 m/s. 

Characteristics are similar in the figure, but it should be noted that the step and diameter have 

some effect on the concentration of carbon monoxide. It can be seen that αcr2 is within the limits of 

 = 1.6–1.4 and depends on the geometry. The minimum values of the underburning correspond to 
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the relative step S  = 5.0 (on the mode αcr2 the value of the underburning was ССО =0 ppm). With a 

decrease the number of fuel openings, the underburning increased and the greatest concentration 

value corresponds to the geometry of the fuel distribution with S  = 5.0 and d = 2.0 mm. At the 

same time, it was not possible to enter the operating mode (α → 1.0) with the maximum possible 

depth of fuel burn-out. In the operating modes of the system in the region α < 1.5 there is a flame 

die-out from the stabilizer and the torch is stabilized in the fireproof area. In these conditions, the 

steady vortex structure in the fire stabilization zone is disturbed that severe connected with the 

flameout in JNS. 

 

Fig. 3. Effect of excess air factor on the concentration of carbon monoxide in flue gases of 

combustion the liquified propane-butane mixture in the JNS with different relative steps of the 

location of fuel openings: 1 – S  = 3.0, d = 3 mm; 2 – S = 4.5, d = 3 mm; 3 – S = 5.0, d = 3 mm;  

4 – S = 3.0, d = 2 mm  

Reducing the parameter S  to the values of 4.5 allows to arrange the necessary flow structure, 

with the flame torch reliably stabilized at α = 1.15 without the die-out processes and flow pulsation. 

A further reduction of the step of openings location leads to a local oversaturation of the fuel 

mixture with fuel and does not allow minimizing the underburning to the sampling point. It should 

be noted, that the “rich” flameout did not arise during the passage of αcr2 in all other studied 

modules.  

Thereby, from the obtained results it should be concluded that for reliability burning process 

more important is the hydrodynamic structure of the stream than the stoichiometry of mixture in 

stabilization area. All this aims reached by the correction of the step of openings. 

Increasing the diameter value within the ranges of the studied values provides a deeper 

burningout of fuel (in the region of α < 3.0). The reverse results are observed on the starting 

conditions. The researched modules with a larger diameter values reduce the completeness of 

carbon burning. 

The results of measurements of nitrogen oxides in the geometric conditions described above 

are presented on Fig. 4. 
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Fig. 4. Effect of excess air factor on the concentration of nitric oxide in flue gases of combustion the 

liquified propane-butane mixture in the JNS with different relative steps of the location of fuel 

openings: 1 – S = 3.0, d = 3 mm; 2 – S = 4.5, d = 3 mm; 3 – S = 5.0, d = 3 mm;  

4 – S = 3.0, d = 2 mm  

Characteristics of NOx = f() are physically similar and consistent with the general notions 

with NOx emissions by burning hydrocarbon fuels. The emission of nitrogen oxides is maximum 

and reaches values of about 100 ppm at operating conditions for work modules, in which the 

minimum values of CO concentrations have been reached. It’s indicate the full burnout of the 

carbon and maximals temperatures of working process. The indicators in the corresponding modes 

of excess air are 2 times smaller for modules with the parameter S = 3.0, and is no more than 

46 ppm. Such levels of oxides in the conditions of modern ecological standards require using of 

special methods for reducing emissions. 

The geometry charasteristics of fuel supply has a negligible impact on the emission quality of 

the JNS in the range of starting conditions, which correspond to the value of excess air α > 4.0. 

3.3. Application the technological facilities for NOx reduction by the boiler-furnace 

equipment 

Full-scale industrial tests of the effect of recirculated exhaust gases were made on a water 

heating boiler KV-G-6,5 (thermal capacity is 6.5 Gcal). The regulation of the percentage of gases 

was carried out with the help of a valve shutter. Technologically the scheme represents a way of 

self-recirculation. 

The number of recirculation gases is determined by the ratio: 

 
rg

rec

a

V
K

V
 ,  (4) 

where Vrg – the volume of the recirculated exhaust gases, m
3
/s, Va – the volume of blast air, m

3
/s. 

The concentration of oxygen in the air with adding recirculation gases can be estimated by the 

following dependence [18]: 
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where αF – the excess air factor in boiler furnace. 

The assessment of the oxygen concentration in the diluted air can be estimated with a 

fractional accuracy of no more than 2.0% for the for the object of study. 

It is noted, the emission factors are almost independent of the boiler's thermal load. This is 

especially evident in the supply of recirculation gas to the burner. At the maximum load during the 
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tests (87.5% of the nominal) emissions were 18.5% higher than the partial (37% of the nominal 

load). This difference is minimized with mixing flue gases, even at 12% volumetric flew gases 

recycle does not depend on the load of the boiler unit (Fig. 5). The penetration of 12% of 

combustion products into the boiler's space reduces the nitrogen oxide almost in 2.5 times. At the 

facility under study, the NOx emission reduction was achieved within the range of 3.4–4.8% for 1% 

of the recirculation gases. The effect increases with the power set and allows to reduce the total 

concentration to 100 mg/m
3
. The values of CO do not exceed the maximum allowable norms 

(СCО < 100 mg/m
3
). 

The effect of recirculation flue gases on the emission of carbon monoxide is given on fig. 6. 

The obtained results correlate with the physical representations of the incomplete combustion 

products formation of hydrocarbons. The main reason is the reduction of the oxygen content in the 

air, which is fed into the furnace. The maximum values of the underburning correspond to the 

maximum recirculation flue gases. 

  

Fig. 5. NOx relation of the heat load of the 

boiler KV-G-6,5 and the volume of the flue gas 

recirculation 

Fig. 6. CO relation of the heat load of the 

boiler KV-G-6,5 and the volume of the flue gas 

recirculation 

As shown on Fig. 7, the addition resrculated gases does not affect the temperature of the 

products of combustion. There is a slight increase of temperature within 4.0 °С at low loads. At the 

maximum load during the tests changes in the temperature of the waste gases were within the 

measurement error of the device. 

 

Fig. 7. The temperature relation of the flue gases on the volume of gas recirculation when changing 

the boiler load 

Estimation of the NOx concentration in the flue gases is possible by the dependence: 

 ,
x

a r

x NO P TNO A e K K K K K  

        (6) 

where ANOx = 4091 – a preexposing empirical value, mg/(m
3
∙s

0,5
); a = -0.052. The obtained 

dependence can be used as an estimate for boilers, equipped with burners of the JNT type, specific 
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heat load of the fire space to 0.5 MW/m
3
, temperature of blast air 2–20 °C and excess air factor 

α = 1.25–1.5; depression in the furnace ΔP = 10–100 Pa, the amount of gas recirculation r = 0–0.12, 

which corresponds to the concentration of oxygen in the air  CO
2
=20.9–18.9%. 

3.4. Research of moistening of air on emission characteristics JNT industrial gas burners 

The effect of the blast air humidifying on the NOx emission level was carried out on contact 

water heaters (CWH) and a water boiler NIISTU-5 type, modernized on the basis of JNT. 

Dampening was carried out by return water from the heating network system. Thus, 100% 

hydration is achieved and air is heat to a temperature of 40–45 °С. In comparison with "dry" 

combustion it is achieved more than twofold reduction of the emission level by installations to the 

values of СNOx ≈ 50 mg/m
3
. 

The air humidifying by the saturated steam is carried out on a NIISTU-5 boiler, which also 

resulted in nearly twofold reduction of nitrogen oxide concentrations, with maximum 

concentrations at 80–90 mg/m
3
 for moisture content d0 ≈ 25 g/kg. 

The following dependence should be used to predict the emission level of FCE with the 

humidification of the blast air: 

 
x

0,5

X NO
0 10

NO

b
a n

i

i

dNA K
N d 

        
   

 , (7) 

where АNOx – empirical value, mg∙s/m
3
; N/N0 – the ratio of the current power to the nominal power 

of the installation; d0 – the natural moisture content of blast air, g/kg; d – artificial humidification, 

g/kg. 

Table 1. Results of statistical analysis of emission characteristics of JNT burners on FCE 

Type FCE АNOx, mg∙s/m
3
 a b d0, g/kg d, g/kg 

CWH (KVN-2,5) 9.55·10
4
 –0.55 –0.25 1.0–10.0 10–55 

NIISTU-5 1.75·10
3
 1.25 –0.6 1.0–3.0 10–22 

Usage of vaporizers in the composition of industrial boilers due to the heat of waste gases for 

the organization "wet" combustion is considered a promising way to reduce emissions of nitrogen 

oxides on equipment of the objects of heat networks. 

4. CONCLUSIONS 

1. The paper presents the results of reducing the concentration of nitrogen oxides in 

combustion products by improving the combustion technology. The results were obtained during 

industrial tests of FCE, which was modernized on the basis of the JNT. There are, water boilers 

with capacity of 0.5 and 6.5 Gcal and contact water heater with capacity of 2.9 Gcal. Apart from 

widely used burners with mixture rotation, JNT is direct flow burner devices. It has several 

significant advantages. They are following, high-quality of mixture formation, reduced hydraulic 

resistance of the burner, a wide range of power control of the object (10–100%). These qualities 

provide high generality of technology. At present, it is implemented on many types of fuel 

consumption equipment – boilers, furnaces and dryers. At present, the necessary direction of 

technology development is improving its environmental performance. 

2. The possibility of constructing a universal methodology of ecological analysis was 

determined. The prediction of nitrogen oxides emission by FCE based on consideration of the set of 
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operational factors is presented. This approach is considered promising from the point of view of 

the possibility of reliable forecasting of emission characteristics for a wide range of FCE. 

3. Proved the ability of implementing the principles of universalize in the design of industrial 

burners. Thermal power is obtained by setting the required number of base (single) flame modules. 

Also, proved the possibility of physical modeling of a work process in the single fuel propagation 

modules with the subsequent adequate application of the received dependences to industrial gas 

burning equipment on the basis of JNT. 

4. The application of the flue gas recirculation into the fire space of a water boiler with the 

flow of the main air allows determine the main capability of nitrogen oxides suppression on the 

objects of the cities heating networks. Reduction of nitrogen oxide content in products of 

combustion was more than twofold. The reduction of NOx by 1% of the recirculation gases was 

reduced by 3.4–4.8%, that exceeds the similar indicators of burners with the swirling flow of fuel 

and oxidizer by 10–30%. The effect increases with the thermal power. Estimation of the impact of 

recirculation on the boiler efficiency showed a slight decrease – within 1.0%.  

5. The humidifying of the blast air in the contact water heaters allows decrease the 

concentration of nitrogen oxides by more than 2 times. In this case CNOx = 80–100 mg/m
3
. The 

preservation of carbon monoxide emissions within the normative limits – CCO = 30–55 mg/m
3
. 

Similar indicators for the reduction of nitrogen oxides are achieved during humidifying the air with 

saturated steam in a water heating boiler NIISTU-5. 
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ABSTRACT 

Increasing global awareness regarding climate change, results in renewable energy sources promotion in 

global energy sector with overall energy production efficiency magnification. However, green energy (i.e. 

commonly wind and solar power) is greatly dependable on weather conditions which tend to generate 

feasibility problems using aforementioned sources all year round. Biomass (wood fuel), also regarded as 

green energy source, has developed significantly over the last two decades due to its availability, calorific 

value and even greater efficiency when economizers are implemented. Flue gases after the main heat transfer 

process in boiler are then used in economizers, where flue gases are cooled to lower temperatures and 

condensed (extracting additional heat) only up to a certain degree- not reaching dew point temperatures. In 

this paper the algorithm of predicting the flue gas component concentrations is presented, which would allow 

to accurately calculate the energetic parameters of cooled flue gases (below the dew point), potentially 

leading to greater heat value recovery and improving overall energy production efficiency. In order to 

evaluate the possibility of further flue gas usage after economizer system, component (water vapour – H2O, 

carbon dioxide – CO2, oxygen – O2 and nitrogen – N2), molar concentrations flue gas mixture were 

calculated which depend on biofuel wetness factor (w) values from 0.45 to 0.60 and excess air supply (λ) 

values of 1.2; 1.5 and 1.8 in combustion process. It was constituted that water vapour molar concentration 

depends only on gas mixture temperature (when fluid is below dew point) while other gas component 

concentrations change gradually with temperature, wetness of the fuel and air excess value. Molar component 

concentrations are crucial in gas enthalpy calculations and will be used in further studies in heat transfer and 

energy evaluation. Flue gas dew point dependency was also evaluated (according to different cases of w and 

λ values), ranging from 54.9 °C up to 70.4 °C in different cases. 

Keywords: Biomass, flue gas components, fuel moisture, economizer, calculation  

1. PROBLEM ANALYSIS  

The current energy policy of the European Union as well as world climate change policy 

encourage usage and development of renewable energy sources. Biomass (especially wood), 

arguably considered as carbon neutral energy source, is well integrating in Europe’s energy sector. 

However, in comparison with fossil fuels, biomass (especially freshly cut wood) has a major 

disadvantage- it burns significantly worse and therefore does not ensure stable combustion process 

in furnaces, making heat generation less effective, however it could be argued that with proper 

boiler plant regulation, stable combustion process can be achieved. Nevertheless, there is a large 

part of water in wood beside the flammable composites – carbon and hydrogen, thus it requires a lot 

of energy for water evaporation subsequently resulting in large quantity of energy losses. Even 

though a condensing economizer is usually used, it could be argued that the flue gas could still be 

used to further increase the overall efficiency of the plant. (major part of which could be called 

latent heat) [7]. The temperature of the ejected flue gas is relatively low – around 50 °C, therefore 

this low-grade heat can be utilized by exploiting additional equipment such as heat pumps. 

Low grade heat recovery is related to capital investments as well as to additional energy use. 

For example, an implementation of chemical heat pumps [1, 2] requires additional heat energy – 

primary and cheap energy source. The cooling capacity of the heat pumps can also be used like a 

solitary instance [3, 4]. The mechanical heat pumps [5, 6] need electrical or mechanical energy 
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source. In the article [7] other type of low-grade heat potential utilization is discussed; water vapour 

of the flue gas could be regenerated in a mass transfer regenerator, i.e. transferred from flue gases to 

air which is blown towards a burning chamber. In all instances, the low-grade utilization requires 

additional effective means, be that economic, energetic or both.   

The transformation of all waste heat of the plant is arguably not rational, mainly because the 

heat capacity is gradually decreasing while the flue gas temperature is lowering. Because of this, 

more detailed calculations of the low-grade heat amount must be developed. In previously 

mentioned articles, only Hebenstreit et al. [5, 6] provides some graphics of wood fuel waste heat 

calculations. Nonetheless, the authors do not present mathematical algorithm which is crucial to 

analyse the flue gas heat and mass flow in additional heat exchanger. 

The aforementioned algorithm must evaluate a number of essential parameters, such as the 

flue gas dew point temperature (derived from partial water vapour pressure – volumetric parameter) 

and enthalpy (derived from component mass concentrations) of the flue gas mixture. 

Therefore, the first step is to evaluate volumetric and mass component concentrations, 

parameters which are to be used in future calculations regarding gas mixture enthalpies and heat 

and mass transfer afterwards. 

Main equations, suitable for aforementioned volumetric and mass parameter evaluation are 

presented in this article as well as general dependencies between flue gas mixture components and 

air excess value (1.2; 1.5; 1.8) and also with an increasing wood fuel moisture from 45 to 60%. 

2. FUEL AND FLUE GAS COMPOSITION 

T. Nussbaumer [8] proposes reduced wood fuel chemical formula expressed as CH1.44O0.66. 

Therefore, the equation of combustion chemical reaction can be shown as: 

                                                         

                                           

                                    , (1) 

where w – moisture of the wood, i.e. water mass part in moist wood mass unit, λ – excess air ratio, 

        wood and water kilo mole mass ratio,   – air moisture volumetric part; water like 

nitrogen does not bear part in combustion reaction, so it is accepted that   decreases the nitrogen 

proportion 3.76 by value of     . Major part of water vapour in flue gas comes from hydrogen 

reaction and physical presence of water in wood. When wood moisture w becomes greater than 0.35 

(35%), part of physical water overbalances the part of hydrogen reaction in generating water vapour 

[7]. 

Relative partial water vapour pressure       is calculated as volumetric water proportion in 

flue gas. This proportion is obtained by dividing the mole quantity of water vapour by the mole 

quantity of flue gas when one mole of wood is burned. It is known that in uniform circumstances, 

the various gas mole occupies the same volume, thus it can be said that relative partial water vapour 

pressure       is determined by ratio of water vapour volume      with flue gas mixture volume 

  . Therefore, the physical water constitutes            moles or volumetric parts in wood. 

Using (3), relative water vapour pressure can be calculated as: 

                                                   

                                                                   , (2) 

where flue gas volume is: 

                                      

                                  (3) 
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Relative partial pressure of the component is a proportional dimension, which indicates the 

component pressure raised at the particular mixture pressure P. When mixture pressure P is known, 

partial pressure of each component    can be calculated by multiplying the P by the     or    . 

The condensation starting point temperature of vapour on vapour partial pressure      and 

not on its proportion value      . Consequently, the said temperature (or the dew point temperature 

  ), can vary even when the vapour concentration in mixture is constant. For example, when 

atmospheric pressure rises, vapour condensation starting point    becomes greater. 

The temperature of the dew point    can be calculated via mathematical function    
       , the expression of which depends on mathematical approximation method. If logarithmic 

approximation is used, the expression is: 

                                                       . (4) 

The pressure and temperature dimensions are bar and °C, respectively.   

Using (1) expression, partial pressures    and volumetric proportions of other flue gas 

components with the mixture pressure P of flue gas flow. 

On the other hand, for calculation of an energy parameters of the flue gas (enthalpy, heat 

capacity, condensing heat) and fuel (its caloric value and supply quantity), mass proportions of 

components are needed but not the volumetric ones. Therefore, it is more usable to have calculation 

methodology based on mass proportions. In addition, since the mass parts of the components must 

include the physical water amount, the formulae have to be expressed considering the mass of wet 

wood, but not of its dry part. The wood moister changes the calorific value of the fuel, so the mass 

quantity of its demand for the same heat capacity changes as well. 

The molar parts in chemical reaction (1) is changing by the ratio of           , where    

are the kilomole mass of each (n) component (nitrogen, oxygen, carbon dioxide or water vapour), 

the number 24 means the kilomole mass of reduced chemical formula of the wood. Applying the 

correctional ratio, the equation of combustion chemical reaction, based on mass unit of wet wood, 

is: 

                                                                       

                                                              

                                                   . (5) 

Using the equation (5), the following equations can be written for mass   calculation of each 

components n, as well as for relative mass     calculation, based on the flue gas mass, in case when 

one-kilogram wet woodfuel is burned. For example, when one kilogram of wood with w moisture is 

burned using air excess ratio λ, water vapour mass in flue gas is calculated by the equation: 

                                                      . (6) 

The mass of flue gas when one kilogram of wet wood is burned: 

                                                                

                                                     . (7) 

Water vapour mass concentration (or relative mass) in mixture of flue gas is the following 

ratio of the two former parameters: 

.                (8) 

Consequently, other components mass concentrations can be calculated as follows:  

                        . (9) 

                                 (10) 
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                                            (11)  

Expressions of volumetric concentrations of components     can be evaluated using the 

equation of chemical reaction (1). The relation of the vapour volumetric concentration       (see 

eq. (4) is derived from eq. (3). According to (3) equation it is possible to write down the following 

equations: 

           . (12) 

                    (13) 

.                             (14) 

3. CALCULATION ALGORITHM FOR THE FLUE GAS MIXTURE PROPERTIES 

Primary results are calculated using air excess ratio (λ) values as 1.2 1.5 and 1.8 and fuel 

moisture values (w) 45%, 50%, 55% and 60% (seen as the starting parameters of the mixture). The 

calculations are carried out via the algorithm shown below. 

 

Fig. 1. Calculation algorithm 

With starting parameters, first step is to predict the dew point temperature of the flue gas 

mixture, firstly calculating relative water vapour pressure eq. (2) and flue gas volume eq. (3), which 

are both derived from equation (1). Water vapour volumetric concentration is calculated with 

relative water vapour pressure multiplied by flue gas volume (2). 
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In order to calculate mass component concentrations, equation (5) has to be used, which 

allows to derive relative water vapour mass concentration (6). Mass concentrations then have to be 

calculated when 1kg of fuel is combusted, by using (7) equation (in order to have mass proportion). 

Mass component concentrations are calculated using (9) (10) and (11) equations, additionally, 

volumetric concentrations are calculated with (12) (13) and (14) equations. 

The algorithm process diagram is shown in Fig. 1, calculations were carried out using MS 

Excel and PTC Mathcad software. 

4. PRIMARY CALCULATION RESULTS AND DISCUSSION 

The algorithm has significant value in predicting the flue gas constituents as mass and 

volumetric parts of the flue gas mixture. The major problem is that the similar studies tend to 

account for wood-fuel burning emissions [8, 9], or concentrates solely on the connection between 

wood fuel moisture levels and heat recovery [5–7] and technological approaches [1–4, 7]. The issue 

is that it is difficult to describe the low grade heat value only using emissions, making heat transfer 

hardly predictable.  

The aim of this study is to present the algorithm for crude flue gas mixture component 

evaluation, which will lead to further calculations of flue gas heat values and will give the 

possibility to approach the issue in a way that could allow greater waste heat management. The 

results of the calculation algorithm (prediction of crude CO2, H2O, N2, O2 components) is shown in 

the table below. 

According to data in Table 1, water vapour concentration in flue gasses increases with 

increasing fuel moisture. Higher air excess ratio impacts contrarily: the more air is blown to burning 

chamber, the lower water vapour proportion is. At the same time, the concentration of O2 and N2 

gases increases, that is quite naturally, because air excess ratio is valuated under mass unit of the 

dry woodfuel part. 

Table 1. Flue gas mixture component volumetric and mass concentrations 

W
at

er
 c

o
n
te

n
t,

 w
, 

 

p
ar

t 

 

A
ir

 e
x
ce

ss
 r

at
io

  Volumetric concentration,   Mass concentration, m  ts 

W
at

er
 v

ap
o
u
r 

C
ar

b
o
n
 

d
io

x
id

e 

O
x
y
g
en

 

N
it

ro
g
en

 

W
at

er
 v

ap
o
u
r 

C
ar

b
o
n
 

d
io

x
id

e 

O
x
y
g
en

 

N
it

ro
g
en

 

D
ew

 p
o
in

t 

te
m

p
er

ar
t.

 o
C

 

0.4 

1.2 0.219 0.134 0.028 0.620 0.140 0.210 0.031 0.619 61.8 

1.5 0.185 0.112 0.058 0.646 0.117 0.175 0.065 0.643 58.2 

1.8 0.159 0.096 0.079 0.667 0.100 0.150 0.090 0.661 54.9 

0.45 

1.2 0.241 0.131 0.027 0.602 0.155 0.206 0.031 0.608 63.9 

1.5 0.203 0.110 0.056 0.632 0.129 0.172 0.064 0.634 60.1 

1.8 0.175 0.094 0.078 0.653 0.111 0.148 0.089 0.653 57.1 

0.5 

1.2 0.264 0.127 0.026 0.584 0.172 0.202 0.030 0.596 65.9 

1.5 0. 223 0.107 0.055 0.615 0.145 0.169 0.063 0.623 62.2 

1.8 0.194 0.092 0.076 0.640 0.124 0.146 0.087 0.643 59.1 

0.55 

1.2 0.291 0.122 0.025 0.563 0.191 0.197 0.030 0.582 68.1 

1.5 0.247 0.103 0.053 0.596 0.161 0.166 0.062 0.611 64.5 

1.8 0.215 0.090 0.074 0.621 0.139 0.143 0.086 0.632 61.5 

0.6 

1.2 0.321 0.117 0.024 0.538 0.214 0.192 0.029 0.565 70.4 

1.5 0.275 0.100 0.051 0.574 0.182 0.162 0.061 0.596 66.9 

1.8 0.241 0.087 0.072 0.601 0.157 0.140 0.084 0.619 63.9 
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Using the results seen in the Table 1, component concentration changes and dew point 

temperatures are drawn in graphs. 

 

Fig. 2. Dew point temperature 

 

Fig. 3. Volumetric component concentrations 

 

Fig. 4. Mass component concentrations 
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Fig. 2 shows the nature of the dew point temperature of the flue gas. It is visible that with 

increasing air excess value dew point temperature decreases (i.e. increasing air excess from 1.2 up 

to 1.8, dew point temperature drops by approx. 7 °C in every case). However, dew point 

temperatures tend to increase with more moisture in the biofuel. For example fuel moisture being at 

40% and air excess at 1.2, determine dew point temperature at 61.8 °C, therefore if fuel moisture 

level rises up to 60% (air excess const.) dew point temperature of the flue gas becomes 70.4 °C. The 

same characteristics can be observed with additional parameters. 

Figs. 3 and 4 displays the characteristics of flue gas component concentrations (both mass and 

volumetric) regarding the fuel moisture and air excess values. Volumetric value ranges are visible 

in Fig. 3, most notable changes are of nitrogen, which volumetric part increases with increasing air 

excess value and water vapour which volumetric part decreases with increasing air excess value. 

However with an increase of fuel moisture, nitrogen tends to drop down, while water vapour 

volumetric concentration rises. Other component volumetric and mass parts (CO2, O2) changes 

appears to be not significant. Mass concentration changes (Fig. 4) maintain same attributions. 

5. CONCLUSIONS 

The main studies regarding the issue of harnessing the low-grade heat energy from the low 

temperature flue gas do not provide enough information on the subject of calculation. Provided 

studies show only emission values or concentrate solely on technological process (incorporating 

heat pumps) of flue gas waste heat management. There is little to no information about flue gas 

component concentrations calculation, which is crucial in evaluating the possibility of predicting 

flue gas low-grade heat energy recovery and design required heat exchanging equipment. This study 

focused on calculation algorithm which gives out the required parameters for further low-grade heat 

capacity evaluation. 

The calculation algorithm was produced in order to evaluate flue gas component 

concentrations from wood fuel using several cases of different primary parameters: wood fuel 

moisture (40, 45, 50, 55 and 60%) and air excess value (varying from 1.2, 1.5 and 1.8). The 

concentration (mass and volumetric) values of H2O, CO2, N2 and O2 were examined at each starting 

parameter instance. 

The provided results in the study, assist in finding that dew point temperature, greatly depend 

on fuel moisture part and air excess value. It was observed that dew point temperature rises together 

with higher moisture level and bigger air excess value, both instances provide characteristic of 

linear form: when fuel moisture is at 40% (λ = 1.2), the dew point temperature is 61.8.°C, and with 

fuel moisture of 60% (λ = 1.2) dew point temperature reaches 70.4.°C. Similarly taking bigger air 

excess values (1.5 and 1.8) the smallest dew point temperatures becomes 58.2 °C and 54.9 °C 

respectively, and the biggest 66.9 °C and 63.9 °C respectively within starting point boundaries. 

Component mass and volumetric concentration values both follow similar scale trends. Water 

vapour part grows with bigger moisture level (from 0.219 volumetric parts to 0.321 at 40% and 

60% (when λ = 1.2) respectively), and bigger air excess value leads to smaller water vapour part in 

flue gases – decreasing from 0.219 to 0.159 volumetric parts at 40% fuel moisture and λ values of 

1.2 and 1.8 respectively (same trends are visible at different fuel moisture points). Nitrogen reacts 

oppositely to water vapour – it decreases with bigger fuel moisture (0.620 to 0.538 at 40% and 60% 

moisture) and greater air excess value tends to increase Nitrogen part in flue gas mixture (from 

0.620 to 0.667 volumetric parts at 40% moisture and λ values from 1.2 to 1.8, similar trends emerge 

with other starting point parameters). O2 and CO2 gases remain relatively unaffected. All obtained 

numerical values of flue gas components will be used in further studies for gas energetic 

parameters- enthalpy and heat transfer calculations. 
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ABSTRACT  

The power system is changing and inertia of the power system constantly decreasing due to growing power 

electronics devices in Transmission System. Frequency stability is difficult to be maintained. Transmission 

System Operator (TSO) shall use different solution to improve frequency control and ensure stability of the 

power system. It can be done by increasing the spinning reserve capacity, short circuit of the system by 

installing synchronous condensers and improving Load Frequency Control (LFC). Advanced LFC help 

stabilize frequency deviations in power system. Two control loops are used stabilize the frequency. They are 

primary frequency control loop and secondary, called Load Frequency Control. This Paper is overview of the 

classical and advanced control schemes of Load Frequency Controllers and demonstrate the ability of the 

different LFC control schemes in damping the frequency oscillations. Approaches are compared against 

different controllers and control methods in the literature; Proportional – Integral (PI), Proportional – 

Integral – derivative (PID), fuzzy PID, adaptive and self-tuning control, optimal control, variable structure 

control, etc. LFC methods are presented in the text.   

Keywords: Load Frequency Control, PID Control, sliding mode controller, Area control error, Fuzzy 

systems, Power systems 

1. INTRODUCTION 

Load Frequency Control (LFC) system is designed to maintain the frequency in acceptable 

range defined by each synchronous zone and restore the active power interchange on tie-lines 

between different Power Systems. In order to understand design of the control system two variables 

needs to be explained - control area and area control error. 

1. Control area (CA): “A power system, a part of a system, or a combination of systems to 

which a common generation control scheme is applied.”(IEEE Standards Committee 1991 def. 103)  

2. Area control error (ACE): “The frequency deviation of an isolated power system consisting 

of a single control area is the area control error. The area control error of a control area on an 

interconnected system is the net interchange minus the biased scheduled net interchange.” (IEEE 

Standards Committee 1991 def. 124)  

Two control loops are used stabilize the frequency. They are primary frequency control loop 

controls the speed of the governor and secondary control loop eleminates the error in frequency and 

regulates active power balance between interconnected Power Systems.  

Figure 1 shows that this paper highlights tree main LFC control topics: Classical Control, 

Adaptive Control and Variable Structure methods. 

Classical and advanced control schemes of Load Frequency Controllers and demonstrate the 

ability of the different LFC control schemes in damping the frequency oscillations will be presented 

further in this paper. 
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Fig. 1. Classification of LFC control methods 

2. CLASSICAL CONTROL METHODS 

Conventional controllers are linear controller, as they work on the fixed parameters values. 

These controllers are the Proportional (P), the Proportional Integral (PI) and the Proportional 

Integral Derivative (PID) controllers.  

2.1. Proportional controller 

Proportional (P) controller output is proportional to the error signal, which is the difference 

between the setpoint and the process variable. In other words, the output of a proportional controller 

is the multiplication product of the error signal and the proportional gain. 

This can be mathematically expressed [1]: 

 0)( pteKP pout  , (1) 

where: p0 – controller output with zero error; Pout – output of the proportional controller; Kp – 

proportional gain; e(t) – process error at time t. 

2.2. Proportional Integral controller 

Proportional Integral (PI) controller is a feedback controller based on weighted sum of the 

error and the integral of that error. The inputs to the PI controller for the two-area bilateral market 

structure are the ACE of the respective areas. Equation (2) expresses the controller output [2] 

 

t

iiipPI dtACEKACEKU
0

, (2) 

where: Kp – the proportional gain; Ki – the integral gain. 

2.3. Proportional Integral Derivative controller 

Proportional Integral Derivative (PID) control scheme is named after its three correcting 

terms, whose sum conclude the controlled variable (MV). The proportional, integral, and derivative 

terms are summed to calculate the output of the PID controller, defining u(t) as the controller 
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output. The derivative part can also be interpreted as prediction by linear extrapolation. In practical 

terms it applies accurate and responsive correction to a control function. 

The overall control function can be expressed [3] mathematically as 

  

t

dip
dt

tde
KdeKteKtMVtu

0

)(
)()()()(  , (3) 

where: Kp – is the proportional gain; Ki – is the integral gain; Kd – is the derivative gain; e(t) – 

process error at time t; t – is the time (the present);  – is the variable of integration. 

Traditional LFC control approaches are based on classical controllers applied to the governor 

to minimize ACE in Power Systems and stabilize the frequency deviations. Classical methods was 

proposed for LFC [4–10]. PI controllers are widely used for LFC due to their ease of operation, 

performance and simplicity in execution. 

The described method in [11] shows ability of each controller to control frequency in each 

area of its own load variation by related area control center in which no interaction between 

frequency and tie-line power is considered.  

In order to control the frequency and tie-line power flow using communication links, 

decentralized proportional-integral control design for power system load – frequency regulation 

with communication delays. In this methodology, the PI-based LFC problem is reduced to a static 

output feedback control synthesis for a multiple-delay system [10].  

Dual mode control is applied in the proportional-integral (PI) controller [8]. Proportional 

mode is made active when the rate of change of the error is larger than a specified limit otherwise 

switched to the integral mode. PI control for hydropower system [9] have been proposed. LFC 

distribution algorithm based on two independent distribution criteria: economical and technical. 

Economical part is based on cost-efficiency power redistribution taking into account plants 

efficiency curves and their regulating ranges. Technical part is considering the actual operating 

point and regulating limits. 

PI control for micro-grid systems, which can operate in two systems states: connected to the 

grid and island mode is presented in [12]. This paper introduced a novel LFC control scheme for 

micro-grid wehre PI control was introduced into control flow and first-order inertia link have been 

added into proposed LFC control strategy. 

Unified PID tuning method [7] is used for LFC. The author presented a unified method to 

desing and tune PID load frequency controller for Power Systems with non-reheat, reheat and hydro 

turbines. This method is based on internal model control method and adapted for the closed-loop 

systems. The method have been extended to multi-area Power Systems. 

The classical control methods are well-investigated for LFC in Power Systems. However, 

there are several drawbacks that need to be handled: 

 robustness against parametric and nonparametric uncertainties need to be clearly-solved; 

 approaches are not suitable for large-scale power systems where the total number of state 

variables is large; 

 the integral of the control error are used as the control signal; 

 poor dynamic performance. 

3. ADAPTIVE AND VARIABLE STRUCTURE METHODS 

The power system is changing and inertia of the power system constantly decreasing due to 

growing power electronics devices and renewable energy in Transmission System. This requires on-

line regulation to interact with the changing energy in real time. The task of the adaptive control 

technique is to make the process under control less sensitive to changes in plant parameters and not 

modelled plant dynamics due to the nonlinearity of the power system elements. 
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Adaptive frequency regulation strategy based integral sliding mode control described in the 

paper [13]. Presented simulation results shows competitive performance and adaptive ability of the 

smart frequency control in the non-linear power system. Adaptive learning control method and 

adaptive dynamic programing have been used in order to maintain the frequency within the limits 

and solve the problems from the point of the nonlinear control scheme. The nonlinear sliding mode 

regulator [10] can be derived as 

 ))()()(()()( 21

1

1 ssattxctAxcBctu   , (4) 

where: x(t) is the state vector; u(t) is the control vector; A, B matrixes derived from the frequency 

dynamic equations of the grid; η – sliding mode gain value; c1 and c2 are the appropriate vectors 

matched to x(t); η sat(s) – depresse the power fluctuations in the grid. 

Variable structure control (VSC) is the controller design such that the state trajectory is 

trapped on a switching surface and remains on it. In this case, the system is called in the sliding 

mode. The main mode of VSC operation is sliding mode control (SMC). During the sliding mode, 

the system behavior has invariance property which is independent of matched uncertainty [14, 15].  

In the paper [15] considered a class of uncertain power system to show that designed variable 

structure controller is robust and capable of effectively controlling frequency in such power system. 

Intelligent load frequency control approach for a power system with three thermal-thermal-

hydro control areas using adaptive neuro fuzzy (ANFIS) technique have been introdused in the 

paper [16]. Where PID, Fuzzy and ANFIS based controller for Load frequency control has been 

discussed. As the input for ANFIS is the error and derivative of error in the frequency. Therefore 

ANFIS is capable to generate the parameters to be used in the FIS controller of type-sugeno. 

Simulations presented in the [16] shows that controller (Fig. 2) based on neuro-fuzzy control 

methodology is faster and accurate as compared to conventionally used PI and PID controllers. 

Controller scheme of the power plant system with three control (thermal-thermal-hydro) areas are 

presented in Figure 2. It implies that the each one of the controlling areas shall contribute to 

frequency control and should take care of their own their exchange [16]. In this control, the error of 

each area is kept a linear function frequency error and tie line power error [17].  

 

Fig. 2. Model for three area power system using ANFIS based controller [16] 

L1 adaptive controller has been implemented and tested in LFC in order to recover frequency 

deviation to its balance at zero [18]. Simulation results prove that L1 adaptive controller is able deal 
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with adaptation and estimation of uncertainties. The method ensure the stable transient performance 

and control frequency oscillations without frequency deviation after transient period. L1 Adaptive 

control desing used in simulation [18] presented in Figure 3. 

 

Fig. 3. Close-loop L1 Adaptive scheme 

Control scheme shown in Figure 3 consist of four main control blocks: 1. Uncertain System in 

L1 adaptive form, 2. State Predictor; 3. Low-Pass Filter and Control Law, 4. Adaptive Law. 

This method has two main advantages: the methos does not depend on gain scheduling on 

control parameters; it does not depend on high gain feedback [19]. 

An adaptive fuzzy controller for LFC have been proposed in the paper [20]. This  controller 

has improved lerning loop with FCL rules tuned online for different operating conditions. This 

controll logic has two inputs (ACE and ΔACE) and one output (Uf). This method is capible to run 

self-ajustment. This function alows to reach better frequency control in compare with traditionall 

controllers, like integral or adaptive. 

However, there are several drawbacks and advantiges: 

 variable structure control is robust for the uncertainty; 

 maximum overshoot and the settling time of ANFIS based controller are lesser when 

compared to the conventional controllers; 

 faster than the conventional controller and have improved dynamic response; 

 conventional fuzzy controllers are not able to perform self-tuning; 

 LFC controllers using fuzzy logic are capable to provide better performance of controlling 

the frequency. 

4. CONCLUSIONS  

This paper presented various LFC methods focused on the recent researches and intends to be 

useful reference of control techniques in the LFC problem. The paper is focused on various LFC 

strategies reported in the literature and their features and disadvantages. In conclution, I can say that 

there are no rules as to when a particular controll method is better to use in order to solve LFC 

problems.  

Currently in practice most TSO in CE and IPS/UPS does not require advanced control logic 

of LFC. Most generators are equipped with LFC sytems using PI or PID controllers. These LFC 

with traditional inertia ensure of the system frequency within acceptable range.  Taking into account 

that  renewable energy sources (RES) going to increase more and more in the Power system. As the 

result of RES increase, an inertia of the power system drastically decrese as well as an ability of the 

Power System to restore the frequency. Countermeasures including advanced LFC systems will be 

needed to increase the relliabillity of the Power System. 
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ABSTRACT  

The power electronics circuits are indispensable devices today for renewable energy applications and for 

storing energy. One of the main components of this power electronic circuits is the inductance. The 

inductance working as a live heart, store the energy and pumps the energy from the source to the load in 

converters, and supply continuously the current of the circuit to the load. The energy efficiency in the system 

depends on the inductance efficiency. So, a well-designed inductance is very important in order to operate the 

converter in continuous mode so the current flow is uninterruptible. In this paper, a suitable inductance 

selection criteria for the converters are investigated from the literature and solved with electromagnetics 

equations. Also, the design steps of an inductance including necessary calculations are shown with an 

example application. The cores and wires effect to the inductance efficiency is also investigated in this paper. 

An inductance using Ferrite core and Litz wire is proposed and designed experimentally for a converter 

circuit. Measurements to determine the inductance value was shown. Also, the inductance current variations 

for higher frequencies are investigated, and used in the converter is shown. 

Keywords: Inductance selection and design, Ferrite cores, Litz wire, Inductance measurement, Skin effect in 

inductance, Inductance efficiency, Power electronics converters 

1. INTRODUCTION  

The energy harvesting from renewables, and also using it more efficient is an important topic 

for the scientific researchers today.   The power electronics circuits and devices are the main parts 

for renewable energy applications and also to be storable the energy efficiently. The scientific 

researchers are focused on design and control of the converters, and also increases the efficiency of 

the power electronic circuit’s components. 

One of the main components of the power electronics circuits is inductances. The electrical 

energy is stored in the inductance temporarily in switch mode power converters. The inductance, 

which is like the heart in a human which storage and pump the blood, the storage the energy 

temporarily and pumps the energy from the source to load in switch mode converters, and supply 

continuously and the circuit current on the load [1, 2].  

The energy efficiency of converters depends of course on the inductance efficiency. So a 

well-designed inductance is very important for the converter in continuous mode operation and 

continues the current to flow uninterrupted. The inductance value determines how to operate the 

converter under load condition. There is a limit value for the converter to work in continuous and 

non-continuous mode. The inductance limit value is calculated for this criterion [3–5]. On the other 

hand, the switching frequency of the converter is related directly to the inductance size. To reduce 

the inductance size the switching frequency can be selected to be more than 1 MHz in some 

applications.    

Inductance design is an important research matter. It is possible to find more documents and 

papers about the calculation process and most of them are belong MAGNETICS Trade Company 
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and the other corporations [6, 8, 12, 13]. Also, it is possible to find software tools to calculate and 

give inductance values [18]. These studies are trying to generalize the method in a simple way.  The 

first step in the design is to select a core for a suitable geometry and also materials [14]. An 

inductance with powder, sheet and ferrite cores made from different materials and Litz wire for 

winding are proposed and designed experimentally for a converter circuit [15, 17]. These special 

designs aim to reduce all the losses in the inductance [4].  The hysteresis curves of this inductance 

define the energy density, volume and wire turn [7]. Some differently designed inductances are 

found in literature such as a printed circuit board (PCB) design. This inductance design is aiming 

towards a compact and small system and also to solve the mutual inductance problem [9–11, 16].  

The winding area, winding resistance, and air gap length is the other main topics for 

inductance design. The calculation and details of these matters are important for the design of the 

inductance. The correct winding area calculation reduces the winding resistance, and air gap length 

which affects the inductance design. [15, 17].    

In this paper, suitable inductance selection criteria for power converters are investigated in 

detail and solved by using electromagnetics equations. Also, the design steps of inductance, 

necessary calculations, and information are shown with an example application. The cores and 

wires effect on the inductance efficiency are also investigated. An inductance with a Ferrite core 

and a special manufactured Litz wire is proposed, and designed experimentally for a converter 

circuit. Measurement for determination of an inductance value is shown. Also, the inductance 

current variations for different frequencies are studied and to be used in the converter safely. 

2. INDUCTANCE EFFECT AND SELECTION CRITERIA FOR POWER 

CONVERTERS  

The energy efficiency of converters depends a lot on the inductance efficiency and a well-

designed inductance is very important for the converter in continuous mode. The inductance value 

is determining how to work the converter under different load conditions. There is a limit value for 

the converter where it works in continuous and discontinuous mode. The inductance limit value is 

typically calculated for this criterion. Inductance current and voltage variation for the limit of 

continuous and discontinuous mode are given in Fig. 1 for a buck-boost converter circuit. The 

critical inductance value is calculated using this figure. If the inductance current is above zero all in 

time the converter works in continuous conduction mode, else the converter works in discontinuous 

conduction mode. In this mode, the inductance voltage is going to zero and do not supply the load 

in a short time and the capacitor could also supply the load.    

M D
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(a)                                                                          (b) 

Fig. 1. Buck-boost converter circuit (a), Inductance current and voltage variation at the limit value 

between continuous and discontinuous mode (b)  

Equation 1 can be written in Fig. 1 (b) geometry for the limit value.     
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If the capacitor current in Fig. 1 (a) is accepted zero the inductance current is equal to input 

and output current sum for the converter. Using these equations the inductance current average 

value and the output current depends on the output voltage for the limit values given in Equation 2 

and 3 respectively.   

 
.
 

(2)
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The maximum values of ILB and IOB for the buck-boost converter have reached this value 

when the duty ratio is zero and this is given in Equation 4.  This equation gives the minimum 

inductance value for the limit of continuous mode operation.  

 ,max ,max
2
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T V
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L
  . (4) 

3. DESIGN STEPS OF INDUCTANCE 

The necessary calculations for inductance design will be given more detailed in this section 

with an example using the related documents and studies [6–8, 11–13, 17]. Some of these studies 

only include general information’s and technical data’s without more details and power electronics 

application examples [6–8 11]. The others are case studies and include general or specific 

information’s about this matter [12, 13]. Not includes all the variable of core design in a study. The 

electromagnetic equations of inductance, core structures, and necessary calculations for wire effect 

as well as power loses relation are also investigated in this study.  

The main component in inductance design is the core structure where to be used for magnetic 

flux flow is provided. Air cores, iron cores, ferrite and powder cores are known inductance cores. 

Ferrite and powder cores are preferred for high switching frequency power converters having less 

loses and saturation. Ferrite cores are cheaper and have low power losses at higher switching 

frequencies but the flux level is lower. These cores are obtained from Mn-Zn and Ni-Zn alloys and 

have F, P, R, K types depending on the alloy’s ratios [12]. Also, the air gap in cores makes it 

preferable against the saturation.  Powder cores have an air gap dispersed in the material due to the 

nature of the material from which they are produced, and this feature is ideal for switching 

rectifiers. In addition to a soft saturation characteristic, this feature provides a lot of design 

convenience, such as small core volume, overcurrent protection, low heat, and powder cores 

provide high levels of direct current (DA) magnetic force characteristics without saturation [4, 12]. 

The other matter for core selection is core geometry and it is possible to find pot, E shape, 

toroid cores and the others in manufacturer catalogs depending on their applications. Pot cores, 

when assembled are nearly surrounded the wound bobbin and this aids in shielding the coil from 

picking up electromagnetic interference (EMI) from outside sources.  Double slab and RM cores are 

also similar to pot cores but are designed to minimize board space, providing at least a 40% savings 

in the mounting area. EP Cores are round center-post cubical shapes which enclose the coil 

completely except for the printed circuit board terminals. PQ cores are designed especially for 

switched mode power supplies. The design provides an optimized ratio of volume to the winding 

area and surface area. E cores are less expensive than pot cores and have the advantages of simple 

bobbin winding plus easy to assemble. Also, E cores can be mounted in different directions, and if 

desired, they provide a low profile.  EC, ETD, EER and ER shapes are a cross between E cores and 

pot cores. Like E cores, they provide a wide opening on each side. Toroids are economical to 

manufacture; hence, they are the least costly of all comparable core shapes. Since no bobbin is 

required, accessory and assembly costs are nil, but winding is done on toroidal winding machines. 

(1 )
2

s o
LB
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Ferrite geometries offer a wide selection in shapes and sizes. To choose a core for power 

applications the parameters in  Table 1 can be used and evaluated [8, 11, 13, 20]. 

Table 1. Comparison of ferrite core geometry types [8] 

Core Type POT 

CORES 

DOUBLE 

SLAB, RM 

CORES 

EP 

CORES 

PQ 

CORES 

E 

CORES 

EC, ETD, 

EER, ER 

CORES 

TOROIDS 

 

Core Cost High High Medium High Low Medium Very Low 

Bobin Cost Low Low High High Low Medium None 

Winding Cost Low Low Low Low Low Low High 

Winding Flexibility Good Good Good Good Excellent Excellent Fair 

Assembly Simple Simple Simple Simple Simple Medium None 

Mounting Flexibility Good Good Good Fair Good Fair Poor 

Heat Dissipation Poor Poor Poor Good Excellent Good Good 

Shielding Excellent Good Excellent Fair Poor Poor Good 

E cores are more advantageous in terms of core, coil and winding prices and easy to use, also 

with cross-sectional area and window spacing of different sizes. E cores have a double flux path 

which reduces their dimensions and this allows for small footprint and easy installation on printed 

circuits. E cores air gap can be adjusted, but the fringe fluxes formed in cores with air gap lead to 

flow losses and eddy current (Eddy) losses on winding wires as shown in Fig. 2 (a). Therefore, 

Kool Mµ E powder cores with an equal air gap as shown in Fig. 2 (b) are more preferred. The 

10.500 gauss saturation level of the Kool Mµ E powder cores provides higher energy storage 

capability that they can be achieved with the air gap ferrite E-cores, which means a smaller core 

size [19, 20]. 

               

(a)                                                               (b) 

Fig. 2. E cores and flux way; gapped Ferrite (a), Kool Mµ (b) 

The basic principles of the inductance calculation are based on Faraday's laws. The B-H 

hysteresis curve between the magnetic flux density (B) and the magnetic field strength (H) for the 

inductance is given in Fig. 3 (a). The relation between B and H are given in Equation 5 according to 

Fig. 3 and magnetic permeability, which is equal to the product of the magnetic permeability of air 

and core. The magnetic permeability of the air 6

0 1.26 10 /x H m  , the magnetic permeability of 

the material µ varies between 2000–4000 for Ferrite materials [7].  As the µ value increases, the B-

H curve will reach a linear saturation as shown in Fig. 3 (b). Therefore, the magnetic flux density 

must be selected small. 
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(a)                                                              (b) 

Fig. 3. B-H hysteresis curve (a), the change of the B-H curve with different µ values (b)   

The relationship between the magnetic flux density (B) and the magnetic field strength (H) is 

given in Equation 5 and gives the permeability of the core. 

 o

B
B H H

H
   


      


. (5) 

The inductance value is calculated using Equation 4 and the inductance value is calculated as 

a 0.72 mH for the maximum power current which is given as an 8.5 A and for the switching 

frequency. The maximum energy can be stored on the inductance is calculated for this maximum 

current in Equation 6. 

 . (6) 

The Hanna curve obtained from the relation between B and H in Equation 6 is given in 

Fig. 4 (a). Ve is defined as the volume in this equation.  

 

.

 

(7)

 

If the center of the scale on the Hanna curve is selected as seen in Fig. 4 (a) the volume value 

(Ve) can be calculated as in Equation 8.  

 
2 3

4 3

4

52.02 10
5 10 104.04 

5 10

LI
Volume cm

Volume







    


. (8) 

The nearest volume value from the E-type core catalog of the manufacturer is 120 cm³ for the 

coded DMR40-EE70. The catalog data for this core is given in Fig. 4 (b).  

     

(a)   (b) 

Fig. 4. Hanna curve (a), catalog data (b) of E-type ferrite core 
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For this volume value, the flux path, Le = 150 mm and the flux path cross-sectional area is 

given as Ae = 686 mm². For new volume value selected is given in Equation 9.  

 
2 3

3 352.02 10
0.51 10

102

LI
cm

Volume




   . (9) 

If we look again at the Hanna curve in Figure 4 (a), it is found for the 
2LI

Volume
 corresponds to 

value 0.005
e

l

l
  and H = 20. The winding number of the magnetic force from the Oersted expression 

in Equation 10 is found as: 

 
0.4 20 14.9

27.91 28 winding
0.4 0.4 8.5

e

e

HlNI
H N

l I



 


     

 
. (10) 

The cable cross-section to be used for the winding of the current 
_ max 13.8 LBI A  is selected 

from the standard table as 1.5 mm². 

The next step is the selection of the type of wire to be used. The effect of the skin 

phenomenon at high frequencies and the proximity effect of the cables adversely affect the uniform 

distribution of the current in the conductive wire as seen in Fig. 5 (a) and (b) [15, 21]. 

       

(a)                                                                    (b) 

Fig. 5. Skin effect with high frequency (a), and the effect of closure effect of the wire (b) 

Various solutions have been proposed to eliminate the effects of skin phenomenon. The major 

ones are the use of multi-stranded Litz wires, the use of multi-core winding cables or the use of 

ribbon cables [21]. The cross sections of this type of wires are shown in Fig. 6. 

 

                  (a)                             (b )                                          (c) 

Fig. 6. Various vires cross sections; (a) Litz wire, (b) multi-core wire, (c) strip wire 

According to the catalog data for Litz wire, the cable cross section is taken as two times for 

the same load flow capacity and the cross-section area for a single wire and required window 

spacing is calculated as given in Equation 11, 12. 

 2 2 22 1.5 10 3 10wA cm      . (11) 

 2 2 23 10 (42 0.4) 263 10 2.63 AW cm        . (12) 
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The window spacing for the DMR40-EE70 coded E core can be calculated as in Equation 13 

using Fig. 4 (b) catalog data. This value is greater than the calculated value for wire winding and the 

core window spacing is sufficient. 

 2( - ) 5.86 AW E B C cm  . (13) 

There is no need for an air gap calculation for Kool powder core materials with an equal air 

gap as mentioned before. Air gap for the Ferit cores can be calculated as in Equation 14.  

 0.005 14.9 0.005 0.0745 
e

l
l cm

l
     . (14) 

4. EXPERIMENTAL DESIGN FOR AN APPLICATION 

Realization of the inductance experimentally, measurements of inductance value, and study 

condition under current are given in this section. In accordance with the calculations, the required 

inductances are designed by using Litz wire, which is specially wrapped with the appropriate coil 

supplied from the market. The E cores are combined together with a frame where the windings 

wound are as shown in Fig. 7 (a). So, the electromagnetic flux will be flow in this core without any 

leakage. The last appearance of the designed inductance with Litz wire wound and fixed on a frame 

is shown in Fig. 7 (b). Considering the unexpected situations in use, losses and sudden loadings, the 

winding numbers and therefore the inductance values were selected a little too large.  

  

Fig. 7.  The used E cores with a frame (a), designed inductance with Litz wire wound and fixed on a 

frame (b) 

 

The next step is the measurement or to determine the inductance value. Using an LCR meter 

and measure the inductance value is an easy method. Alternatively, an LC resonance circuit can be 

used to estimate the inductance value by applying different frequencies. The value of the designed 

inductance is measured to be 1.2 mH depend on the winding values which are a few spins more.    

The study of the inductance on a switch mode power converter is shown in Fig. 8. The 

inductance current measured with a current probe which is rated 50 mV/A.  Also, the inductance 

current and voltage are shown in Fig. 8 for a duty cycle of 0.5. When the voltage is applied to the 

inductance the current increases linearly and when the voltage is not applied the current is 

continuous to flow through the inductance and the inductance behaves as a voltage source. This 

cycle is called a continuous mode. For the circuit, the switching frequency is 29.2 kHz and 

inductance maximum current is 5 A for this application. These results are suitable for the theoretical 

results in Fig. 1 (b) when they are compared. Also, it is seen that the inductance is stored the 

necessary energy for the continuous mode study of the converter.       
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Fig. 8. Inductance voltage variation with current for a buck-boost converter circuit. CH1 

(Inductance current 50 mV/1A), CH2 (Inductance voltage)   

5. CONCLUSION  

The inductance selection criteria and design steps for power electronics applications which 

are scattered and rarely found in the literature and manufacturer catalogs are investigated in this 

paper in more detailed. Different studies and applications in literature are used and expanded with 

an example and application as a fundamental study for researchers who will study inductance 

design. Inductance operation principle and selection criteria for power converters are firstly given in 

this paper. The novelty of this study is mainly this. The calculations and the design steps of 

inductance related to this criterion are also given more detailed. The importance of core and wire 

selection and the important points for this selection are given. In the experimental and in the 

application part, measurement of the inductance value and behavior for power converters are given. 

This study will be a reference study for the researchers who will study in this area. The losses, 

efficiency, heat increase of designed inductance and electromagnetic interference for 

electromagnetic compatibility can be investigated in the future.  
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ABSTRACT 

A rapid development of modern electric power systems with the objective to move towards smart 

grids depends on the widely applied generation of the distributed electric power introduced in the 

medium voltage distribution networks. One of the main issues related with the development of smart 

grids is the automatic distributed voltage control (ADVC). The devices controlled with a controllable 

power (e.g. in capacitor batteries that have programmable logic controllers installed) may be 

coordinated to control the voltage of distributed electricity networks in order to meet the high demand 

of distributed generation. Leaving cost and environmental impact aside, Battery Energy Storage (BES) 

is perhaps the most efficient method to stabilize power grids that access important quantities of 

renewable energy (e.g., >10%). 

The task of reactive power optimisation contains the continuous and discrete variables that must be 

determined by the optimisation algorithm. The variables are the voltage on generator terminals, the 

position of the branch switch of an overloaded transformer that is adjusted in a feasible space area 

restricted by parameters. That way, an electric system is created that conditions the least losses of the 

active and reactive power. On one hand, discrete variables are the parameters to determine the 

transformer branch and capacitor compensation power. On the other hand, continuous variables are 

the reactive output powers of generators and synchronous compensators. 

The drawbacks common to the classical methods may be overcome with the recent calculation 

methods based on artificial intelligence.  

In general, the classical optimisation algorithms become invalid when the reactive power is practically 

optimised in large-scale power systems. On the other hand, an exceptional effectiveness of nature-

based optimisation algorithms has been proven in solving optimisation tasks that contain many 

variables, including discrete and continuous variables, as well as local optimum points. 

Keywords: electric power systems, smart grids, automatic distributed voltage control, controllable 

power, Battery Energy Storage, optimisation algorithms 
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ABSTRACT 

Energy taxes are one of the main market-based tools directed to mitigate climate change in the European 

Union (EU). Therefore, the aim of this article is to analyse whether energy taxes really contribute to the 

reduction of greenhouse gas (GHG) emissions and successful implementation of climate change policy. 

Thus, applying the Granger causality test on time series and using panel data analysis, the direct and indirect 

(via the reduction of fossil energy consumption and energy intensity as well as the increase of the share of 

renewable energy consumption) impact of energy taxes on GHG emissions in EU countries was analysed in 

the present study. The results showed that energy taxes did not Granger cause fossil energy consumption, 

energy intensity, renewable energy consumption, and GHG emissions in almost all EU countries. Referring 

to panel data analysis, the results showed that energy taxes did not directly and indirectly influence GHG 

emissions. These findings reveal that the demand of fossil energy in EU is inelastic and energy tax policy in 

the EU is ineffective. Thus, tax policy should be reformed and matched with emission trading system seeking 

climate change mitigation.  

Keywords: energy taxes; climate change policy; energy efficiency; renewable energy; tax reform. 

1. INTRODUCTION 

In recent decades, particular attention is paid to the climate change mitigation. However, the 

main question is how to achieve the reduction of greenhouse gas (GHG) emission between 80 and 

95 % by 2050. The main policy tools for emission control are market-based. The environmental 

taxes are the mostly used tools in environmental policy, which the main aim is to change market 

prices to internalize environmental harms [1, 2]. The prices are increased by the tax, consumers 

should be motivated to change their buying behaviours and consequentely to reduce pollution [3].  

In order to mitigate the climate change, the energy or carbon taxes are the most applied 

market-based tools. Economists and international organizations highly recommended these tools as 

the most efficient market-based mitigation instruments [4, 5]. The EU has favoured these 

instruments to reach environmental policy objectives as well [6, 7]. However, it is very important to 

guarantee that the taxes do not hinder the welfare and economic growth [8, 9]. The carbon taxes are 

directly assigned to GHG reduction [4, 10-12] by taxes imposed on the carbon-content of fossil 

fuels. However, considering that energy taxes can be found in most EU countries, meanwhile 

carbon taxes with many exemptions have been introduced in EU countries it is necessary to analyse 

the impact of energy taxes on climate change policy. 

Energy taxes are only indirect GHG emission taxes [13]. The main target of energy tax is to 

levy tax on fossil fuels, which are the main source of GHG emissions [14-16]. Energy taxes 

contribute to the reduction of GHG emissions in two ways: 1) by improving energy efficiency [14, 

17, 18]. The energy efficiency is one of the main determinants, which is related to mitigation of 

climate change policy [19]. Energy tax has the advantage of generating revenue that could be used 

for investment in more environmentally friendly economic activities and abatement technologies 

[13, 20]. 2) Energy tax by using fuel with a lower carbon content could contribute to the reduction 

of GHG emissions [14, 17, 18]. Placing a tax on fossil fuels may make alternative fuels more 

attractive and initiate the consumers to choose more fuel-efficient products [21]. The consumption 

http://www.sciencedirect.com/science/article/pii/S0959652616310605#bib24
http://www.sciencedirect.com/science/article/pii/S0959652616310605#bib24
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of renewable energy is also one of the most important tool to reduce GHG emissions. The price 

increase of fuel should motivate a substitution effect that leads to a decreased demand for polluted 

energy sources [2, 18]. Moreover, revenues could be used to subside the environmental protection 

projects or the technological development of emission reduction [4, 9, 21]. 

The impact of energy taxes on GHG emissions has been scarcely analysed. The main question 

has been raised: whether energy taxes really contribute to the reduction of GHG emissions. 

Therefore, the aim of this study is to analyse the direct and indirect impact of carbon energy taxes 

on GHG emissions in EU countries. 

2. DATA AND DESCRIPTIVE STATISTICS 

For the analysis of energy taxation impact on climate change policy the data was collected 

over the period 1995-2012 for 28 EU member states. The data was provided by Eurostat and World 

bank database. Energy taxes were used (TAX) EUR per energy (except renewable and nuclear) tone 

(of oil equivalent TOE) consumed; fossil energy consumption (FEC) ‒ final energy (except 

renewable and nuclear) consumption per capita (tonnes of oil equivalent TOE); energy intensity 

(EI) ‒ gross inland consumption of energy divided by GDP (kg of oil equivalent per 1 000 EUR); 

share of renewable energy (REN) ‒ share of renewable energy in gross inland consumption of 

energy (%); GHG emissions (GHG) ‒ total greenhouse gas emissions per capita (tones of CO2 

equivalent).  

Figure 1 shows that during the period 1995-2012 the relative taxation on energy grew in all 

EU countries. The most intensive growth was observed in Estonia. Meanwhile, the lowest growth of 

taxes was found in Croatia, Portugal and Germany by 2%, 3% and 10% a year, respectively. 

Furthermore, the results reveal that relative taxation on energy increased more in the countries 

where initially carbon energy was not so heavily taxed. It suggests that the convergence of energy 

taxation level between EU countries was observed. The EU countries fastly catched up with the 

countries characterised by high energy tax rates. 

 

 

Fig. 1 Change in relative taxation on carbon energy use over 1995-2012.  

Level of 1995 is equal to 100% 

3. MODEL AND ESTIMATION METHOD 

In order to examine the impact of energy taxes (TAX) on fossil energy consumption (FEC), 

energy intensity (EI), renewable energy (REN) as well as on greenhouse gas emissions (GHG) at 
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country level, the Granger causality test via ADLM or ECM to time series data was applied. T-tests 

once lagged values of carbon energy taxes provide statistically significant results about future 

values of energy consumption, intensity, renewable energy consumption, and GHG emissions. In 

order to detect whether variables are cointegrated, also known as having a long-run stochastic trend 

by standard unit root testing such as Augmented Dickey-Fuller test following Engel-Granger 4-step 

procedure was performed. The general ADLM takes a form of: 

 , (1) 

where yt and xt are stationary variables, and εt is a white noise.  

Applying equation (1) to our case we have: 

 , (2) 

 , (3) 

 , (4) 

 . (5) 

ECM will be used in cases where cointegrated relationships will be detected. ECM directly 

estimates the speed at which energy consumption, intensity, renewable energy consumption, or 

GHG emissions return to equilibrium after a change in energy taxes. Given that many time series 

appear to be stationary in first differences, in order to use the Box-Jenkins approach, we could 

difference the series and then estimate models such as ARIMA, however, any information about 

long-run adjustments that the data in levels may contain is omitted. This leads us to use the ECM 

methodology developed by Sargan [22], which retains the level information. 

Thus, if both variables appear to be integrated and co-integrated by the Engle-Granger 

theorem, nexus between fossil energy consumption, energy intensity, share of renewable energy 

consumption, GHG emissions, and energy taxes will be analyzed using equation: 

, (6) 

where α is the speed at which y returns to equilibrium after a change in x. Presence of long-run 

effect can then be tested using a standard t-statistic on α.  

While this approach is easy to apply, there are, however, numerous problems that were 

summarized by Vance et al. [23]. Applying equation (6) to our case we have: 

, (7) 

, (8) 

, (9) 

,  (10) 

where EC is the error correction term. 

To examine energy tax impact on reduction of GHG emissions at EU level, we alternatively 

apply panel data analysis. Ascertaining the fact that panel data contain two complementary 

dimensions of cross section and time, this data typically provide more information and variability 

compared to one-dimensional time series data and thus allow to include more variables. Thereby, 

analyses conducted by using panel data provide the increased degree of freedom and the decreased 

degree in potential collinearity problems among the variables. As this research intends to investigate 

the effect of energy taxes on GHG emissions, besides direct effect we will model potential indirect 

effect through lowering energy intensity, fossil energy consumption or promoting renewable 

energy. 
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Our proposed dynamic panel data model (in the form of unobserved effects) that, so far, 

captures just direct effect of carbon energy taxes on GHG emissions with a time lag, takes the 

following general form: 

 , (11) 

where i = 1, …, N for each country in the panel and t = 1, …, T refers to the time period. The given 

variables are in natural log form. μ represents unobserved country fixed-effects; η represents time-

specific effects that are time-variant and common to all countries. The parameters β1, …, β4 

represent the long-run elasticity estimates of GHG emissions with respect to corresponding factor. ε 

is the classical error term which is assumed to be independent and identically distributed. 

Indirect effect of carbon energy taxes on GHG emissions through fossil energy consumption, 

energy intensity, and share of renewable energy consumption will be modelled by adding to the 

base equations corresponding interaction terms ,  and . 

Classical estimation methods like OLS, fixed or random effects for panel regression models 

do not seriously address issue regarding endogeneity in the dynamic framework. Theoretically, 

however, it is plausible, and also very likely, that higher GHG emissions are increasing incentives 

to reduce energy consumption, intensity and to increase renewable energy consumption and energy 

taxes. This would lead to an understatement or overstatement (i.e. biasness) of the effect of 

variables on GHG emissions. 

The generalized method of moments (GMM) is used for estimating the equation (11) because 

it enables us to deal with potential endogeneity problem of right-hand side variables. According to 

the GMM technique, equation must be differentiated, next, lagged observations of the first 

difference of the independent variables are used as instruments for estimation. Taking into account 

time-specific effects, we obtain: 

 , (12) 

where Xi,t is now the set of explanatory variables, also including energy taxes and the interaction 

term. 

Combining equation in differences with equation in levels into one system, the estimators are 

called system GMM estimators (SGMM). As Bond et al. [24] and Hauk and Wacziarg (2009) 

pointed out, the SGMM estimators should be used for panel data regressions to estimate more 

consistent and efficient parameters. To examine the overall validity of the SGMM estimation, 

following Arellano and Bond [25] and Blundell and Bond [26], two tests are to be carried out: (1) 

the Sargan test which tests the null hypothesis that the instruments are valid; and (2) the AR(2) test 

which tests null hypothesis that there is no second-order auto-correlation. The SGMM estimation 

results are valid only after passing two tests mentioned above. 

4. RESULTS AND DISCUSSION 

4.1. Time series data analysis 

Considering that energy taxes contribute to the reduction of GHG emissions in two ways: 1) 

by reduction of energy intensity and 2) by increase of renewable energy consumption, the Granger 

causalities between these variables were analysed in separate EU countries. The direct effect of 

energy taxes on GHG emissions was estimated as well. Analysing Granger causality between 

energy taxes and fossil energy consumption, we found statistical evidence for the Netherlands, 

Spain and Lithuania, which reveals that higher energy taxes contribute to the reduction in fossil 

energy consumption. These countries, due to the increase of energy taxes, invested and developed 

abatement technologies. Meanwhile it was observed that higher level of energy taxes corresponds to 

energy consumption growth in the United Kingdom (UK). It can be related to the fact that the level 

of energy taxes is rather low in the UK and producers are not motivated to implement new 
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technologies. In the rest of EU countries no statistically significant Granger causalities between 

energy taxes and fossil energy consumption were observed. It can be related to inelastic energy 

demand and oil monopoly energy taxes have no impact on current energy production [27]. 

Granger causality between energy taxes and energy intensity level showed the statistical 

evidence of negative relationship between these variables in Cyprus and Italy. Thus, in these 

countries due to the increase in carbon energy taxes energy efficiency programmes were 

successfully implemented. The statistical evidence of significant correlation between energy taxes 

and energy intensity was observed in Lithuania. This result shows that in the case of energy taxes 

growth, the energy intensity increases as well. In other EU countries there was observed 

insignificant Granger causality between energy taxes and energy intensity. Therefore, despite 

growing energy taxes producers are not motivated to develop technologies. 

Granger causality between energy taxes and a share of renewable energy showed a statistical 

evidence of a negative correlation between these variables in Hungary. Thus, whileenergy taxes 

reduced, the share of renewable energy consumption increased. Meanwhile, in Lithuania and France 

we found a positive relationship, which shows that in these countries, the increase in energy taxes 

Granger causes the growth in a share of renewable energy consumption. Therefore, in these 

countries carbon energy taxes created incentives to develop and use alternative low-carbon fuels 

and technologies. In the rest of EU countries no Granger causality between analysed variables was 

observed. Thus, taxes on energy sources did not motivate fuel substitution effect.  

Analyzing the Granger causality between energy taxes and GHG emissions, we found 

statistical evidence in Malta, Lithuania and Sweden. These results showed that higher energy tax is 

associated with lower GHG emissions in these countries, therefore, energy taxes could directly 

contribute to effectiveness of climate policy. However, the contrary result was observed in Italy 

where the statistical evidence of positive correlation between energy taxes and GHG emissions was 

observed. In the rest of EU countries the relationship between these variables was insignificant. 

Thus, these results show (with some minor exceptions) that energy taxes did not reduce the GHG 

emissions and did not contribute much to the implementation of climate change policy in EU 

countries. Therefore, almost all EU countries should initiate and implement energy tax reform by 

promoting the growth of energy efficiency and renewable energy consumption, and the decrease of 

energy consumption and GHG emissions.  

4.2. Panel data analysis 

The impact of direct carbon energy taxes on GHG emissions is presented in Table 1. 

Estimation (I) corresponds to the equation (11) but with omitted carbon energy taxes variable. It 

was done in order to estimated the effects of control variables, the ones that are broadly used in the 

studies examining relationship between economic activity and environmental degradation in terms 

of GHG emissions. Therefore, estimation (I) shows a positive and statistically significant 

correlation between fossil energy consumption, energy intensity and GHG emissions and negative 

between the share of renewable energy and GHG emissions. Therefore, the growth of fossil energy 

consumption by 1% corresponds to increase in GHG emissions by 0.14-0.15% and respectively for 

energy intensity the effect on GHG emissions is about 0.1-0.11%. In case of renewable energy 

consumption – growth by 1 % leads to reduction of greenhouse gas emissions by 0.02%.  

http://www.sciencedirect.com/science/article/pii/S0959652616310605#bib24
http://www.sciencedirect.com/science/article/pii/S0959652616310605#bib24
http://www.sciencedirect.com/science/article/pii/S0959652616310605#bib24
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Table 1. Estimation results of direct energy taxes effect on GHG emissions 
 

Variables (I) (II) (III) (IV) 

Y(-1) 
0.7999*** 

(13.2505) 

0.7469*** 

(10.7328) 

0.7455*** 

(11.1713) 

0.7201*** 

(10.6530) 

Const. 
0.0670 

(0.5521) 

−0.2181 

(−0.7935) 

−0.3092 

(−1.1728) 

−0.2335 

(−0.9707) 

Fossil Energy 

Consumption 

0.1396** 

(2.2714) 

0.1400*** 

(2.7330) 

0.1454*** 

(2.9286) 

0.1593*** 

(3.1568) 

Energy Intensity 
0.0963** 

(2.0435) 

0.1013** 

(2.1963) 

0.1110** 

(2.4624) 

0.1131*** 

(2.7101) 

RENewable energy 
−0.0194** 

(−2.1374) 

−0.0196** 

(−2.1042) 

−0.0190** 

(−2.0397) 

−0.0203** 

(−2.0209) 

relative TAXation on 

energy 
 

0.0431 

(1.4287) 
 

 

(-1)   
0.0533* 

(1.9444) 
 

(-2)    
0.0459* 

(1.9205) 

Sample size 435 411 408 405 

Number of countries 28 28 28 28 

Error AR(2) test 

(p-value) 

0.3390 

(0.7346) 

0.3391 

(0.7345) 

0.3292 

(0.7420) 

0.5268 

(0.5984) 

Sargan test 

(p-value) 

27.281 

(0.5151) 

32.846 

(0.8020) 

45.465 

(0.7402) 

32.413 

(0.8207) 
 

Note: All estimations are 1-step SGMM including equations in levels and all of them include time dummies. The 

statistics given in the parentheses under the coefficients of explanatory variables are Z-values using robust 

(Windmeijer-corrected) standard errors. *,**,*** indicate statistically significant at the 10%, 5% and 1% levels, 

respectively. 

 

Estimation (III) directly corresponds to equation (11), i.e. examines the one-year lagged effect 

of energy taxes on GHG emissions, estimation (II) tests instant effect of change in taxation policy 

on GHG emissions and estimation (IV) examines the two-year lagged effect. However, in all these 

estimations any negative or statistically significant correlation between carbon energy taxes and 

GHG emissions was not observed (Table 1).  

The estimation of augmented equation (11) where indirect energy tax effect on GHG 

emissions is modelled using interactions is presented in Table 2. 

Estimation (V) shows the results of indirect carbon energy tax effect via fossil energy 

consumption, estimation (VII) via energy intensity and estimation (IX) via renewable energy 

consumption on GHG emissions. Adding interaction terms to the base equation markedly changes 

estimated effect as well as its significance on separate variables involved in interactions compared 

with those we had without interaction term in Table 1. This suggests that interaction term correlates 

with separate variables that are interacted and since the standard errors are usually wide in the 

presence of multicollinearity, this in our estimations will mean that it is hard to obtain small 

standard errors due to insufficient separate information between the collinear variables. To 

overcome that problem, we alternatively estimated equation (11) with interactions, but omitted 

separate variables that are involved in interactions (see estimations VI, VII and X in Table 2). All 

interaction terms do not show negative or statistically significant relationship with GHG emissions, 

providing no evidence of indirect carbon energy tax effect on GHG emissions. 
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Table 2. Estimation results of indirect energy taxes effect on GHG emissions 

Variables (V) (VI) (VII) (VIII) (IX) (X) 

Y(-1) 
0.6367*** 

(9.2912) 

0.8450*** 

(15.5058) 

0.6884*** 

(11.2957) 

0.8164*** 

(16.3240) 

0.7708*** 

(11.2318) 

0.8322*** 

(16.0842) 

Const. 
−0.4274 

(−1.5066) 

0.0603 

(0.6627) 

0.8665 

(1.1760) 

0.1856** 

(1.9928) 

−0.2775 

(−0.9927) 

0.0993 

(1.0229) 

Fossil Energy 

Consumption 

0.7623 

(0.7673) 
 

0.1491*** 

(3.8035) 

0.1562*** 

(2.8163) 

0.1312*** 

(2.6379) 

0.1485** 

(2.3817) 

Energy Intensity 
0.1152*** 

(2.6747) 

0.12084* 

(1.8876) 

0.0701 

(0.5940) 
 

0.1012** 

(2.2909) 

0.1138** 

(2.0399) 

RENewable 

energy 

−0.0207** 

(−1.9927) 

−0.0181** 

(−2.0021) 

−0.0225** 

(−2.0089) 

−0.0199** 

(−2.1413) 

−0.0272 

(−0.4062) 
 

relative 

TAXation on  

energy 

(-1) 

0.1058*** 

(3.8149) 
 

−0.1687 

(−1.2961) 
 

0.0462 

(1.2746) 
 

FECˣTAX(-1) 

−0.1102**

* 

(−3.0753) 

0.0156 

(1.1610) 
    

EIˣTAX(-1)   
0.0387* 

(1.9534) 

0.0090* 

(1.8908) 
  

RENˣTAX(-1)     
0.0021 

(1.2746) 

0.0420 

(0.6607) 

Sample size 408 408 408 408 408 408 

Number of 

countries 
28 28 28 28 28 28 

Error AR(2) test 

(p-value) 

0.4682 

(0.6396) 

0.3203 

(0.7487) 

0.3566 

(0.7214) 

0.2654 

(0.7907) 

0.3190 

(0.7497) 

0.3349 

(0.7377) 

Sargan test 

(p-value) 

49.6031 

(0.7695) 

32.8467 

(0.6020) 

26.7601 

(0.5645) 

26.0443 

(0.5451) 

29.5715 

(0.5738) 

35.3894 

(0.6709) 
 

Note: All estimations are 1-step SGMM including equations in levels and all of them include time dummies. The 

statistics given in the parentheses under the coefficients of explanatory variables are Z-values using robust 

(Windmeijer-corrected) standard errors
7
. *,**,*** indicate statistically significant at the 10%, 5% and 1% levels, 

respectively. 

 

Referring to panel analysis the results showed that in all EU countries higher energy tax rate  

did not directly or via energy consumption, intensity, and renewable energy consumption 

correspond to lower GHG emissions. Meanwhile, the main determinants of lower level of GHG 

emissions are higher share of renewable energy consumption and decrease of energy consumption 

and intensity. These findings are in line with a lot of studies [see 28-31 and etc.]. Therefore, seeking 

the reduction of GHG emissions, the improvement of technological progress and the promotion of 

the renewable energy consumption are essential tools in the climate policy. The tax policy should be 

combined with other market-based instrument as subsidies for renewable energy sources and 

technology installation.  

5. CONCLUSIONS 

Taxes are the most applied market-based initiatives in order to solve environmental problems. 

This article analysed direct and indirect (via reduction of energy consumption and energy intensity, 
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and increase in a share of renewable energy) impacts of energy tax on GHG emissions in EU 

countries. Analysing the Granger causality between energy taxes and GHG emissions we found that 

(with some minor exceptions as Lithuania, Malta and Sweden) energy taxes did not reduce the 

GHG emissions at all. Moreover, energy taxes in majority of cases did not Granger cause fossil 

energy consumption, energy intensity, and increase in a share of renewable energy consumption. 

Referring to panel data analysis, the results revealed that in EU the higher tax rate did not directly 

or indirectly correspond to lower GHG emissions. These findings reveal that energy taxes are 

ineffective and almost do not contribute to reduction of GHG emissions in the EU. Therefore, EU 

countries should initiate and implement the environmental taxes reform. Moreover, the energy taxes 

should be combined with other market or normative based tools in order to implement more 

successfully the climate change policy. 
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ABSTRACT 

Latest studies estimate that global temperatures will increase by 2,9-3,4°C in 2100 even with 

agreed measures in Paris climate agreement. Therefore, more ambitious actions are necessary to 

achieve climate targets. Energy planning models like MESSAGE, TIMES, Balmorel are well suited 

and widely used to estimate least-cost energy sector development pathways to meet set environ-

mental goals. However, many sectors are interconnected and often complex multisectoral models 

are needed to find best solutions how to decarbonize the economy.

A significant share of greenhouse gas emissions is from transport sector. It is apparent that changes 

in this sector are necessary in order to limit global temperature increase to 2%. Carbon emissions in 

this sector potentially could be reduced by electric vehicles. However, it is important to assess how 

high penetration of electric vehicles will affect not only greenhouse gas emissions, but also other 

sectors, primarily energy sector. Emission reduction by switching to electric vehicles could be un-

dermined by increased power production in fossil power plants to satisfy additional electricity de-

mand to power them. On the other hand, flexible charging could be used to balance peak generation 

from variable renewable sources, which could result in higher penetration of renewable sources. 

For this reason, there is a benefit to include electric vehicles in energy planning models, especially 

in ones, which are used to estimate possible decarbonisation pathways. The aim of this paper is to 

present a methodology on how electric vehicles can be modelled in energy planning models.

In described methodology an optimization problem is defined to distinguish vehicle departure and 

arrival patterns from hourly traffic volume data. Departure and arrival patterns allows to determine 

vehicle state - on the road, parked at home, parked somewhere else. It is important because electric 

vehicle charging capabilities depend on its state, i.e. all vehicles that are parked at home can be 

charged, only part of vehicles parked somewhere else can be charged and vehicles on the road 

cannot be charged at all. In energy planning models if all electric vehicles are represented by a 

single technology, then it is as if everyone could share these vehicles, because the same capacity 

can be used for different travel patterns, so total installed capacity (vehicle count) required to 

satisfy travel demands can be much lower than in real life. Since total charging capacity is related 

to electric vehicle count, it can also be lower than it should be. Furthermore, this “car sharing”
decreases the time when electric vehicles can be charged, resulting in distorted charging patterns.  

To reduce this affect, traffic patterns are divided into components based on vehicle arrival and 

departure patterns. Each component is set as a separate demand in an energy planning model, 

which is satisfied by a separate electric vehicle technology. Each electric vehicle technology has 

its own energy storage (battery) and charging technology modelled. This separation of components 

does not eliminate “car sharing” problem but it helps to reduce it. It still exists within the 

components but not between them.

Methodology was tested by incorporating explained electric vehicles model into isolated Lithuanian 

energy and heat sectors model. From modelling results it was noticed that electric vehicle charging 

patterns reacted to power availability and partially absorbed electricity production variability from 

wind resulting in higher wind power penetration (53,2% vs 48,7% in 2050), compared to scenario 

without electric vehicles.

Keywords: electric vehicle, MESSAGE, energy planning, model, charging pattern 
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ABSTRACT 

The increasing of rooftop solar photovoltaic (PV) in residential building can help to gain the portion of clean 

energy generation in power network. However, electricity energy from solar PV is available only in daylight 

and its output power depends on solar radiation intensity. Where, these characteristics of solar PV cause to 

negative impacts on village network such as load factor decrease and overvoltage and, in many researches, an 

energy storage system is essentially required to deal with these problems. Accordingly, the energy storage 

management system for mitigating the impacts from high penetration of rooftop solar PVs in a village 

network is proposed in this study. The aim of this paper is to optimize the size, operation and location of 

battery energy storage system (BESS). In addition, the objective function is to maximize economic benefit 

from the investment of BESS that includes battery price arbitrage, peak demand reduction, energy losses 

reduction and carbon emission reduction, while system load factor improvement is considered. The newly 

optimal power flow techniques developed by using the following control method of load factor correction 

curve combination with energy price arbitrage pattern. First, the size and operation of BESS are optimized by 

using genetic algorithm (GA) and then its optimal location is finding by using search method. To verify the 

effectiveness of the proposed system, a case study of real village network in Udon Thani, Thailand is 

selected. The proposed approach has been developed and simulated in MATLAB. By using this 
methodology, the numerical results show that load factor of village network with high penetration of solar 

PVs is improved and reach to a desired value, that is not lower than the load factor in the case without solar 

PV integration in the network. In addition, economic benefit which is a net present value (NPV) of BESS 

investment is maximized. Furthermore, network energy losses are decreased during the peak load time, and 

all buses voltages operate within theirs limits. 

Keywords: battery, economic benefit, genetic algorithm, net present value, optimization, residential network 

1. INTRODUCTION 

Climate change and global warming problem due to greenhouse effect are pressing issue of 

the world. Hence, to reduce greenhouse gas (GHG) emission such as CO2 is very concerned in 

power production. Indeed, Thailand also pay attention on this role by setting a target of renewable 

energy generation portion to 30% of all energy consumption within 2036 in alternative energy 

development plan (AEDP) 2015 [1]. In fact, Thailand is a country that locates in tropical zone 

which has high potential of solar energy [2]. In addition, the installation costs of solar photovoltaic 

(PV) system for residential is continuously reduced [3]. Therefore, Thailand government tried to 

promote the using of solar PV especially rooftop solar PV installed in buildings. However, the 

increasing of rooftop solar PV in households can impact to power network especially in low voltage 

network such as village network. For the negative impacts on power network, there are various 

impacts such as power quality issue due to high harmonic generation from DC-AC converter [4], 

power fluctuation due to the uncertainty of solar irradiation and overvoltage in the duration of solar 
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PV generation exceeds the demand [5]. This is the challenge of the distribution system operator 

(DSO) of Provincial Electricity Authority (PEA), who is a state-owned enterprise responsible for 

power distribution and electricity retailing for 74 provinces except Bangkok metropolis and its 

suburbs [6], to deal with this situation. 

Several researches studied about how to deal with the negative impacts of renewable energy 

sources (RES) integration in network. Research works [7]-[9] and [10] proposed the use of energy 

storage system (ESS), because its technology and price will be commercialized for utility and 

residential applications in a near future [11]. For example, a study in [12], optimal locating, sizing 

and operating ESS, in residential system with rooftop solar PVs is proposed for flattening the daily 

power demand curve by considering a target of desired load factor. Moreover, the voltage profile is 

enhanced by optimal dispatching reactive power in ESS. However, they did not evaluate the cost of 

ESS that is very important for project investment. Specifically, in [13], authors have applied ESS to 

do economic optimal power flow in microgrid with RES integration. Nevertheless, they did not 

consider some benefits related to ESS installation, such as transmission access fee reduction and 

energy losses reduction. Instead, most possible benefits and costs from ESS deployment to a utility 

is presented in [14], for example, peak power generation reduction, energy price arbitrage, 

reduction of energy loss, transmission and distribution (T&D) systems upgrade deferral, reduction 

of CO2 emission and reactive power support are evaluated. However, optimal strategy of ESS is 

only proposed for locating and sizing ESS while optimal ESS operation is not presented. Indeed, 

only upgrade deferral of T&D benefit is significant to gain a high net present value (NPV) of ESS 

investment because cost of ESS deployment is still high. Also, a study in [15] is presented the optimal 

operation, size and location for battery energy storage system (BESS) in low voltage distribution 

system with high integration of solar PVs. Indeed, BESS optimal operation strategy uses the 

following control method of solar PV generation profile combination with economic benefit pattern 

that is consisted of energy price arbitrage, reduction of CO2 emission cost and reduction of 

transmission access fee. However, improving system load factor is not considered in that work. 

In order to fulfill the previous research works, this paper proposed the energy storage 

management system to enhance efficiency of village network with high penetration of rooftop solar 

PVs. The approach strategy is using a battery energy storage system (BESS) for optimal power flow 

in low voltage distribution system. In addition, sizing, operating and locating of BESS are 

optimized to improve network load factor and the economic benefits from BESS investment which 

are considered as NPV. The considered economic benefits of BESS investment in this paper are 

battery prices arbitrage, power demand peak reduction, energy losses reduction and CO2 emission 

reduction. Finally, load, PV, BESS and village network of a study case are modeled, and the power 

flow calculation is simulated in MATPOWER 6.0 [16] while, an optimization problem is solved by 

genetic algorithm (GA) implemented in MATLAB (Natick, Massachusetts, USA). 
The remainder of this paper is organized as follows: Section 2 explains a methodology that 

describes modeling of load, PV and BESS including a proposed optimal strategy. Section 3 presents 

results and discussions from the simulation of the proposed strategy performing on a village 

network. Finally, Section 4 is a conclusion that highlights the major contribution of this work. 

2. METHODOLOGY 

This section describes a proposed methodology of energy storage management system 

(ESMS) for village network that is shown its framework method in Fig. 1. In addition, the aim of 

this work is to optimize size, operation and location of BESS in a low voltage distribution system 

with rooftop solar PVs. As shown in Fig. 1, village network, historical load curve, solar PV 

generation profile, battery model and electricity tariffs are used as input data for optimal power flow 

(OPF) that is based on technical-economical technique. Consequently, optimization problem is 

formulated, and a proposed optimal strategy is used for finding an optimal size, operation schedule 

and location of BESS.  
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Fig. 1. Energy storage management system (ESMS) framework 

2.1. Load, PV and BESS modeling 

Firstly, village load is modeled as a residential load curve for 24 hours of a day, that is 

collected from load research data of PEA [17]. Indeed, daily load curve is generated from last two 

years of historical data and then is constructed to be the averaged model for 24 hours of a day which 

is selected as a representative load model for planning years. Secondly, solar PV model is assumed 

by the following; all rooftop solar PV units were already installed in the network and operated at 

unity power factor. In fact, historical data of hourly solar PV outputs for two years are collected 

from the real installation place in Udon Thani, Thailand. In addition, all installed solar PV modules 

are obtained the same solar irradiance. For the daily generation profile of solar PV, its 24-hour 

interval is defined same as the load profile and then hourly solar PV curve is normalized by 

dividing its daily peak value. While, vanadium redox battery (VRB) is selected for this study, 

because it has high efficiency, long life cycle [18]. Moreover, it can be applied for a long time 

charging and discharging. Therefore, the employment of VRB in residential network with solar PV 

integration is cost effective. Because of very small self-discharge in VRB [19], it is neglected in this 

work. Finally, the efficiency of both solar PV and battery inverter are assumed to be 100% and 

operate only in real power supply mode. 

2.2. Problem formulation 

As mentioned before, the optimal power flow by using BESS can mitigate negative impacts 

of RES in network, such as load factor improvement and voltage control. On the other hand, due to 

high cost of BESS investment, the economic benefit from its deployment should be considered. In 

this study, there are four possible economic benefits that can be occurred as following: 

1) The direct economic benefit of BESS is buying energy from the main grid to charge battery 

with a low price in off peak rates and then selling the stored energy back to the main grid with 

higher price during on peak rates that is called battery arbitrage (BA). 

2) Same as battery arbitrage, the energy is charged with a low CO2 emission rate in off peak 

period and then the energy is discharged back to network during on peak period which the CO2 

emission rate is high. Moreover, it can be said that, BESS can help to reduce CO2 emission from the 

generation of fossil power plant by storing energy from surplus solar PV generation during day time 

and then discharge back to network during night time. Consequently, CO2 emission reduction (CR) 

can be evaluated to be an economic benefit term by using the damage cost of CO2 emission saving. 

3) In order to reduce energy losses, flattening substation transformers load curve by using 

BESS allocation is presented to improve system load factor [12] which can reduce power demand in 

the peak time. Therefore, the highest power losses occurring in the peak time can be reduced which 

can consequently benefit to the total energy losses reduction (LR). 
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4) Use of BESS to discharge some power into the network during peak period can shave peak 

demand. As a result, the cost of peak reduction (PR) can be converted to an economic benefit as 

transmission access fee saving. 

Therefore, an objective function in this paper is proposed based on NPV as shown below: 
 

                              
    

    
 
 

  
                              (1) 

 

where BA, CR, LR, and PR are the benefits of battery arbitrage, CO2 emissions reduction, energy 

losses reduction and peak reduction, respectively. While, BESSO&M is an operation and maintenance 

cost of BESS deployment. Indeed, these benefits and cost are evaluated for all project period of N 

years that is usually equal to a battery life time. In addition, if , dr and n are inflation rates, discount 

rates and year of evaluation, respectively that are used as a multiplier for NPV calculation. Lastly, 

BESSinv is a first time investment cost of BESS installation. Accordingly, the all benefits in this 

paper are formulated as shown in (Eq. 2)-(Eq. 5): 
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where   
 and   

  
 are battery dispatching power (kW) and electricity price rates ($/kWh) at hour i, 

respectively. While,   
    is the reverse power flow (kW) from the village network to the main grid 

that is occurred when rooftop solar PVs power generation exceeds network power demand. The 

reverse power flow in this paper is defined as negative value. In addition, in case of no policy for 

the utility to pay the surplus energy from residential solar PV, using BESS to store this surplus 

energy not only can protect voltage rise issue in network, but also make a profit by selling this no 

cost energy back to village. Consequence,    
    parameter in the (Eq. 3) is a CO2 emission cost 

damage rates ($/kWh) at hour i. The third of benefit term is an energy losses reduction (Eq. 4), 

where   
   is power losses reduction (kW) at hour i. The last of all benefits is a peak reduction (Eq. 

5), where cdr and   
   are montly peak demand charged ($/kW) and reduction of peak demand 

(kW), respectively. In addition, the costs related to BESS deployment can be expressed as follows: 
 

                
         

                                                    (6) 
 

                 
          

                                                (7) 
 

from (Eq. 6) and (Eq. 7), Cp ($/kW) and Ce ($/kWh) are the first time investment costs of BESS 

related to inverter power rating (     
 ; kW) and enegy capacity rating (     

 ; kWh), respectively. 

While, CMp ($/kW) and CMe ($/kWh) are the operation and maintenance costs of BESS related to 

power rating and enegy capacity rating, respectively. 

2.3. Proposed optimal strategy 

To improve system load factor by using BESS, the status of BESS operation could be  

“charged” at low power demand and “discharged” at high power demand. In fact, the BESS daily 

operation pattern can be constructed by using the load factor correction (LFC) curve. That the 

equation of load factor (LF) and LFC curve are expressed as following: 

   
    
 

     
                                                                 (8) 
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where   
 ,     

  and      
  are power demand (kW) at hour i,  average value of daily power demand 

(kW) and peak of power demand  (kW), respectively. However, the project deployment must 

consider the maximum benefit of investment, therefore, BESS could store energy at low energy 

prices period and supply back to network at the high energy price period. Consequently, the 

operation pattern of the BESS can be constructed by using the price arbitrage pattern (PAB) that is 

expressed as follows: 
 

     
  
  

     
  

 
    
  

     
                                                             (10) 

 

where   
  

,     
  

 and      
  

 are electricity energy price rates ($/kWh) at hour i, average value of 

daily electricity energy price rates ($/kWh) and peak of electricity energy price rates ($/kWh), 

respectively. 

According to the proposed method of this study, the optimization objective is to improve 

system load factor with the maximum benefit of BESS investment (maximized NPV). Therefore, 

the scheduling of battery operation using load factor correction (LFC) curve combining with energy 

price arbitrage (PAB) pattern via following control method is proposed. Consequently, a new 

proposed objective function for daily optimal power flow by using BESS can be expressed as 

follows:  

  
                                                                     (11) 

 

where   
  is the battery dispatced power (kW)  at hour i (positive value when BESS discharges 

power and negative value when the power is charged in to the BESS). Secondly,      is the 

maximum dispatched power (kW) of the battery that could not be higher than substation 

transformer rating (     
  ; kVA). Finally, β and α are weighting factor for BESS optimal size and 

operation, respectively. 

To schedule BESS operation following LFC curve, BESS will be charged at low power demand 

perirod and BESS discharges at high power demand period. Thus, when α = 1, only load factor is 

improved. While, when α = 0, the weighting factor for load factor improvement is equal to zero; 

therefore, BESS operates following only PAB curve to maximize benefit of energy price arbitrage. In 

addition, β and α parameters are tuned by the genetic algorithm (GA) optimization and their values is 

varied between 0-1 based on the objective functions (Eq. 1) and optimization constraints. 

For the maximum life cycle time of BESS, the 24 hours operation of charging and discharging 

energy could be balanced by considering roundtrip efficiency which is considered as constrains and 

can be writen as shown (Eq.12). 

     
    

     
         

     
                                                     (12) 

 

where   
   and   

   are  the discharged power (kW) from the BESS and charged power (kW) to the 

BESS at hour i, respectively. These two parameters could not exceed maximum limit (    ; kW), 

while   is the battery round trip efficiency of BESS. As a result, the sizing of BESS power rating 

and energy capacity rating can be calculated as shown below: 

    
     
        

                                                          (13) 

    
     
  

       
  

    

 
                                                       (14) 

where   
  is the stored energy (kWh) of BESS at hour that cumalates from hour i to hour h, while,   

is the battery depth of discharge (DoD) that represents a range of its operation between the highest 

and the lowest allowable battery state of discharge (SoC).  
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Because a typical village network is a small scale network consisting of one feeder or two 

feeders. Thus, in this work, the strategy for solving the optimal location of BESS focuses only one 

BESS installation because the operation and maintenance costs will be more economical. However, 

to protect overvoltage issue, the optimal operation do not allow reverse power flow in the network 

and the voltage of each bus has to be within lower and upper limits. According to PEA grid code 

standard, system voltage could be between 200 V and 240 V. Moreover, power flow of each line in 

the network could not exceed its thermal limitation. Therefore, inequality constraints for the 

technical term in this study are epressed as following: 
 

   
       and                  ;                                          (15) 

 

                    ;                                                            (16) 
 

where   
    

  and Vbus,i  are grid supplied power (kW) and bus voltage (V) at hour i, respectively. 

Thus, Vmin and Vmax are lower and upper limits of voltage level, respectively. While, Ibranch,i  is the 

current (A) of branch i, while Iconmax is the maximum current (A) limit of branch corressponding to 

its thermal limit, respectively. While, nbus and nbranch are number of bus and number of branch for 

village network. 

The proposed procedure for solving optimal size, operation and location of BESS is presented 

in Fig. 2. At the first step, daily dispatch pattern of BESS is constructed by using the load factor 

correction curve (LFCc) combining with energy price arbitrage pattern (PAB) following control 

method. Secondly, the population of weighting factor such as β and α are generated by GA function 

implemented in MATLAB. Then, network power flow is performed via MATPOWER by varying 

BESS location to find a place that provides the minimum system energy losses. After that, the 

objective function and optimization constraints are evaluated. While, GA continually tunes β and α 

until the objective function meets the desired load factor and maximized NPV while all technical 

constraints are not violated. 
 

 
 

Fig. 2. Flow chart of proposed procedure 
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2.4. Case study 

A case study for verifying capability of this proposed method uses the real village network 

that locates in Udon Thani, Thailand as shown in Fig. 3. The 43 buses radial system is connected 

with a medium voltage distribuition system at 22 kV through a 250 kVA substation transformer that 

steps down voltage to 230/400 V for 99 households. In this network, it is assumed to be a balance 

load sytem. Distributed solar PVs representing rooftop solar PVs in a village network that are 

placed at bus number 25, 28, 31, 40 and 43 to present the worst case of solar PVs impacts both 

voltage rise and power losses increase. In addition, solar PV power capacity of all units are varied 

for study the effect of high solar PV penetration in each scenario. Solar PV penetration level is 

defined as the ratio of total solar PV rated power to peak apparent power demand of a village. 

Infact, the daily peak load is 184.5 kVA that is calculated from the historical electricity bill of all 

households. In addition, the system power factor is set to be a constant at 0.90 lagging. 

Consequently, daily power demand curve and solar PV generation profile are collected from the 

two years historical data. Then, both curves are generated to an averaged model and then are 

normalized by its peak value for 24 hours of a day. Finally, the electricity energy price rates is 

defined by using the time of use (TOU) rates of Thailand electricity tariffs [20]. Moreover, the 

environment assessment is considered to model the saving of the damage cost of CO2 emission 

($/kWh) that relate to the damage cost of CO2 emission ($/kg) and the CO2 emission rate (kg/kWh). 

The damage cost of CO2 emission is assumed to be 0.0257 $/kg and the CO2 emission rate from 

fossil power plants varying by each hour of a day is refered from the study in [15]. Therefore, the 

damage cost of CO2 emission are varying by each hour of a day. The relationship of village load 

curve and solar PV output profile is presented in Fig. 4 (a) and the electricity TOU price rates and 

the damage cost of CO2 emission rates are shown in Fig. 4 (b). 

 

  
 

Fig. 3. A village network for case study in Udon Thani, Thailand 

 

               

(a)                                                                    (b) 

Fig. 4. (a) The relationship of village load curve and PV generation output profile  

(b) The electricity TOU price rates and the damage cost of CO2 emission rates 
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3. RESULTS AND DISCUSSIONS  

This section presents the success of the energy storage management system (ESMS) in this 

study. Firstly, power flow of a village case has been simulated by MATPOWER to perform the 

effect of PV for each penetration level. The proposed method has been evaluated in MATLAB to 

proof its effectiveness that is consisted of both technical issue mitigation and economic benefit from 

BESS deployment. 

3.1. Effect of varying solar PV penetration 

In this study, the increment of solar PV penetration is assumed to be increased from 0% to 

100% with 20% for each step. Fig. 5 (a) shows the effect of each solar PV penetration level to 

power demand profile. While, system load factor, energy losses and maximum bus voltage versus 

solar PV penetration level are presented in Fig. 5 (b). As a result, there is a reduction of load factor 

when solar PV penetration level is increased becauase of non-matching between the increment of 

solar PV generation and power demand during the intraday. For the energy losses, the losses seem 

to be decreased at low level of solar PV penetration; however, at the higher level of penetration, the 

losses are continuously increasing as same as the increasing of reverse power which is the power 

that flow back into the main grid because the power from solar PV is higher than power demand in 

the network. For the system voltage, it will rise following the solar PV penetration and the 

maximum voltage (Vmax) is occurred at bus number 31 which solar PV is installed. 

                

(a)                                                                    (b) 

Fig. 5.  (a) Effect of each solar PV penetration level to load profile, (b) Load factor (LF), energy 

losses (Losses) and maximum voltage (Vmax) versus PV penetration level 

 

3.2. Proposed method evaluation 

As a result of negative effects from each solar PV penetration level in Fig. 5, load factor (LF), 

energy losses and system voltage simultaneously confront the negative effects when solar PV 

penetration level reaches 40%. Therefore, the ESMS is proposed to mitigate these effects with solar 

PV penetration level at 40%, 60%, 80% and 100%, respectively. By these assumptions, the at least 

load factor could be not lower than the case of no integration of solar PV in network (base case LF 

is 0.51). Consequently, the desired LF of the test is defined to 0.52. The effectiveness of the 

proposed system for the technical enhancement is shown in Table 1. Accordingly, the evaluation 

results of daily load factor, daily energy losses, daily reverse energy and maximum/minimum 

(Max/Min) of system voltage are improved by the proposed optimal strategy for all solar PV 

penetration levels. 
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Table 1. Technical evaluation result 

Solar PV 

penetration  
Case 

Daily load 

factor 

Daily energy 

losses (kWh) 

Daily reverse 

energy (kWh) 

Max/Min of system 

voltage (Volt) 

40% 
Without ESMS 0.36 62.57 21.20 232.8/ 211.4 

With ESMS 0.52  60.16 - 232.4/213.7 

60% 
Without ESMS 0.28 69.96 213.65 237.2/211.4 

With ESMS 0.52 55.44 - 231.8/215.7 

80% 
Without ESMS 0.21 85.14 477.43 241.5/ 211.4 

With ESMS 0.52 56.61 - 233.6/216.3 

100% 
Without ESMS 0.14 107.52 742.71 245.5/211.4 

With ESMS 0.52 64.53 - 235.5/216.7 

Finally, based on economic parameter for NPV calculation as shown in Table 2, the evaluation 

results of BESS location, size and its cost-benefit for each solar PV penetration level are shown in 

Table 3. 

Table 2. Economic parameter 
 

Parameter Value (unit) Parameter [15] Value (unit) 

if 1.5% cMp 9$/kWh 

dr 7.0% cMe 0 

N
 

25 years cp 426 $/kW 

Cdr  4.2 $/kW ce 100 $/kWh 

  0.8   75% 

Table 3. Economic evaluation result (Eq. 1) 

Solar PV 

penetration  

BESS 

location 

BESS size 

(kW/kWh) 

Investment 

cost ($) 

O&M 

($) 
BA ($) PR ($) LR ($) CR ($) NPV ($) 

40% Bus#2 64/321 59,364 8,135 112,105 36,198 5,218 3,038 89,060 

60% Bus#8 86/503 86,936 10,963 178,459 51,174 15,713 8,662 156,109 

80% Bus#8 105/703 115,030 13,322 292,660 65,499 25,185 17,620 272,612 

100% Bus#8 120/870 138,120 15,281 398,162 79,667 36,053 26,455 386,936 

 

Data in Table 3, shows the optimal size and location of BESS and economic benefit related its 

deployment versus varying PV penetration level. The numerical results of all economic evaluation 

values are increased following the increment of solar PV penetration level. Consequently, a net 

present value (NPV) from BESS investment is positive for all penetration levels which means that 

the BESS installation is worth for investment. By a comparison between the proposed ESMS 

method with previous method from the literature reviews in [14] and [15], it shows that the 

proposed ESMS method can effectively improve load factor and maximize NPV together, whereas 

those studies can not provide. In addition, the proposed strategy can gain village network capability 

for integration of high solar PV penetration. 

4. CONCUSSION  

This paper proposes the energy storage management system for mitigating the negative 

impacts from high penetration of rooftop solar PVs in a village network. Indeed, the aim of this 

work is to optimize size, operation and location of BESS unit. In addition, the contribution of this 

work is developing a novelty technical-economic optimal power flow by using the following 

control method of load factor correction curve combining with energy price arbitrage pattern. In this 

proposed framework, input data consisting of village network parameter, load model, solar PV 

model, vanadium redox flow battery model and electricity price rates (TOU) are used for optimal 

power flow calculation. Consequently, the optimization problem is formulated based on the 
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objective of maximizing NPV while system load factor is considered to meet the desired value. 

Then BESS size and operation scheduling are optimized by using genetic algorithm (GA) function 

in MATLAB. In fact, a case study from a village network, power demand and solar PV generation 

profiles from real system at Udon Thani, Thailand are used to verify effectiveness of the proposed 

ESMS. Accordingly, the study result from power flow simulation in MATPOWER shows that the 

low of system load factor due to high penetration of solar PV in the network can be mitigated. The 

load factor can be reach to 0.52 that is higher than the load factor in the case without solar PV 

integration. The economic benefit based on net present value (NPV) of BESS investment is 

maximized which can reach to 386,936$ for a case of 100% of solar PV penetration. Thus, this 

proposed method can make the profits from BESS investment. Furthermore, network energy losses 

are decreased, especially during the peak load time while all technical constraints are not violated. 
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ABSTRACT 

The transport sector is one of the major polluter of greenhouse gases and other pollutants. Electric vehicles 

are considered as one of the most effective technologies for decrease greenhouse gas emissions from the 

transport sector, reduce dependence on oil and improve air quality. Although electric vehicles can 

significantly contribute to energy consumption efficiency, reduction of carbon dioxide emissions and 

independence from petroleum imports, numerous technical and economic challenges burden electric vehicle 

mass-market adoption. Having faced the problems of air quality decrease, a number of countries worldwide 

are striving to promote electric vehicle usage. One of the reasons why natural market entry for electric 

vehicles is relatively slow can be linked to their prices, which are higher than the prices of traditional fossil 

fuel-driven vehicles. Trying to improve the situation, national and local authorities develop promotive policy 

instruments which enhance competitiveness of electric vehicles and increase their popularity among 

consumers. This article examines the effects of such policy measures, including tax iniciatives, grants, traffic 

regulations and investments in charging infrastructure. Consumer choices were assessed using willingnes to 

pay method. This article also employs a discrete choice model, expert evaluation and Simple Additive 

Weighing (SAW) methods. The results may serve as initial guidance for policymakers and investors in 

improving promoting measures for electric vehicles adoption. 

Keywords: renewable energy in transport, electric vehicle, willingness to pay 

1. INTRODUCTION 

In the eyes of the public, electric vehicle technologies are treated as ones providing the 

following benefits: responding to the detrimental environmental effects caused by the transportation 

system, reducing national energy dependency and easing the pressure society puts on the energy 

sector (Windisch, 2013). The development of the electric-vehicle market offers the advantages 

related to human health, air and environment quality, grid resilience and economic growth (Daina et 

al. 2017, Malmgren, 2016). Due to the environmental impact and growing popularity of electric 

vehicles, the problems of their use and development raise increasing scientific interest. One of the 

reasons why natural market entry for electric vehicles is relatively slow can be linked to their prices, 

which are higher than the prices of traditional fossil fuel-driven vehicles. Trying to improve the 

situation, national and local authorities develop promotive policy instruments which enhance 

competitiveness of electric vehicles and increase their popularity among consumers (Yang et al., 

2016). Electric vehicle promotion measures and efficiency of these measures have become relevant 

issues of scientific research. 

Promotion systems as well as economic evaluations of individual incentives can be found in 

the studies introduced by Yan (2018), Jenna et al. (2018), Kester et al. (2018), Hardman et al. 

(2017), Zhang el al. (2017), Hall et al. (2017), Hall and Lutsey (2017), Jin and Slowik (2017), Yang 

et al. (2016), Langbroek et al. (2016), Mock and Yang (2014),Windisch 2013, Kampman (2011), 

etc. Along with all other benefits, electric vehicles serve as a convenient alternative to traditional 

means of transportation, and the changes in the transportation market are caused by the changes in 

consumer needs and expectations (Hardman et al., 2017). Namely for this reason the studies in the 

area of electric vehicle promotion must consider consumer preferences. The issues of consumer 

preferences in respect of electric vehicles were analysed in the studies conducted by Ramos-Real el 
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al. (2018), Cecere et al. (2018), Hackbarth and Madlener (2016), Helveston et al. (2015), Chorus et 

al. (2013), Hackbarth and Madlener (2013), Ewing and Sarigöllü (2000) and other authors. 

The main purpose of this article is to identify the most efficient electric vehicle promotion 

measures in Lithuania with consideration of consumer preferences and assessment of the efficiency, 

feasibility and annual implementation costs of particular measures. This article employs a discrete 

choice model which is estimated by a logit regression. Measure efficiency and feasibility were 

assessed by employing the method of expert evaluation. The results were summarised by applying 

SAW (Simple Additive Weighing) method for multiple criteria decision-making problems. 

2. THEORETICAL BACKGROUND  

The variety of electric vehicle promotion measures is really wide. Scientific publications 

propose different classifications of these measures. For instance, electric vehicle promotion 

measures can be classified by their character, volume or administrative level (Mačiulis et al., 2018). 

IEA-RETD (2015) proposes segmentation by administrative levels and separation by three 

dimensions: vehicles, energy infrastructure and energy carries. Electric vehicle promotion measures 

can also be attributed to such categories as traffic regulation, charging infrastructure and monetary 

incentives, which are often limited in time and are only available to a limited number of eligible 

consumers (Tyrrell and Dernbach, 2011). Having analysed different categories of electric vehicle 

promotion measures, the authors of this article selected the most commonly used ones that, with 

consideration of their specifics and implementation practices, can be adapted in Lithuanian context. 

The selected electric vehicle promotion measures are presented in the Table below. 

Table 1. Policy measures analysed in this article (compiled by the authors) 

Category Promotion measure  

Monetary Value added tax exemptions 

Direct subsidies for a vehicle 

purchase 

Vehicle tax exemptions 

Traffic 

regulations 

Free city centre parking 

Free use of bus lanes 

Charging 

infrastructure 

Free charging at public areas 

Financial support for charging 

stations near homes 

Financial support for charging 

stations near work  

 

Unlike all other measures, value added tax exemptions and direct subsidies for a vehicle purchase were 

assessed together, leaning on Lieven’s (2015) methodology. The sizes of these two measures were estimated 

with reference to the most common examples in Europe (Tsakalidis and Thiel, 2018). The options of the 

sizes used for this research are presented in the Table 2. 

Table 2. The combinations of value added tax exemptions and direct subsidies  

(compiled by the authors) 

No. 
Value added 

tax rate, % 

Direct subsidies for 

a vehicle purchase, 

Eur 

1. 21  - 

2. 14  12.000  

3. 7  8.000  

4. 0  4.000  
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Much marketing effort is wasted for assessment of consumers’ willingness to pay (WTP). If the real 

price of a product is lower or equal to the WTP level, a consumer needs one item of this product (Varian, 

1992). But the problem is that not all WTP-related studies are able to reflect real values and a real consumer 

decision to buy. The direct methods, which ask consumers to clearly define their WTP in open-ended 

questions, help to easily obtain and understand the survey data. Nevertheless, it should be noted that 

respondents are not always able to objectively assess their WTP when they are trying to compare competing 

products or services, especially if the hypothetical nature of surveys is borne in mind (Blatter el al., 2009). 

Individual preferences play a key role in stimulating the demand for eco-friendly vehicles. Generally, 

when assessing consumers’ WTP, the attributes of different technology vehicles, for instance, maintenance 

costs, vehicle performance, purchase tax exemption, fuel costs and driving range, are compared (Potoglou 

and Kanaroglou, 2007). In this article, we analyse consumers’ WTP for an electric vehicle, and each electric 

vehicle promotion measure is treated as an attribute which generates higher value added compared with the 

one generated by traditional vehicles with internal combustion engines. The similar assessment of electric 

vehicle promotion measures (the estimations are based on the method of conjoint analysis) can be found in 

Lieven’s (2015) study that explores two financial measures, two traffic control measures and three electric 

vehicle charging measures. 

In this article, for estimation of WTP, we employ a discrete choice model which describes, explains 

and forecasts the choice of two or more discrete alternatives. In other words, discrete choice models are 

employed in the situations, when the possible result is a discrete size. For assessment of the situation in the 

transportation sector, discrete choice models were previously employed by Tanaka et al. (2014), Hoen and 

Koetse (2014), Hackbarth and Madlener (2013), Ziegler (2012), Higgins et al. (2012), Ewing and Sarigöllü 

(2000), Axsen et al. (2009), Mau et al. (2008), Potoglou and Kanaroglou (2007), Bunch (1993) and others. 

To solve similar problems, the techniques of logistic regression and probit regression are commonly 

applied. These techniques estimate the probability that a person will choose a particular alternative. Models 

are commonly used to forecast how a personal choice will change along with the changes in the attributes of 

alternatives. A set of possible choices, comprising all possible alternatives, must meet three basic 

requirements (Train, 2002): 

1. The set of alternatives must be exhaustive, and a person must choose one alternative from the set. 

2. A person may choose only one alternative from the set, which means that by choosing one 

alternative, he/she refuses other alternatives. 

3. The set must comprise a finite number of alternatives. 

3. METHODOLOGY 

The description of the methodology is structured into three parts: the first part describes the consumer 

preference survey, the second part characterises the expert evaluation, while the third part explains cost 

estimation and multi-criteria assessment. 

As in practice it is impossible to know all the factors that may determine a personal choice, consumer 

preferences were researched by employing discrete choice models based on the stochastic presumptions and 

specifications that helped to assess unobtrusive factors. Discrete choice models define the probability that a 

person will choose a particular alternative. Here the probability is expressed as a function of obtrusive 

(marked x) and unobtrusive (marked ) variables (factors). Human-choice related factors are expressed as 

the following function (Train, 2002, Fosgerau and Bierlaire, 2009): 

y = h(x, ). (1) 

Endogenous variable y can acquire values {0,1}, where, for instance, y = 0 denotes that the event 

under research will not occur, while y = 1 denotes that the even under research will occur.  

Depending on different presumptions about the function of the distribution of unobtrusive factors, 

different discrete choice models are developed. Presuming that the distribution is of ‘extreme value’ (also 

known as double exponential Weibull distribution), a logit model is developed, while presuming that the 

distribution is normal, a probit model is developed. 

Logit model thus far has been the most widely used model. The situation, when a person needs to 

choose one of two alternatives, is called a binary choice. While analysing a binary logistic regression, the 

probability ratio P(y ≤ j)/P(y > j), also known as odds, is commonly estimated. For instance, the odds 

P(y ≤ j)/P(y > j) indicates to which extent variable y is more likely to acquire higher rather than lower value. 
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Odds ratio indicates how odds are going to change if the corresponding variable increases by 1, but the 

values of other variables remain fixed. Odds ratio depends only on model coefficients. Suppose we are 

dealing with P(y > j)/P(y ≤ j). In this case, if variable x1 increases by 1, the odds ratio changes by     . 

Multiplier     , namely odds ratio, is a quantitative estimate of the impact of variable x1 in the model. 

If     > 0, it indicates that when x1 is increasing, the probability that y will gain higher values is also 

increasing. This is a qualitative characteristic. To answer the question to which extent this probability is 

going to increase is impossible without knowing the very initial probability. Odds ratio is a compromise 

solution which indicates the plausible changes in the probability ratio (Čekanavičius, 2011). 

Thus, the model of binary logistic regression is developed not for a dependent variable, but for the 

logarithm of its probability ratio, i.e. for the logit function: 

   
      

      
                     (2) 

An equivalent expression of the model is as follows: 

        
  

     
 

     , (3) 

                

here P      denotes the probability that event y = 1 will occur, while z is called a probability ratio logit 

function: 

                      ,  (4) 

where x1, x2, etc. denote obtrusive factors, while b1, b2, etc. stand for model parameter estimates. The logistic 

transformation of values y into values z is estimated by adjusting the logit function for forecasted values of 

variable y (Mazzocchi, 2008). Logit transformation is a logarithm of the probability ratio indicating that 

events y = 1 and y = 0 will occur. Logit relation allows to transform binary variable y into continuous 

variable z. Parameters   are estimated by employing the maximum likelihood estimation method. The 

difference between logistic regression and logit models is that logistic regression incorporates at least one 

independent variable which is continuous, whereas in logit models all independent variables are binary or 

categorical. Despite the above-mentioned difference, the names of these two models are often used as 

synonyms (Mazzocchi, 2008). The data collected during the survey were analysed by employing model (2). 

The main characteristic, which indicates if a logistic regression model matches the data, is classification 

table. While assessing the data, value y is forecasted for particular observations, and later it is checked 

whether the forecast overlaps with the real value y. The larger is the number of the overlaps, the more 

reliable is the model (Čekanavičius, 2011).  

In the second part of the research, the method of expert evaluation was employed. For data collection, 

a questionnaire survey was conducted. The expert evaluation was arranged following the requirements of the 

social research ethics stipulating that (Kardelis, 2007): experts must possess sufficient competence to answer 

the questions, a researcher cannot affect respondents, experts give their agreement to participate in the 

survey. The authors of this article attribute the experts, who are most concerned with the issues under 

research and have directly or indirectly faced the problems of electric vehicle use and development in 

Lithuania, to the following groups: 

- business (companies and associate business structures) representatives; 

- scientists (personnel of higher education institutions); 

- representatives of non-governmental organisations dealing with the issues of electric vehicles; 

- representatives of public authorities.  

The experts for the survey were selected by considering their competence and professional specifics, 

also by assessing the links between their institutions or organisations and/or the issues of electric vehicle 

infrastructure development in the public, business and non-governmental sectors. The questionnaire was 

distributed to 42 respondents by e-mail; 36 сompleted questionnaires were received. 

The third part of the research is devoted to evaluation of the costs borne while implementing electric 

vehicle promotion measures. This article is not intended to estimate any specific costs for 2020 and 2030; it 

is aimed at estimation of the ratios that would allow to identify relative differences observed while 

implementing particular measures. Thus, although the estimations are based on the projected number of cars, 

costs are assessed leaning on the current cost level. The main reason for this is that it is impossible to 
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estimate the exact value of particular cost components (for instance, annual permission for city centre 

parking or charging station technologies) in 2020 and 2030. 

The principles, leaning on which we assessed VAT exemption and non-refundable subsidy costs, are 

provided in more detail. Subsidisation means direct costs to the state budget, whereas VAT exemptions are 

related to missed state budget revenue. These two different measures are assessed together, but the costs are 

calculated in three different proportions: (1) a 0% VAT tariff and a 4000 Eur subsidy, (2) a 7% VAT tariff 

and an 8000 Eur subsidy, (3) a 14% VAT tariff and a 12000 Eur subsidy. Since VAT tariff is a relative size 

depending on a product’s price, it is necessary to estimate the average price of an electric vehicle; the size of 

the average price will be used for estimation of implementation costs. Table 3 presents the information about 

the most popular models and prices of electric vehicles in Europe in 2017 (Tsakalidis and Thiel, 2018).

Table 3. Most popular electric vehicles and their prices in Europe in 2017 (compiled by the authors 

with reference to the data presented in car manufacturers’ websites) 

Electric 

vehicle 

The number of M1 

electric vehicles sold 

in Europe over 

2017, units 

Price (without 

VAT)  

2018-12  

Price 

(including 21% 

VAT) 2018-12  

Renault Zoe 30.628 19.274 24.398 

Nissan Leaf 17.454 28.361 35.900 

Tesla Model S 15.553 75.880 91.814 

BMW i3 14.493 33.698 42.656 

Volkswagen e-

Golf 
12.895 31.613 40.017 

 

The average price of an electric vehicle was calculated based on the prices of the five new best-selling 

electric vehicles in Europe. As previously mentioned, VAT exemption is related to missed state budget 

revenue. Therefore, annual implementation costs for particular measures are estimated by multiplying this 

missed revenue (NP) by the projected number of newly sold electric vehicles under different development 

scenarios. The costs of subsidisation (SK) are estimated in the same way: the projected number of newly 

purchased electric vehicles is multiplied by the size of subsidies. Total annual implementation costs (A) are 

estimated by the following formula: 

A = (NP(1,2,3) + SK(1,2,3)) x S (electric vehicle sales) , 

here: A – annual implementation costs of a measure, NP – missed state budget revenue with granting of VAT 

exemptions estimated based on the average price of most popular electric vehicles in Europe, SK – the size 

of a non-refundable subsidy granted for electric vehicle purchasers, S(electric vehicle sales) – the projected number 

of newly sold electric vehicles under one of the development scenarios.  

Annual implementation costs of the six remaining electric vehicle promotion measures are estimated 

following the same principle. 

Further in the research, the multi-criteria assessment is conducted. The core of quantitative methods 

comprises the statistical data (or expert evaluation) matrix R = ǁrijǁ, developed for the indicators 

characterising the comparable objects, and indicator significance (weight) values   , i = 1,…,m;  

j = 1,…,n, where m denotes the number of the indicators, and n – the number of comparable objects 

(alternatives). This research incorporates 9 objects, i.e. 9 electric vehicle promotion measures (n = 9), and 4 

indicators, i.e. WTP, measure feasibility, efficiency and implementation costs (m = 4). Quantitative multi-

criteria research methods help to find out which format – maximised or minimised – each indicator has. The 

best values of maximised indicators are maximal, while the best values of minimised indicators are minimal. 

The criteria in quantitative multi-criteria research methods commonly integrate non-dimensional 

(normalised) values rij and indicator weights into a single size – a method criterion. Most methods lean on 

different specific normalisation of initial data (indicator values) or data transformation (Pollescha, Daleb 

2016; Jain et al. 2018; Ginevičius and Podvezko 2008). 

In this research, we apply SAW (Simple Additive Weighing) method. Criterion Sj in this method 

clearly reflects the essence of multi-criteria assessment, i.e. integration of different criteria and weights into a 

single size (Hwang and Yoon 1981, Ginevičius and Podvezko 2007). The sum of the weighted normalised 
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values of all indicators Sj is calculated for each jth object. The sum is expressed by the formula (Ginevičius 

and Podvezko 2007):  

           
 
                 

   , 

here    – weight of the ith indicator;      – normalised value of the ith indicator for the j the object. The best 

value of criterion    is maximum. 

For data normalisation, different functions can be applied. In this research, we use the formula that 

was applied by Maxim (2014) for assessment of the sustainability of electric power generation. The formula 

can be written in two ways, depending on the interpretation of an indicator. In case a higher value of an 

indicator is treated as better, the following data normalization formula is applied (Pollescha, Daleb 2016): 

     
              

                      
  

In case a lower value of an indicator is treated as better, the reverse data normalisation formula is 

applied: 

       
              

                      
  

4. RESEARCH RESULTS 

Below we present the car market forecast, necessary for the estimation of particular implementation 

costs. With reference to the data of the International Energy Agency (IEA), in 2017, 1.4 million electric 

vehicles were sold worldwide. In the same year, the global fleet of electric vehicles reached 3.7 million (IEA, 

2018). In 2017, Lithuanians registered 29044 new passenger cars, and this number was 26% larger than in 

2016. The number of newly registered electric vehicles in the country in the same year amounted to 956, and 

in comparison to 2016 this number increased by 54% (in 2016, it amounted to 620). With reference to the 

data of the Ministry of Transport and Communications of the Republic of Lithuania (2018), 47 new electric 

vehicles were purchased over 2017. 

Estimation of the value of promotion measures to a large extent depends on the size of the market. For 

instance, VAT exemption or subsidy estimations require the forecast of how many consumers may use these 

promotion measures, while estimating the value of free parking or free charging initiatives, we need to know 

the total number of potential beneficiaries in the country. As thus far Lithuania has not had any 

comprehensive electric vehicle market analysis or electric vehicle promotion scenarios, below we introduce 

the scenario, leaning on which we estimate annual costs of particular electric vehicle promotion measures.  

New Policies Scenario (2030). The New Policies Scenario (NPS) is the fundamental scenario 

introduced by International Energy Agency (IEA). It combines market-oriented political actions and sets of 

promotional measures already implemented by administrations of different countries. At the same time, the 

scenario assesses national plans and objectives that may affect the market of electric vehicles. In order to 

reveal to which extent implementation costs depend on the number of electric vehicles, in this article we will 

consider the forecasts for 2020 and 2030. With reference to IEA forecasts, the global market of electric 

vehicles in 2020 will cover 13 million vehicles. The sales of electric vehicles in the same year are expected 

to reach 4 million transactions (IEA, 2018). Thus, by the above-described scenario, the global fleet of 

electric vehicles will increase by 351.4%, while the sales of new electric vehicles will grow by 285.7% over 

the period from 2017 to 2020. The forecasts for Lithuania are as follows: in 2020, the country will have 3359 

electric vehicles, and their sales will reach 134 vehicles per year. IEA’s scenario for 2030 provides that the 

global fleet of electric vehicles will cover 130 million vehicles, while the sales will amount to 21.5 million 

vehicles, i.e. over the period between 2017 and 2030, annual sales of electric vehicles will grow by 24% 

(IEA, 2018). The sales of electric vehicles in Lithuania grew by 54% (сomparing the data for 2017 and 2016) 

(The Ministry of Transport and Communications of the Republic of Lithuania, 2018). By applying the New 

Policies Scenario, it can be forecasted that over the period from 2017 to 2030, the total number of electric 

vehicles worldwide will increase by 3513.5%, while the sales will grow by 1535.7%. By applying the same 

scenario for Lithuanian market, it can be forecasted that in 2030 the fleet of electric vehicles in the country 

will cover 33589 vehicles, while the sales will reach 722 vehicles per year. 
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In this study, consumer preferences were researched by employing the questionnaire survey, 

conducted in November-December, 2018. The total number of the respondents amounted to 104; the 

majority of the respondents represented the population of three largest Lithuanian cities. By following 

Lieven’s (2015) methodology, 12 datasets were compiled. Each dataset comprised alternatives A, B and C 

that could be chosen by a respondent. Alternatives B and C covered different attributes (in this case, electric 

vehicle promotion measures). The total amount of the attributes in each dataset was the same. Scientific 

literature proposes the choices ‘none’ and ‘no-choice’ as highly relevant for choice-based research since they 

ensure result objectivity and allow to avoid putting pressure on respondents to choose an unwanted 

compromise (Batsell and Louviere, 1991; Louviere, 1988). In this research, this function is attributed to 

alternative A which serves the respondents who do not want to choose an electric vehicle as an alternative or 

who do not need any promotion measures. VAT tariff in alternative A is 21%. This tariff is currently charged 

on all goods, including vehicles.  

Calculated probabilities indicate that all the parameters are significant (i.e. the values of all of them 

statistically significantly differ from 0). Since all regression scales are the same, odds ratios can be used to 

determine the significance of the regressors. It can be presumed that the variance of a more significant 

regressor changes (i.e. increases or decreases) the odds ratio more times. A positive coefficient indicates that 

when the value of a corresponding variable is growing, probability P(Y = 1) is also increasing, and vice 

versa – a negative coefficient indicates the growth of probability P(Y = 0). Column EXP(B) presents the 

odds ratios, while graph ‘95% EXP(B) confidence intervals’ depicts upper and lower bounds of the odds 

ratio 95% confidence intervals. The results propose that consumer choice is critically affected by virtually all 

attributes. Free use of bus lanes is the only attribute that reduces the probability of the alternative, i.e. if free 

use of bus lanes is provided, the probability of the alternative (the odds ratio P             decreases 

by 22.2 percent (see column Exp(B)). Meanwhile, all other attributes increase the probability of the 

alternative: 

- The probability of the alternative is to the largest extent increased by financial support for 

charging stations near homes. Inclusion of this attribute into a measure set increases the 

probability of the alternative by 5.12 times. 

- A 14% VAT tariff and a 12000 Eur subsidy increase the probability of the alternative by 2.41 

time. 

- Financial support for charging stations near works/educational institutions increases the 

probability of the alternative by 2.37 times. 

- A 7% VAT tariff and an 8000 Eur subsidy increase the probability of the alternative by 2.36 

times. 

- Free city centre parking increases the probability of alternative by 2.09 times. 

- A 0% VAT tariff and a 4000 Eur subsidy increase the probability of the alternative by 1.71 times. 

- Free charging at public areas increases the probability of the alternative by 1.37 times. 

- Vehicle tax exemption increases the probability of the alternative by 1.25 times. 

 

In the second part of the research, the expert evaluation was conducted. According to the European 

Foresight Monitoring Network (2008), the method of expert evaluation is one of the most widely used 

methods of insight. The expert evaluation for this research was conducted between August 10 and October 

14, 2018. It was based on a pre-designed questionnaire aimed at: 

1. Assessment of the effectiveness of electric vehicle promotion measures. 

2. Assessment of the feasibility of electric vehicle promotion measures. 

3. Attribution of the weights for the components of the promotion measure assessment model. 

The questionnaire comprised an introduction and three question groups. The introduction presented 

the information about the research purpose and authors. The first part was designed to determine experts’ 

work experience and institutions they represent. The majority of the experts (77.8% of the respondents) 

represented public institutions and business organisations. 75% of the respondents indicated having work 

experience longer than 10 years. The second part of the questionnaire was designed to find out expert 

opinions about the values of electric vehicle promotion measures. The results of this part allowed to form the 

sets of consumer preferences with inclusion of the values of particular electric vehicle promotion measures: 

the value of VAT exemptions, the value of subsidies and the value of vehicle tax. The third part of the expert 

evaluation was designed to identify the indicators that would allow to assess the effectiveness and feasibility 

of electric vehicle promotion measures. These indicators were previously researched by Bakker and Trip 
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(2013) who, employing the method of expert evaluation, were attempting to identify the alternatives of 

electric vehicle promotion policies that would allow to reduce urban pollution. 

The respondents were asked to indicate whether it is easy or difficult to implement particular electric 

vehicle promotion measures in Lithuania at political and administrative levels (1 point – implementation is 

very difficult, 10 points – implementation is very easy). 

The measures, indicated by the experts as most easily implemented, included: free city centre parking 

(mean rank 8.92), free use of bus lanes (mean rank 8.72) and free charging (mean rank 7.58). It should be 

noted that most of these measures are already implemented in major cities of Lithuania. Introduction of 

vehicle tax and exemption of electric vehicles from this tax was indicated as the measure that is most 

difficult to implement at political and administrative levels (mean rank 4.83). 

The experts were also asked to assess what impact implementation of particular promotion measures 

could have on the sales of electric vehicles in Lithuania, i.e. they were asked to indicate how effective a 

particular measure is (1 point – the measure is completely ineffective, 10 points – the measure is extremely 

effective). The measures, indicated by the experts as most effective (influential), included: VAT exemption 

and subsides (mean rank 8.24), free city centre parking (mean rank 7.14) and financial support for charging 

stations near homes (mean rank 7.11). Free use of bus lanes was indicated as least effective. The summary of 

the effectiveness and feasibility of electric vehicle promotion measures is presented below. 

Table 4. The indicators of the feasibility and effectiveness of electric vehicle promotion measures 

identified on the basis of the expert evaluation (compiled by the authors) 

Indicator of 

feasibility 

Indicator of 

efficiency 

0% VAT and 4000 Eur subsidy 5.88 8.24 

7% VAT and 8000 Eur subsidy 5.88 8.24 

14% VAT and 12000 Eur subsidy 5.88 8.24 

Vehicle tax exemptions 4.83 6.78 

Free city centre parking 8.92 7.14 

Free use of bus lanes 8.72 6.67 

Free charging at public areas 7.58 6.92 

Financial support for charging 

stations near homes 
5.81 7.11 

Financial support for charging 

stations near work 
6.47 7.08 

The value of Kendall’s coefficient of concordance W = 0.26 shows a slight overlap of the expert 

opinions on the feasibility of electric vehicle promotion measures, although the fact that the probability is 

lower than the significance level proposes that the expert opinions are not entirely random. Meanwhile, the 

value of Kendall’s coefficient of concordance W = 0.06 points to even greater divergence of the expert

opinions on the effectiveness of electric vehicle promotion measures, although the fact that the probability is

lower than the significance level proposes that the expert opinions are not entirely random. 

While assessing the similarities in the expert opinions on the feasibility of electric vehicle promotion 

measures, it can be seen that the value of Friedman’s criterion is equal to 82.26, while its probability is 

lower than α. Meanwhile, while assessing the similarities in the expert opinions on the effectiveness of 

electric vehicle promotion measures, it can be seen that the value of Friedman’s criterion is equal to 

27.40, while its probability is also lower than α. It means that the feasibility and effectiveness of eight 

electric vehicle promotion measures under consideration is, according to the experts, quite different.  

The third part of the questionnaire was designed to find out to which extent each of the criteria under 

consideration (listed below) is important when assessing electric vehicle promotion measures: 

I. Consumer opinion on a particular measure (i.e. how a consumer decision to buy an electric 

vehicle is affected by implementation of a certain measure); 

II. Implementation costs (i.e. how much implementation of a certain measure costs); 

III. Feasibility of a particular measure (i.e. how difficult/easy it is to implement a certain measure at 

political and administrative levels); 

IV. Effectiveness of a particular measure (i.e. what impact implementation of a certain measure may 

have on the sales of electric vehicles). 
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According to the experts, the effectiveness of a promotion measure is most weighty factor (relative 

weight is equal to 7.96). Consumer opinion on a particular promotion measure is at the second position 

(relative weight is equal to 6.162).  

 

The smallest number of the experts favoured such criteria as feasibility of a particular measure and 

implementation costs, which, in its turn, proposes that the experts focus on the impact of the promotion 

system rather than on administrative and financial resources that might be required for implementation of 

promotion measures. The summary of criteria weights is presented in the Table 5. 

Table 5. Relative weights of the criteria employed for assessment of electric vehicle promotion 

measures (compiled by the authors) 

Description of the criterion 
Relative 

weight 

Consumer opinion on a particular 

measure 

6.16 

Implementation costs 5.53 

Feasibility of a particular 

measure 

5.70 

Effectiveness of a particular 

measure 

7.96 

 

Following the principles described in the methodology section, annual implementation costs of nine 

electric vehicle promotion measures were estimated. The results of these estimations are depicted in Table 6. 

It should be noted that free use of bus lanes is the only measure that does not involve any direct costs and is 

not related to missed state budget revenue.  

The results of the research were summarised by employing the method of multi-criteria analysis. After 

recalculations, the normalised values of the indicators fell into the interval [0,1] (Pollescha, Dale 2016), i.e. 

the best value of an indicator was set to 1, while the worst value was set to 0. 

 

Table 6. Annual implementation costs of electric vehicles promoting measures  

(compiled by the authors) 

 

Measure annual 

implementation 

costs (by the NPS 

2020 forecast), Eur 

Measure annual 

implementation 

costs (by the NPS 

2030 forecast), Eur 

0% VAT and 4000 Eur subsidy 1.767.693 9.524.437 

7% VAT and 8000 Eur subsidy 1.780.479 9.593.328 

14% VAT and 12000 Eur subsidy 1.962.239 10.572.664 

Vehicle tax exemptions 806.160 8.061.360 

Free city centre parking 2.266.205 22.661.378 

Free use of bus lanes 0 0 

Free charging at public areas 2.771.175 27.710.925 

Financial support for charging stations 

near homes 
227.964 1.228.288 

Financial support for charging stations 

near work 
289.237 1.558.431 

 

Summarised results of the three parts of the research are presented in Table 7, which depicts consumer 

preferences, measure feasibility, effectiveness and annual implementation costs. The results also reveal the 

relative weights of the criteria estimated after the expert evaluation. In this case, the higher is an indicator 

value, the more effective is a promotion measure. 
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Table 7. Summary of the research results by SAW multi-criteria assessment method  

(compiled by the authors) 

 
Measure effectiveness 

indicator (by the NPS 

2020 forecast) 

Measure effectiveness 

indicator (by the NPS 

2030 forecast) 

0% VAT and 4000 Eur subsidy 0.44 0.50 

7% VAT and 8000 Eur subsidy 0.47 0.54 

14% VAT and 12000 Eur subsidy 0.46 0.53 

Vehicle tax exemptions 0.20 0.20 

Free city centre parking 0.49 0.49 

Free use of bus lanes 0.52 0.52 

Free charging at public areas 0.28 0.28 

Financial support for charging stations 

near homes 
0.58 0.59 

Financial support for charging stations 

near work 
0.47 0.48 

5. CONCLUSIONS 

The majority of consumers favoured financial support for charging stations near their homes. Inclusion 

of this attribute into the set of electric vehicle promotion measures increases the probability of the alternative 

by 5.12 times. Regardless of relatively low implementation costs, this measure could also help consumers 

feel safe knowing that they will always be able to charge their vehicles. Free use of bus lanes was rated as 

worst measure that reduces the probabily of the alternative by 22.2% (this was the only measure rated 

negatively). In the category of VAT tariffs and direct subsidies, the largest part of consumers favoured a 14% 

VAT tariff and a 12000 Eur subsidy (this attribute was found to increase the probability of the alternative by 

2.41 times). Meanwhile, the smallest part of consumers favoured a 0% VAT tariff and a 4000 Eur subsidy 

(this attribute was found to increase the probability of the alternative by 1.71 times). The results lead to the 

conclusion that consumers find direct subsidies much more tangible and easier to understand than VAT 

exemptions, which relatively depend on the price of a vehicle. 

The expert survey revealed that free city centre parking (mean rank 8.92) and free use of bus lanes 

(mean rank 8.72) are most significant electric vehicle promotion measures by their feasibility which shows 

how difficult/easy it is to implement a certain measure at political and administrative levels. This can be 

explained by the fact that the above-mentioned promotion measures are popular in many countries, including 

Lithuania, and are easily implemented under a municipal decision. What is more, implementation of these 

measures does not require any additional administrative resources. Exemption of electric vehicles from 

vehicle tax (mean rank 4.83) was rated as hardly feasible. In Lithuania, vehicle taxation poses a great public 

opposition, and, despite many political discussions, none of the country’s governments has thus far 

legitimized this measure to avoid a negative public reaction. 

VAT exemptions and subsidies (mean rank 8.24) were ranked as most efficient electric vehicle 

promotion measures, while exemption of electric vehicles from an annual vehicle tax (mean rank 6.78) and 

free use of bus lanes (mean rank 6.67) were recognised as least efficient. During the expert survey, the 

weights of the four components (criteria) of electric vehicle promotion assessment were also obtained: 

effectiveness of a particular measure was indicated as weightiest (mean rank 7.96), while implementation 

costs were recognised as least weighty (mean rank 5.53). 

After estimation of the annual implementation costs for all promotion measures under consideration 

(by NPS for the years 2020 and 2030) and summarisation of the research indicators based on multi-criteria 

assessment, the most effective electric vehicle promotion measures in the case of Lithuania were identified. 

Under the NPS 2020 electric vehicle fleet and sales development scenario, three most effective promotion 

measures are as follows: financial support for charging stations near homes (mean rank 0.58), free use of bus 

lanes (mean rank 0.52) and free city centre parking (mean rank 0.49). Under the NPS 2030 scenario, three 

most effective promotion measures include financial support for charging stations near homes (mean rank 

0.59), a 7% VAT tariff and a 8000 Eur subsidy, and a 14% VAT tariff and a 12000 Eur subsidy for purchase 

of an electric vehicle. The results propose that financial support for charging stations near homes is 

absolutely effective in Lithuania. This measure is favoured by consumers and can have the greatest impact 
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on promotion of the purchase of electric vehicles. In addition, this measure has relatively low 

implementation costs. Nevertheless, the experience of other countries shows that there is no single measure 

that could lead to major changes, so a comprehensive promotion system has to be developed. Despite that, it 

should be noted that the results of this research identified a clear outsider: exemption of electric vehicles 

from an annual vehicle tax (mean rank 0.20) is least effective of all measures. One of the reasons for this is 

public opposition to introduction of a new tax, which severely complicates implementation of this measure. 
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ABSTRACT 

The concept of socially responsible business has evolved in the context of the paradigm of sustainable 

development, a development that satisfies today's needs without endangering the needs of the next 

generation. Sustainable development is characterized by three interconnected dimensions: environmental, 

economic and social. Building on the principle of sustainable development, development must be done with 

careful handling of the planet's resources and ensuring that biodiversity is preserved on Earth. In the age of 

globalization, with the growing internationalization and interconnectedness of production processes, the 

extent to which the company follows good governance practices socially responsible throughout the 

company's. A company that declares responsibility values  at the management level, but produces ingredients 

that are manufactured in violation of human rights and degradation of the environment, is actually causing a 

negative impact in environment and human. Development is ultimately about people and improving their 

lives.The aim of the research is to develop social entrepreneurship in a sustainable economy. The key result 

is to protect the environment with the help of the social entrepreneurship support mechanism. In research the 

theoretical research methods, analysis of literature, documents, legislation, information obtained on the 

internet and graphic analysis were used. 

Keywords: sustainable development, responsible business, globalization, human rights, degradation, 

environment 

1. INTRODUCTION  

The Rio Declaration on Environment and Development and the Action Program for the 21
st
 

Century (Agenda 21) were adopted. 

The documents adopted in Rio de Janeiro, including the Action Program for 21
st
 Century, 

which contains descriptions of the necessary actions to deal with global environmental problems. 

“Think Global, act in the specific place” – this strategy states that no global action can be imagined 

without deliberate action at the local level. In many states around the world, it was recognized, that 

states have to develop their own development strategy in such way, so as to preserve not only pace 

and opportunities of economic development and the quality of life, but also to prevent 

environmental degradation and resource overrun. Thereby, the concept of sustainable development 

became a set of views capable to influence the behavior of the present society and to establish 

future society. In order to achieve sustainable development, environmental protection must become 

an integrated part of the development but they both bound together by the social field. It plays an 

essential role in eradicating poverty in the world and in meeting the needs of the majority of the 

world’s population. Since much of the required people get from nature, care must be taken to ensure 

the integrity and viability of the Earth’s ecosystems. 

1.1. Insufficient sustainable development in economics 

Sustainable development is one of the key objectives of the European Union Treaty, which 

defines EU policies and actions. Sustainable development, which provides the Earth with the ability 

to maintain life in all its diversity, must be based on the principles of democracy, gender equality, 

solidarity and principles of the rule of law, as well as respect for fundamental rights, freedom and 

mailto:danha@inbox.lv
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equal opportunities. It is oriented towards improving the quality of life and prosperity for this and 

all future generations. Sustainable development promotes a dynamic economy, full employment, a 

high level of education, good medical care, social and territorial cohesion and environmental 

protection in a peaceful and secure world, while respecting cultural diversity.[14] 

The concept of sustainable development is based on the need to optimize economic 

development and social system, as well as the impact on the environment and usage of the 

resources. This development model should ensure the sustainability in time and space of the 

economy, the environment and the social field.  

The three basic fields without which the existence of mankind is impossible are the economy, 

the harmonious society and the healthy environment, which at the same time are the preferred 

external conditions for the development of the individual.[19] 

 

Fig. 1: Interactions between the environment, the economy and the social field that provides 

sustainable development [8] 

Sustainable development means that any issue of the economy, society or the environment 

must be addressed in such a way that the decision taken is favorable or least unfavorable to the 

development of the other fields. 

The goals and principles of sustainable development have become guidelines for adoption of 

appropriate economic and political as well as environmental protection decisions aimed at: 

 limiting the impact of mankind on the surrounding natural environment and 

preventing further exceeding of the self-renewal abilities of the environment; 

 minimizing the consumption of non-renewable resources and ensuring the 

expansion of the use of renewable resources; 

 preserving and protecting nature by preserving biodiversity; 

 promoting economic development to meet human needs, to increase quality of life 

and to ensure a fair distribution of world wealth; 

 developing a decision-making and management system that promotes public 

participation in the decision-making process.[8] 

In order to ensure sustainable development, the public must meet several key challenges. 

Preservation of resources, namely, the availability of resources for human development not only for 

present but also for future generations. Therefore, it is necessary to implement an action program 

and policies aimed at increasing the efficiency of the use of non-renewable resources, their 

replacement with renewable resources, while preserving biodiversity and protecting the genetic 

potential of species. Approaches to this task include the development of alternative energy sources, 

the reuse of production and other waste, the development of environmentally friendly technologies. 

The balanced development of man-made (anthropogenic) and natural environment, linked, for 

example, to the need to maintain agricultural land productivity, optimize the use of urban areas and 

transport flows. 
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Ensuring acceptable environmental quality for society development by stopping or limiting 

processes that degrade the environment, has a negative impact on the self-regeneration capacity of 

ecosystems and preventing processes that can adversely affect human health and reduce quality of 

life. At the same time, the need to restore the degraded environment must be kept in mind.[8] 

Ensuring social equality. Sustainable development is unthinkable without ensuring social 

equality, both nationally and internationally, avoiding an increase in income inequality and 

providing development that reduces the social divide between rich and poor. 

Public participation in state and environmental administration to support and sustain 

sustainable development across the nation, as it cannot be achieved without a change in public 

attitudes towards consumption and use of resources. The public has an important political 

commitment to building a system based on the equal sharing of existing and acquired benefits, 

social equality, careful use of resources and efficient management. 

The process of implementing sustainable development requires changes in attitudes towards 

values which must be initiated and supported by lower layers, involving increasing proportion of 

the public in political decision-making and governance. At the same time, it is clear that such 

changes in society cannot be achieved through administrative reforms. 

Sustainable development can be achieved by finding solutions to all six of these challenges - 

implementing public planning in a market economy according to an optimal political system. 

Sustainable development exists when common land capital stocks remain unchanged or continue to 

grow. It means three main forms of capital: 

 Economic (man-made) capital, which traditionally includes equipment, 

machinery, buildings and infrastructure and is used in the production of goods and services; 

 Social capital, which is linked to the well-being of people in both public and 

individual ways. It consists of social norms, of formal and informal structures which 

provides access to resources, helps to solve common problems and promotes social unity, 

but is based on people's mental and physical health, education, motivation, talent, skills and 

skills; 

 Natural capital ‒ all ecosystems and natural resources (renewable and non-

renewable). In addition to traditional natural resources (wood, water, energy, minerals), 

natural capital also includes natural values difficult to express in monetary units ‒ 

biodiversity. 

Sustainable development foresees constant development and preservation of all forms of 

capital, as on them depends the existence and well-being of mankind, both now and in future. Since 

the total capital of the Earth consists of the sum of these capitals, there is a possibility that the total 

capital stock may increase even if one form of capital decreases and other increases. For example, 

natural capital is being reduced, but economic growth is high enough to ensure total capital 

growth.[15] 

2. EUROPEAN CLIMATE POLICY AND ITS OBJECTIVES 

The climate on Earth is changing. The average global temperature on Earth is rising because 

of the increase in greenhouse gas emissions from human activities. These gases allow the solar 

energy to enter the atmosphere but slows down heat reflection from the planet. The rise in 

temperature associated with that has unprecedented consequences worldwide – glaciers melt and 

sea level rises, floods and droughts are found in regions that were not previously affected by such 

extreme weather. These unusual weather conditions are increasingly affecting the economy, the 

environment, health and our daily lives. Greenhouse gases have gained their name due to the fact 

that they hold the sun in the atmosphere, just as glass holds heat in the greenhouse. The main 

greenhouse gas concentration of carbon dioxide (CO2) in the atmosphere is currently the highest in 

the last 800 000 years.  
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The global scale agreement, known as the Kyoto Protocol, currently limits the emissions of 

the following seven greenhouse gases in industrialized countries: ‒ carbon dioxide (CO2): resulting 

from the combustion of fossil fuels, wood or carbonaceous materials, but also absorbed by plants 

and trees; ‒ methane (CH4): emissions from a wide range of natural sources and human activities, 

including fossil fuel extraction, livestock farming, rice cultivation and waste management; 

‒ nitrogen oxide (N2O): Emission sources include fertilizer, fossil fuel burning and the chemical 

industry using nitrogen; ‒ four types of fluorinated gases specifically designed for industrial 

purposes: hydrofluorocarbons (HFCs), perfluorocarbons (PFCs), sulfur hexafluoride (SF6) and 

nitrogen trifluoride. 

A new global treaty is currently under negotiation. This agreement is expected to be adopted 

in 2015. The European Union wants a new protocol that is ambitious and comprehensive for all 

legally binding. Some Consequences of Climate Change: ‒ Rising sea levels, threatening low-lying 

island states and coastal populations. ‒ Extreme weather, threatening food production, especially in 

the poorest developing countries. ‒ Heat waves have caused thousands of premature deaths in 

Europe over the last decade. ‒ Water and food shortages can lead to regional conflicts, hunger and 

refugee flows. ‒ The risk of extinction of some plant and animal species is increasing. ‒ It is 

estimated that if we won’t adapt to climate changes, the costs will amount to € 100 billion per year 

by 2020 in the European Union as a whole.  

2.1. The role of science in climate change 

The role of science in climate change is a sensitive issue. Some deny its existence and 

emphasize that there is no need for policy change and behavior to reduce greenhouse gas emissions. 

This thesis does not take into account the conclusions of the vast majority of climatologists in the 

world: 97% agree with the statement that climate change is a reality and that people are causing it 

with activities that cause greenhouse gases such as burning fossil fuels ‒ coal, oil and natural gas – 

burning and deforestation. This conclusion is reflected in the internationally recognized scientific 

assessments carried out by the Intergovernmental Panel on Climate Change, which brings together 

the world's leading atmospheric science experts. The Intergovernmental Panel on Climate Change 

(IPCC), established in 1988 by the United Nations Environment Program and the World 

Meteorological Organization, is a leading international body that assesses climate change and its 

potential ecological and socio-economic impact. This council bases its assessments on hundreds of 

specialized studies conducted by climate experts around the world. The average surface temperature 

has risen by almost 0.8 °C since 1880, but it has risen further in Europe by about 1.4 °C. Scientific 

evidence suggests that there is a growing likelihood of irreversible and potentially catastrophic 

changes in the environment if global warming would exceed pre-industrial temperature levels by an 

average of 2 °C (or current temperature levels by average 1.2 °C). Thirteen of the 14 warmest years 

registered have been experienced in this century. New research shows that current global 

government action is not enough to prevent global warming of more than 3 °C by the end of this 

century, and a 4 °C or even 6 °C increase in temperature is not excluded. The EU has been insisting 

for a long time that global warming should be limited to 2 °C growth. The international community 

has now recognized that this goal must be achieved. EU policy is based on scientific knowledge. 

The EU believes that global action is needed to tackle climate change, such as binding aims for 

Member States and initiatives such as the Emissions Trading Scheme (ETS). Between 1990 and 

2012, the EU has reduced its greenhouse gas emissions by 19% while its economy has grown by 

45%. As a result, during this period, the EU's greenhouse gas intensity (the ratio between emissions 

and gross domestic product) was cut by almost half in the EU. In all Member States, the link 

between increasing emissions and economic growth has been overcome and is no longer valid. 

Timely measures strengthen the economy. It is technically and economically possible to prevent the 

planet from rising by more than 2 °C. The sooner the measures are implemented, the more effective 

and cost-effective they are. Therefore, while the economic crisis and public finances are limited, the 
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EU continues to pursue its climate policy. The structural policies in the field of climate and energy 

have made a significant contribution to the EU  emission reductions since 2005. Almost half of the 

2008-2012 observed decrease is attributable to the economic crisis. Timely measures to develop a 

low-carbon emission economy will stimulate growth and employment by stimulating innovation in 

cleaner technologies such as renewable energy and energy efficiency. This "green economy" is not 

only one of the most promising areas for job creation, it also improves Europe's energy security and 

our foreign trade balance by reducing dependence on imported oil and gas. Adapting to Climate 

Change, the effects of climate change are already making themselves felt. Even if greenhouse gas 

emissions were drastically reduced, the warming of the Earth would continue for decades, and for 

centuries the effects of former emissions through inertia would be felt. Adaptation and mitigation 

measures are therefore complementary. The European Commission has developed an adaptation 

strategy for the European Union aimed at strengthening the EU's resilience to the effects of climate 

change.[17] 

3. QUALITY OF LIFE OF THE POPULATION 

According to economic theory, quality of life means meeting needs. From the very beginning, 

human needs are perceived as a necessity, which means that the main thing is to satisfy the most 

necessary ‒ nutrition, health services and education. 

Besides meeting the basic needs, there is also a nation's development based on the idea of 

improving the quality of life that is realized through economic growth and at the same time sharing 

the benefits of this growth among the people. The main goal of the country is to get every 

individual above the level of all primary needs to achieve potential equality. When everyone is 

across this level, the population can choose other goals. 

 

Tasks of raising the 

quality of life 
Criteria Assessment indicators 

 

 

Achieving sustained 

economic growth 

 

 

 

Efficiency of economic 

development 

 GDP per capita at current prices, in line 

with purchasing power parity; 

 inflation rate (in consumer prices); 

 unemployment rate (%) of the working 

population; 

 compulsory deductions % of GDP for 

workers' social protection; 

 

Increase in population 

welfare 

Living standard 

 per capita income;  

 dynamics of the decline in income 

disparities; 

 the income part of the richest of the whole 

population income; 

 estimation of one household with medium 

assets (with private cars, housing and 

other real estate), taking into account the 

average annual exchange rate of the local 

currency and purchasing power parity; 

4. POVERTY IN EUROPE  

Overall, almost one in four Europeans is at risk of poverty and more than half of these people 

are women. One of the biggest risk groups is single parents, most of whom are women. Researcher 

from the European Institute for Gender Equality emphasizes that at risk of poverty are 48% of 

single mothers and only 32% of single fathers. The second group is large families. Statistics show 

that 17% of couples with one child live in poverty. However, if the number of children reaches 
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three, this risk almost doubles. This is due not only to higher spending on raising children but also 

to the fact that large family mothers are more likely to stay at home or work part-time. As a result, 

the total family income is shrinking. Therefore, large families are largely dependent on their father's 

income. If the father loses his job, 70% of large families’ risk falling into poverty. This shows that 

families have to pay a very high price for each child's birth. If national policies are not designed to 

support families, we can face very serious problems in the future, the researcher explains. Some 

researchers think that society is basically punishing women for childbirth. In working age, they are 

forced to work less or part-time, but receive a low pension in old age because they have not paid 

enough social contributions. Overall, in Europe, the number of underprivileged people has 

increased by four million over the last five years. This is largely due to unemployment caused by 

the financial crisis. In Latvia, the risk of poverty is higher than the European average. 33% of the 

population are exposed to it, compared with 24% on average in the EU. People with special needs 

and people with very low education are also particularly vulnerable. Economists of the European 

Bank for Reconstruction and Development, encourages thinking more about the quality of 

education. The target set by the EU is to have 20 million fewer poor people in our block of states by 

2020. Although the situation is gradually improving, it does not seem that this target could be met 

in the next two years [16]. 

4.1. Solution to the problem 

The concept of socially responsible business has evolved in the context of the paradigm of 

sustainable development, a development that ensures meeting today's needs without compromising 

the needs of the next generation. Sustainable development is characterized by three interrelated 

dimensions: environmental, economic and social. Building on the principle of sustainable 

development, development must be based on careful management of the planet's resources and on 

the maintenance of biodiversity on Earth [7]. 

What is the (true) impact of business? It is the awareness of how and to what extent the 

impact of business on society and the environment as a whole is the basis for the development of 

the concept of socially responsible business. Contaminated rivers, burnt forests, brownfields, 

chemical pollution disasters - these are often the consequences of under-responsible business. They 

have to be paid by the whole society, and each of us is a loser as a result of such a business. 

Understanding the true impact of business on society has led to the spread of socially responsible 

business in the world. 

In an era of globalization, where economic manufacturing processes are becoming more 

international and interrelated, the extent to which a company follows good governance practices 

throughout the company's supply chain is crucial. A company that preaches responsibility values at 

the management level but during the production process uses components produced in violation of 

human rights and degradation of the environment, has a negative impact. This business practice is 

often based on the fact that the laws of the countries in question where such violations occur do not 

require change. However, it is the business social responsibility to promote responsible business 

practices rather than the ones accepted by national governments. Development cooperation policy 

makers have also recognized the role of the private sector in development, and more and more 

attention is being paid to the development of the business environment worldwide to ensure that the 

stages of the production supply chain do not contribute to the existence of irresponsible business 

practices. 

The Organization for Economic Co-operation and Development (OECD) in cooperation with 

the governments of forty-four countries, the OECD has developed guidelines for multinational 

businesses on voluntary principles and standards for responsible business management.[12] 

Corporate Social Responsibility (CSR) in the European Union 

What is Corporate Social Responsibility (CSR)? 
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Corporate or business social responsibility means that business do more than their law 

requires in their day-to-day operations, and voluntarily fulfill social and environmental protection 

goals. It covers several areas: 

 Europe 2020” (especially new skills and jobs, youth, local development); 

 business and human rights; 

 CSR reporting; 

 social responsibility in public procurement. 

Corporate Social Responsibility (CSR) as a good business practice and organized movement 

has been developing since the 1990s and is gaining more and more support not only among 

businesses but also among consumers, by choosing products and services from companies with high 

reputation and from businesses that implementing well-established business ethical principles daily. 

Business competitiveness and productivity are not possible without engaging in international and 

global processes, so CSR has become a part of businesses strategies over the last 10 years. CSR is a 

topic that is increasingly mentioned in the business conversations also in Latvia. However, 

according to the latest reputation and CSR studies conducted in Latvia, there are few representatives 

of businesses, state institutions and society in Latvia who understand the essence of CSR and 

support its forms of expression. Most often, opinions expressed by different people and in different 

situations also differ in content. With CSR tends to understand both voluntary initiatives by private 

entities and the ability of businesses to improve the socio-economic conditions of their employees. 

The International Organization of Employers (IOE), with CSR, means voluntary business initiatives 

that have a positive impact on the social conditions of society, the national economy and the 

environment. CSR programs that extend beyond the requirements of regulatory enactments can be 

implemented independently by the businesses, as well as in cooperation with interest groups 

affecting the business, especially customers, suppliers, consumers. However, corporate social 

responsibility is not limited to the labor market or labor law. It is also not a classic model of social 

dialogue, but rather encourages society and businesses to socially responsible business, including 

participation in working and living conditions for both employees and society at large. 

Development trends in the European Union and the world 

Every citizen of the European Union (EU) is associated with corporate social responsibility 

whether he is an employer or employee in the private or public sector. 

The development of CSR at global level is influenced by two main factors: 

1) demand for a sorted out corporate structure and socially responsible business environment, 

clear principles and good reputation by becoming a supplier to foreign companies or their partners; 

2) the need to enter the global market and be equal player by offering quality services and 

products in accordance with responsible business principles. 

Business is the driving force behind the development of society and the creator of its 

prosperity. Understanding this role of business is the basis for the debate at European and 

international level on the voluntary or compulsory implementation of CSR programs in business. 

Undoubtedly, global development trends have made today's business international network actions 

more visible as they have a direct impact on national economies, social stability and environmental 

sustainability. Being aware of this impact, businesses, as well as demonstrating the best corporate 

business principles (business governance and financial policy) to their investors and shareholders, 

demonstrate their attitude towards the society within CSR programs. The role of government is to 
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develop and implement laws that create and maintain stable and predictable political and social 

progress. It is the government's responsibility to invest in education and the social well-being of its 

people to create the right conditions for business growth and competitiveness. Businesses can 

implement support programs and demonstrate specific social standards in their activities to 

encourage similar action by surrounding businesses. The role of government is to develop and 

implement laws that create and maintain stable and predictable political and social progress. It is the 

government's responsibility to invest in education and the social well-being of its people to create 

the right conditions for business growth and competitiveness. Businesses can implement support 

programs and demonstrate specific social standards in their activities to encourage similar action by 

surrounding businesses. 

Businesses can find several support points for CSR implementation: 

 Intergovernmental Initiatives: The United Nations (UN) Global Treaty Movement, 

promoted by the Latvian Employers' Confederation of State of Latvia, invites companies to 

ratify and inform the public of the fundamental principles of human rights, labor law, 

environmental protection respect for the basic principles of anti-corruption;  entrepreneurs 

are called upon to respect the International Labour Organizations (ILO) Tripartite 

declaration on principles governing multinational companies and social policy; 

Organization for Economic Co-operation and Development (OECD) guidelines for 

multinational businesses on voluntary principles and standards for responsible business - 

employment, industrial relations, human rights, environment and transparency of 

information; 

 Initiatives of international business organizations: International Labour Organizations, 

International Chamber of Commerce Sustainable Development Principles show examples 

of companies implementing CSR programs; 

 Initiatives by non-governmental organizations, governments, commercial structures and 

businesses lead to compliance with certain standards and compliance with the needs of 

certain interest groups [20]. 

The Baltic needs effective, responsible and sustainable social entrepreneurship 

Social entrepreneurship is relatively new and not yet well known. The first understanding of 

social entrepreneurship as a special method of solving social problems occurred in the late 1980s in 

Italy, when the society had to look for solutions to the problem of unusually high unemployment. 

Currently, social businesses create jobs for people with disabilities, print books and stage theaters, 

and offer opportunities for young people with addictions to acquire a profession or supplement their 

knowledge. To put it simply, social entrepreneurship helps to solve social problems with business 

tools ‒ the company produces goods or services as a traditional entrepreneurship, only with the aim 

of solving the social problem, not with the aim of gaining financial benefit for business owners. In 

this way, both more social problems are solved, and the number of people who benefit from it 

increases as well. Social entrepreneurship areas and their impacts vary widely, but primarily depend 

on the overall social and economic situation, available education and health care, environmental 

factors and other relevant aspects of a particular region, country or city. Such business fields in 

Europe is mainly focused on the areas of social services, employment, trade, environment, 

education and society. However, it has to be said that there are many free slots in this form of 

entrepreneurship. It is recognized in the world that countries do not always have the capacity to 

solve all the problems of the social sector themselves, while the private sector is not doing it 

because of financial disadvantage. Social entrepreneurs in Latvia are currently either registered as a 

merchant governed by the Commercial Law, or if the amount of cash flow is not higher than 

regulated by the Law on Associations and Foundations ‒ as a non-governmental organization 
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(NGO). Although both of these legal forms exist in Latvia, none of them is suitable for the 

development of a sustainable social business environment. Because social entrepreneurship as an 

NGO cannot be a core business, but as a merchant, it is not really defined, as is the case when the 

profit is to be invested in the achievement of the social purpose of the statute.  

5. SUCCESSFUL SOCIAL ENTREPRENEURSHIP REQUIRES INNOVATION 

 

The role of innovations in our economics is constantly growing: it promotes the development 

of certain companies, as well as the growth of national economy and social welfare. The creation 

and implementation of new ideas is important for all businessmen – whatever the type and amount 

of their activity is. Innovation process gives profits not only to businesspeople, but also to its 

participants – scientists, national institutions, educational establishments – and to the society in 

general. Innovations in business play an important role in the promotion of Latvian businessmen 

competitiveness, especially after Latvia has joined the European Union. However, the statistics 

shows that in Latvia only one fifth of companies introduce innovations. The state financing granted 

to science and research in Latvia considerably falls behind the level of the advanced EU countries. 

One of the fundamental barriers for the development of innovative activity in Latvia is insufficient 

cooperation between businessmen and scientists. 

Businessmen in Latvia lack information (and wherewith interest) about the possible 

cooperation with scientists and introduction of innovations. Nevertheless, a large part of scientists 

work on fundamental research, which certainly is important for their academic career, but still does 

not promote the emergence of innovative products in the market. In Latvia there have been 

developed a number of documents and strategies connected with the improvement of innovation 

policy, however the introduction mechanisms of these documents do not function in practice and 

thus the situation is improving slowly. The model of cooperation has been built on the report about 

the situation of innovation policy in Latvia, innovation support programmes and structures, for 

example, the cooperation of businessmen with Latvian and foreign scientists, and the conclusions 

given by Science and Business Partnership Council. The model of cooperation consists of three 

parts: 

1) summary of cooperation obstacles; 

2) strategy of cooperation model; 

3) necessary actions to be taken. 

The National Innovation Initiative identified three vital elements of this ecosystem—talent; 

investment for both knowledge creation and risking taking; and infrastructure, including the actions 

of government to create an innovation-friendly environment. Networks that connect these elements, 

and a national orientation toward innovation and risk-taking, enhance this ecosystem.  First, talent. 

People are the source of new ideas and creativity. High-value innovation requires not just the best 

scientists, engineers, and information technology workers. We must also be concerned with 

developing the best at creating new business models, the best market researchers and marketers, 

creative financiers, and the best designers and artists – all to fuel an explosion of ideas to meet the 

[27]. 

6. CONCLUSIONS 

1. EU Member States need to consider changes in all systems, not just in specific sectors. The 

system includes all processes and infrastructures that are resource or activity related and 

are important to human activity. For example, the power system includes the use of usable 

energy resources (coal, wind, sun, oil, natural gas and other forms of energy), the use of 

energy production or obtaining (wind turbines, oil boreholes, shale gas mills and other 

types) applications (industry, transport, housing heating and other applications) and 
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distribution. It would also help address the problems of land and water resources affected 

by the use and production of energy resources.  

2. The term "circular economy" provides for the creation of a system of production and 

consumption that minimizes losses. Ideally, almost all goods would be reused, recycled or 

used in the production of other goods. By transforming products and production processes, 

you can help reduce waste and use unused parts as resources. 

3. Water scarcity can become a global issue of the earth's ecosystem. Unfortunately, the facts 

show that there are places that are already affected by the water crisis. The facts show that 

less than 1% of ground water resources can be used for human consumption. At least 20 to 

50 liters of clean water is needed daily for human to meet his basic needs. Over the last 

century, water consumption has risen six fold. It grows much faster than the Earth's 

population. Over 1.2 billion people on the planet do not have access to clean and safe 

drinking water. 

4. Corporate social responsibility is not limited to the labor market or labor law. It is also not 

a classic model of social dialogue, but rather encourages society and businesses to socially 

responsible entrepreneurship, including participation in working and living conditions for 

both employees and society at large.  

5. Global energy demand is expected to grow by more than half over the next two decades. 

America is growing more, not less dependent on foreign oil. Half the world’s known oil 

reserves are in the Persian Gulf, and the Middle East oil supply is increasingly unstable. 

There are growing worries about global warming from fossil fuels, and pressure on 

advanced nations to do something about it. Many facets of the energy problem are 

international. But there are major opportunities to answer the energy challenge 

domestically. Japan offers an example. Endowed with few natural resources, Japan has 

long embraced business philosophies and methods that focus on energy and material 

efficiency, economy of design, saving resources by achieving zero-defects, and eliminating 

many forms of waste in production. 
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ABSTRACT 

At present, solar energy plays an important role in electrical grid. Due to its simple installation and 

reasonable cost of devices, trend of electricity generation by utilizing solar photovoltaic (PV) considerably 

increases leading to reduction of electric energy consumption from utility grid. Moreover, in Thailand, the 

government has an incentive to support electricity generation from solar PV by price adder to reduce 

dependence of fossil fuel. For these reasons, power demand in daytime and electric energy consumption 

seem to be reduced while power demand in night time still grows. The time-of-use (TOU) rate is one of the 

price-based demand response programs that widely used to offer electricity price rate for each time period in 

order to persuade customers to shift their power usage at peak demand period to off-peak demand period. 
This paper proposes a method for optimizing TOU rate and electricity consumption to minimize peak load, 

load variation and total customer’s energy cost. The genetic algorithm (GA) is employed to solve this 

optimization problem. The proposed TOU rate are classified into three rates based on time period consisting 

of peak load, mid-peak load, and off-peak load while the probability of customers to change their electricity 

consumption behavior is modeled by using the economic price elasticity of demand model. The numerical 

case studies will be performed on residential customers of provincial electricity authority (PEA) of Thailand. 

The TOU rate from the proposed method can reduce peak load, load variation, and total customer’s energy 

cost which may convince the customers to change their electricity consumption behavior. 

Keywords: Customer’s energy cost, Load variation reduction, Multi-objective optimization, Peak load 

reduction, Retail customers, Time-of-use (TOU) rate 

1. INTRODUCTION 

Nowadays, the trend of using renewable energy especially solar photovoltaic (PV) rapidly 

grows because of its simple installation and reasonable cost of devices. Moreover, government has 

the incentive to support electricity generation from solar PV by price adder to reduce the 

dependence of fossil fuel. In 2015, an alternative energy development plan (AEDP) of Thailand 

aims to increase the percentage of renewable energy usage for electricity generation to 18% within 

2036 [1]. For these reasons, power demand in daytime and electric energy consumption seem to be 

reduced while power demand in night time still grows up. This situation leads to the decrease of 

system load factor which causes the over investment costs of infrastructure form the utility. To deal 

with situation, the TOU rate is one of the price-based demand response programs that is widely 

used to offer an electricity price rate for each time period in order to persuade customers to shift 
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their power usage at peak demand period to off-peak demand period which can improve the system 

load factor. At present in China, TOU rate is determined to encourage the customers to change their 

energy consumption. The aim of the TOU rate determination is to decrease customer electricity 

expenditure and system peak load. The solving method uses the numerical simulation to optimize 

multi-objective function consisting of maximizing load shifting and minimizing customer electricity 

expenditure. The three rates of TOU comprising off-peak, mid-peak and peak rates are evaluated 

based on typical load data. The multi-objective optimization model shows that TOU rate can shift 

peak load to valley load and reduce customer electricity expenditure [2]-[4]. There are studies of 

load characteristics clustering by seasonal and typical loads to find the optimal TOU rate for 

different seasons. The price demand elasticity coefficient is adopted to model the TOU rate. The 

result shows that an incentive price can motivate the customers to change the consumption which 

cause the peak load decrease; however, the load is still high in some durations [5]. In Denmark, the 

electricity market characteristic is one day ahead spot market price, there are the studies of TOU 

rate optimization for the industrial load, residential load and commercial load to reduce total electric 

consumption cost of the customers. There are two constraints considered in this work. Firstly, the 

total energy consumption after using optimal TOU rate must be equal to the total energy 

consumption before using optimal TOU rate. Secondly, the power demand changes of each TOU 

period must not be higher than 20% of its original power demand. That is to say, the power demand 

in peak load period must stay in the range of 0% to -20% of its original power demand. For the 

mid- peak load and off-peak load periods, the power demand must stay in the range of -10% to 10% 

and 0% to 20% of its original power demand, respectively. The result from sequential quadratic 

programming optimization indicates that the peak loads of three customer types are decreased and 

the system peak load is significantly reduced [6]. In Cyprus, a method to obtain the optimal TOU 

rate for residential prosumers is presented. The target of the optimization is to maximize load factor 

(LF) and electricity cost of prosumers. The derived TOU rate was implemented in pilot three 

hundred prosumers which can reduce the peak load by changing the prosumers behavior to use 

more electricity in the off-peak period [7]. In Malaysia, the TOU application instead of the flat tariff 

for residential customers is studied. The target is to minimize the variation of the actual and the 

average demands that aims to reduce the peak load. The result presents the difference of the peak 

and off-peak prices which can urge the customers to shift their electricity usage [8]. In Iran, demand 

response program by using TOU method is used to maximize the benefits of both utility and 

customer. The objective is to reduce peak demand by using the optimal TOU price and incentive 

price to motivate customers to change the rate of electricity from flat rate to TOU rate. To obtain 

the change of power demand after use the new TOU rate, the scenario considering single period 

(self elasticity) and multi period (self and cross elasticity) is used [12].   

  

Fig. 1. Power demand of PEA, Thailand on peak day in 2017 separated by the types of customers   
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From Fig. 1, in Thailand, the peak power demand of PEA occurs on Wednesday 3rd May 

2017 at 21:45 and the high consumption comes from residential customers. Moreover, the load 

variation of residential customers is higher than the other customer types. At present, the durations 

of TOU rate for residential customers consist of off-peak load duration defined from 22:00-9:00 and 

peak load duration defined from 9:00-22:00. The two rates have been used since 2000 but they are 

not suitable with the Thailand load characteristic at present because the high load period at night 

time is longer than that in the past and the high load at day time is reduced due to the supply from 

renewable energy generation [11]. Therefore, the TOU rate for residential should be adjusted to suit 

the current situation.  

Consequently, this paper proposes a method to define the optimal TOU rate to reduce the 

peak load, load variation and total customer’s energy cost with constraints consisting of peak 

demand limit, load variation limit, the difference of price between peak demand and off-peak 

demand periods limit and the total customer’s energy cost limit. Economic elasticity demand price 

is adopted to find the optimal TOU rate according to the residential load characteristics. For the 

optimization algorithm, the genetic algorithm (GA) is used and the weighted sum approach is used 

to combine each objective together.  

2. METHODOLOGY 

2.1. TOU demand response 

TOU is one of the price-based demand response programs that widely used to offer the 

electricity price rate for each time period in order to persuade customers to shift their power usage 

at peak demand period to off peak demand period. It can be said that the electricity price in peak 

demand period will be higher than the electricity price in low demand period. Normally, TOU 

provides 2 to 3 rates according to power demand characteristic which can be written as shown in 

equations (1).  

                                                      24O Pk M Pk PkT T T                                                             (1) 

where , ,O Pk M Pk PkT T T   are the time (hour) of off-peak demand, mid-peak demand and peak demand 

periods, respectively.  

The energy consumption is power that used in a period of time which the total energy 

consumption derived power demand in each TOU periods as shown in equations (2).  

    ( ) ( ) ( ) ( )

O Pk M Pk Pk

O Pk M Pk Pk

T T T

E d t dt d t dt d t dt d t dt E E E

 

                         (2) 

where E  is the total energy consumption (kWh), , ,O Pk M Pk PkE E E   are the total energy 

consumption (kWh) of off-peak demand, mid-peak demand and peak demand periods, respectively. 

Lastly, the power demand (MW) at the time t in a day is denoted by ( )d t . 

2.2. Economic demand response model  

In economic term, the ratio between demand change and change of goods price is called the 

price elasticity of demand that can be expressed as the following equation. 
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where d  is price elasticity of demand. Od  and Op  are the initial demand and price, 

respectively. d and p are the demand and price changes, respectively. The price elasticity of 

demand consists of self and cross price elasticity of demand which can be explained as follows.  

1) Self price elasticity of demand is the proportion between demand change and change of the 

price at the time t which normally less than zero due to inverse relationship between quantity 

demand and prices. The equations can be written as follows. 

                                                       
( )( )

( , ) 0
( ) ( )
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p td t
t t

p t d t



  


         (4) 

where ( , )d t t  is the price elasticity of demand at the time t. ( )Od t  and ( )Op t  are the initial demand 

(kW) and price (Baht) at the time t, respectively. ( )d t and ( )p t are the demand(kW) and price 

(Baht) changes at the time t, respectively.  

When adopting elasticity of demand to evaluate TOU rate, the demand is namely electricity 

power demand and price is namely electricity price. From equation (4) the power demand can be 

expressed as shown below.  
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where ( )d t is the power demand (kW) at the time t . ( )p t  is the electricity prices (Baht) at the time t 

that differed from the initial price.  

2) Cross price elasticity of demand presents the ratio between the change of good quantity 

and the change of prices of the other goods. If there are two goods that can substitute each other, 

cross price elasticity will be more than zero. Therefore, the customers can change their 

consumptions from peak, mid-peak or off-peak demand periods to other periods. The cross-price 

elasticity can be expressed as the following equation (6).  
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Therefore, the power demand at the time t  is affected by the electricity prices change at 

another time within 24 hours. This relationship can be written as follow. 
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When the self and cross price elasticities are considered together in a day, the power demand 

is changed from the initial demand due to the adjustment of prices. This relationship can be 

expressed as shown below. 
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2.3. Proposed problem formulation 

2.3.1. Objective function 

The proposed TOU rate after implementation can benefit to utility by reducing peak demand 

and load variation. Moreover, it can also benefit to the customers by reducing customer’s energy 

cost. The objective function can be written as shown below. 
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1) Minimizing peak demand 

     _ _ , _( , , , )N O Pk N M Pk N PkMin d t p p p 
       (9) 

where pN_O-Pk, pN_M-Pk, pN_Pk are electricity prices at off-peak demand period, mid-peak demand 

period and peak demand period after using a new TOU rate (Baht/kWh). 

2) Minimizing variation of load  

      _ _ , _ _ _ , _( , , , ) ( , , , )N O Pk N M Pk N Pk N O Pk N M Pk N PkMin Max d t p p p Min d t p p p     (10) 

3) Minimizing total customer’s energy cost  

    _ _ _ _ _ _N N O Pk N O Pk N M Pk N O Pk N Pk N Pktotalp E p E p E p                 (11) 

where totalpN is the total customer’s energy cost after use a new TOU rate (Baht/kWh). EN_O-Pk, 

EN_M-Pk, EN_Pk are total energy consumption (kWh) of off-peak demand, mid-peak demand and peak 

demand after used a new TOU rate and. 

The weighted sum approach is used to combine the multi-objective functions together 

because the unit of total customer’s energy cost is different from the units of others. To merge these 

objectives together, each objective must be normalized by its original value. The weighted 

coefficient can be defined equal to 0.25 for minimizing peak demand and variation of demand and 

0.5 for minimizing total customer’s energy cost. After that, genetic algorithm (GA) is used to 

simulate this optimization problem. 

2.3.2. Constraints 

All constraints can be explained as follow. 

1) The new peak demand is not higher than original peak demand. 

       _ _ , _ _ _( , , , ) ( , , )N O Pk N M Pk N Pk O O O Pk O PkMax d t p p p Max d t p p          (12) 

where pO_O-Pk, pO_Pk are the original electricity prices at off peak demand period and peak demand 

period before using a new TOU rate, respectively (Baht/kWh). 

2) The load variation is not higher than original load variation. 

 
   _ _ _ , _ _ _ _( , , , ) ( , , )N Max Min N O Pk N M Pk N Pk O Max Min O O O Pk O PkDelta d t p p p Delta d t p p       (13) 

where DeltaN_Max-Min is the difference between maximum and minimum demand (kW) after using a 

new TOU rate and DeltaO_Max-Min is the difference between maximum and minimum demand (kW) 

before using a new TOU rate. 

3) The difference of price between peak demand and off-peak demand periods should be 

determined to prevent the price at of-peak demand higher than the price at peak demand. 

         
N_

N_

2 7
Pk

O Pk

p

p 

                      (14) 

4) The mid-peak demand price must not less than the original average price. 

         _ _N M Pk O avgp p                  (15) 

where pO_avg is the average electricity prices before using a new TOU rate (Baht/kWh). 

5) The total customer’s energy cost after use a new TOU rate must not higher than the 

original total customer’s energy cost to persuade customers to shift their time of power usage. 
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         N Ototalp totalp                 (16) 

where totalpO is the original total customer’s energy cost (Baht/kWh). 

3. RESULT AND DISCUSSION 

The numerical case study is performed on residential customers of provincial electricity 

authority (PEA) of Thailand because these customers have the highest peak demand at night time as 

mentioned in the introduction.   

3.1. Data parameter before using a new TOU rate  

From load research of PEA [8], the peak power demand in 2017 is on Wednesday 3rd May 

2017 at 21:45. The maximum power demand is 20,328,465.32 kW whereas the highest 

consumption comes from the residential customers. The residential demand data are shown in 

Table 1.  

Table 1. Residential demand data at peak day of 2017 

Time 

(Hour) 

Load 

(×10^3 MW) 

Time 

(Hour) 

Load 

(×10^3 MW) 

Time 

(Hour) 

Load 

(×10^3 MW) 

1 7.0299 9 3.2598 17 3.3467 

2 6.6404 10 3.5577 18 3.7133 

3 5.7245 11 4.0713 19 5.0557 

4 5.2897 12 3.4771 20 6.0922 

5 4.4656 13 3.6563 21 6.6763 

6 4.4333 14 3.6486 22 8.2050 

7 4.0219 15 3.4745 23 7.6200 

8 3.2829 16 3.2598 24 6.4933 

The original TOU rate for residential customers based on PEA data is defined to be the initial 

electricity price as shown in Table 2.  

Table 2. The original TOU rate for residential customer [10]. 

TOU Period Time Period Price (USD/kWh) 

Peak 09:00-22:00 0.18244 

Off-Peak 22:00-24:00 0.08297 

 

Electricity is necessity goods especially for residential customers. Although, electricity price 

is increased, residential customers still need to use electricity. In Thailand, demand response 

program for industrial customers has been studied. The data of industrial customers who join this 

pilot project in May 2015 can be used to calculate self elasticity equal to -0.272 and cross elasticity 

equal to 0.16 [7]. From the referenced paper which studies on residential customers, the self 

elasticity is equal to -0.1 and cross elasticity is equal to 0.008-0.01 [3]. Generally, the change of 

electricity usage of residential customers is more difficult than the change of industrial customers. 

Therefore, in this paper, both self and cross elasticity are defined by using the lowest values 

mentioned in [7] as presented in Table 3. 

Table 3. The price elasticity of electricity demand 

 Self Elasticity Cross Elasticity 

Price elasticity of electricity demand -0.1 0.008 
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In order to motivate the residential customers to change their behavior of electricity 

consumption, the electricity price of each period in a day should be different according to the power 

demand level and the production cost. Several TOU rates in many countries were separated into 2-3 

periods that depend on load characteristic. From the power demand of peak day in 2017 as shown in 

Fig. 1, the variation of residential power demand in each time is very high.  To determine the TOU 

period, the residential power demand data is used to plot their distribution data for indicating the 

density of each power demand in a day as shown in Fig. 2.      

  

Fig. 2. Distribution of original daily residential power demand  

From Fig. 2, the distribution data show that the number of hours of power demand which is 

less than 4,000 MW are the highest. While, the number of hours of power demand between 4,000-

6,000 MW are the second highest and the number of hours of power demand which is higher than 

6,000 MW are the lowest. Therefore, the TOU period can be separated into three periods according 

to the distribution data. The new TOU period is presented in Table 4.  

Table 4. New TOU period 

TOU period Time Period 

Peak 00:00-02:00, 20:00-24:00 

Mid-Peak 02:00-08:00, 18:00-20:00 

Off-Peak 08:00-18:00 

3.2. Simulation result  

After using an elasticity price model under the constraints that are described in the subsection 

2, the three new optimal TOU rates are obtained as demonstrated in Table 5 presenting the 

comparison of the interesting values when using the original TOU rate and using the optimal TOU 

rate.  
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Table 5. Comparison of the interesting values when using the  

original TOU rate and using the optimal TOU rate 

Interesting values 
Using original 

TOU rate 

Using optimal 

TOU rate 
% difference 

Customer’s energy cost (×10
6
 USD) 15.207 15.156 -0.33% 

Peak price (USD/kWh) 0.18244 0.23358 28.03% 

Mid-peak price (USD/kWh) 0.00000 0.13058 - * 

Off-peak price (USD/kWh) 0.08297 0.03337 -59.78% 

Peak price/ Off peak price  2.199 7.000 218.35% 

Maximum power demand (×10
3
 MW) 8.205 8.137 -0.83% 

Minimum power demand (×10
3
 MW) 3.215 3.151 -1.97% 

(Max-Min) power demand (×10
3
 MW) 4.990 4.985 -0.10% 

Total energy consumption (×10
3
 MWh) 116.451 114.815 -1.40% 

*Note: it cannot be evaluated because there is no mid-peak price in the original TOU rate 

 

From the optimal TOU rate, the peak demand price increases 28.03% from the original peak 

demand price and the off-peak demand price decreases 59.78% from the original off-peak demand 

price. These cause the peak demand, the difference of peak and off-peak demands and the 

customer’s energy cost reduce to 0.83%, 0.1% and 0.33%, respectively. The difference of demand 

profile between using the optimal TOU rate and the original rate can be investigated in Fig. 3.  

    

Fig. 3.  The residential demand profile before and after using optimal TOU rate 
From Fig. 3, the change of TOU rate during 9:00-18:00 from the original peak price to the 

new off-peak price can increase the power demand at this period comparing with the power demand 

when using the original TOU rate. Therefore, this increased power demand can match up with the 

generation of solar photovoltaic (PV) which generates electricity during daytime. Whereas, during 

8:00-9:00 is still defined to be the off-peak period because the change of price is the lowest 

comparing with the price changes in other periods. Then the power demand in this period is 

decreased because residential customers change the consumption to the other periods which have 

the lower price.  
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During 02:00-08:00, a small increase of price from off-peak period to mid-peak period cause 

the small power demand decrease. Conversely, during 18:00-20:00, a small decrease from of price 

from peak period to mid-peak period cause the small power demand increase. Moreover, during 

23:00-2:00, the period is changed from off-peak period to peak period. The significant increase of 

price causes the significant decrease of power demand by shifting the consumption to the other 

periods. However, during 21:00-23:00, this period is still defined as the peak period; although, the 

new price is increased but the power demand slightly decreases.  

Because the presented elasticity model not only considers the price change in a self period 

which is defined as a self elasticity but also the price change in other period which is defined as a 

cross elasticity. The price increase during 21:00-23:00 is lower than the price increase of other 

periods; therefore, the power demand of this period is slightly decreased. As a result of the 

evaluation, the change of TOU period from 2 periods to 3 periods by using GA optimization subject 

to the mentioned constraints (subsection 2.3.2) can provide the optimal TOU rate which can reduce 

the load variation and peak demand by shifting the original peak demand to the other periods. 

4. CONCLUSION  

This research proposes a method for optimizing TOU rate to minimize peak demand, load 

variation and total customer’s energy cost based on economic price elasticity of demand model. The 

optimal TOU rate can be classified into three rates consisting of peak demand, mid-peak demand 

and off-peak demand periods which are suitable for present residential demand characteristic of 

PEA. The genetic algorithm (GA) is employed to solve this optimization problem. Unlike previous 

studies, this paper uses residential load characteristic of Thailand and presents the method to change 

the TOU period from 2 periods to 3 periods in order to decrease the impact from solar PV 

generation. For the price elasticity, the price change is not only considered during its period but also 

the other periods in a day. The evaluation result after optimization process shows that power 

demand is increased at the old TOU peak period which is defined at day time. It means that the 

power demand increase will be matched with the generation from solar PV; consequently, the 

battery investment for gathering the surplus energy from solar PV during day time is decreased. 

The new mid-peak TOU rate changing the price slightly changes the power demand slightly 

as well. The power demand at the new peak period changed from the old off-peak period is highly 

decreased because the change of price is very high. Although, during 21:00-23:00 which is fixed to 

be the peak period same as old peak period, the price is increased, the power demand slightly 

decreases because the impact of the change of price in other periods is higher. Finally, the optimal 

TOU rate from the proposed method can convince the customers to change their behaviors of power 

usage which can benefit to the peak load and load variation reductions and total customer’s energy 

cost without any constraints violation.  
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http://www.erc.or.th/ERCWeb2/Upload/Document/%E0%B9%81%E0%B8%99%E0%B8%9A%202%20%E0%B9%80%E0%B8%AD%E0%B8%81%E0%B8%AA%E0%B8%B2%E0%B8%A3%E0%B8%A1%E0%B8%B2%E0%B8%95%E0%B8%A3%E0%B8%81%E0%B8%B2%E0%B8%A3%20(Final).pdf
http://www.erc.or.th/ERCWeb2/Upload/Document/%E0%B9%81%E0%B8%99%E0%B8%9A%202%20%E0%B9%80%E0%B8%AD%E0%B8%81%E0%B8%AA%E0%B8%B2%E0%B8%A3%E0%B8%A1%E0%B8%B2%E0%B8%95%E0%B8%A3%E0%B8%81%E0%B8%B2%E0%B8%A3%20(Final).pdf
http://www.erc.or.th/ERCWeb2/Upload/Document/%E0%B9%81%E0%B8%99%E0%B8%9A%202%20%E0%B9%80%E0%B8%AD%E0%B8%81%E0%B8%AA%E0%B8%B2%E0%B8%A3%E0%B8%A1%E0%B8%B2%E0%B8%95%E0%B8%A3%E0%B8%81%E0%B8%B2%E0%B8%A3%20(Final).pdf
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ABSTRACT 

Electricity market liberalization created a meaningful electricity price fluctuation not only in a short-

term but also in a long-term perspective. Environmental awareness dramatically increased the 

installed power of the renewable energy power stations, safety issues put nuclear energy into a 

question and pollution regulations made fossil fuel power plant less attractive for the investment. 

Previous mentioned factors can heavily affect electricity price in a long-term and extend the foreseen 

investment payback time. Changes in electricity market create a possibility and demand for an 

accurate long-term electricity price forecasting model. Companies in a heavy industry, electricity 

power plants and government officials can benefit from long-term electricity price forecast while 

planning future strategy and expenses. 

Electricity price forecasting from the long-term perspective is a challenging task for several reasons. 

Predictions made for a period which is longer than a year could be very inaccurate due to many 

forecast affecting factors. Part of the considered factors might have a significantly weaker effect on 

the forecasted value in a year and unconsidered factor’s importance might significantly grow. 

Essentially, each of the selected factors will include a separate long-term forecast for itself. If those 

forecasts will lack precision overall accuracy of the model will decrease. Accurate long-term 

electricity price forecasting model require a careful selection of factors according to their possible 

relevance in the future and precise forecast possibilities.  

Up to date academic literature heavily focus on short-term electricity price forecasting models with 

few exceptions presenting a methodology for long-term forecasting models. In total, ten articles 

presenting methods for a long-term electricity price forecasting model were selected for analysis. Each 

of the selected articles present a methodology for one year or longer forecast period. Articles have 

been divided into three main groups according to the used method: quantitative, qualitative and 

combination of both. Each article was reviewed, and factors used in each method were registered. 

Mentioned factors were: historical electricity price, seasonal component, oil price, wind generation, 

electricity exchange, electricity supply and demand price, expert judgment and others. Finally, used 

methods and picked factors were rated according to the final model accuracy and occurrence in all 

selected material. 

Selected articles review revealed that purely quantitative methods for long-term electricity price 

forecasting have less accuracy than qualitative or a combination of two. The primary reason for that is 

long forecasting period with many uncertainties which statistically are hardly predicted and can be 

better evaluated through the expert’s opinion. Electricity supply and demand price is the most 

commonly evaluated factor. Long-term electricity supply and demand forecast tend to have higher 

accuracy since electricity production and consumption have a smaller change over a long period. 

Keywords: long-term, forecasting models, electricity price influencing factors 
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ABSTRACT 

The paper gives an insight into the Latvian Energy long-term policy towards the CHP plants in a period 

2006‒2019. The subject of analysis is the steps made to stimulate the development of CHP plants, with the 

focus on the mandatory procurement component (MPC) as an important instrument of CHP support.  

The aim of the research is to make the conclusions about the effectiveness of policy in a period by using 

comparative analysis, to look through the problems the existing CHP plants meet, to weight the perspectives 

of solutions and to suggest the variants of policy appropriate in future.  

According to the latest statistical data (2017), the progress in development of Latvian CHP plants in Latvia 

looks obvious. At the moment the development of CHP (both using renewable or fossil fuels) stopped 

because of  suspending the MPC support system due to concerns about corruption and a lack of transparency.  

The first offered new support mechanisms included the implementation of green certificates and was rejected 

because the prices of certificates would be fluctuating. The second was “feed-in premium” model. 

The rapid abolition of MPC support system would have negative consequences: ‒ increase of electricity and 

heat prices; ‒ bankrupts of CHP plants burdened by loans followed by a shortage in the energy market and, 

therefore, necessity to import electricity; ‒ potential litigation with the support recipients; ‒ failure to gain the 

targets for promoting the use of renewable energy resources and fine from the European Commission. The 

existing MPC support system needs to be improved and developed rather than abolished. The problem of 

existing system was the lack of control of support recipients, which resulted in the situation when several 

companies have fraudulently kept the licences having not completed the CHP projects in time. In this case 

the decisions to avoid the overcompensation of all MPC power plants and to reduce support for non-

commissioned CHP plants are completely reasonable. For those MPC recipient who comply with the law, a 

fair solution should be found. 

The experts of Foreign Investors’ Council in Latvia suggest to implement a tax reform along with the reform 

of the MPC as well as to introduce the “polluters pay” principle where the energy producer pays the costs of 

environmental pollution [13]. Either the newly developed or modified existing CHP support mechanism 

should provide a predictable legal and business environment for entrepreneurs and investors. 

Keywords: cogeneration, RES, energy efficiency and reliability, energy economics and policy 

1. INTRODUCTION 

The possible principles of modern Energy Policy for Europe were firstly elaborated in the 

European Commission's paper A European Strategy for Sustainable, Competitive and Secure 

Energy in 2006. In 2007, in its Renewable Energy Roadmap 21 [4] the European Commission has 

proposed a binding target of increasing the level of renewable energy in the European Union's 

overall mix to 20% by 2020.  

According to the European Climate and Energy package, Latvia, as EU member, had to 

increase energy efficiency, to reduce the greenhouse gas emissions and to increase the renewable 
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energy part in a gross final energy consumption from 35% in 2005 to 42% by 2020. The 

combination of combined heat and power (CHP) and usage of renewable energy sources (RES) 

were named among other ways to reach these ambitious climate protection targets [3]. 

The paper gives an insight into the Latvian Energy long-term policy towards the CHP plants 

(working on both renewable and fossil fuels) during the last two decades. The subject of analysis 

are the steps made to stimulate the development of CHP plants, with the focus on the mandatory 

procurement component (MPC) as an important instrument of CHP support. The aim of the 

research is to make the conclusions about the effectiveness of policy in a period 2006‒2018 by 

using comparative analysis, to look through the problems the existing CHP plants meet, and to 

weight the perspectives of solutions. Although the idea is not new, the novelty, or, better to say, the 

interest of this research is in observing the unstable period in energy politics when the farther 

situation is not clear.  

2. CHP PLANTS IN LATVIA IN A PERIOD 2007‒2018 

2.1. Development of Latvian energy long-term policy towards the CHP plants  

Reaching the long-term goals of Latvia’s energy sector is a complex process that demanded 

finalizing a long-term strategy, defining and justifying feasible goals and tasks, as well as 

establishing concrete political, legal and institutional frameworks and tools. 

The key strategic document, defining the fundamental principles of the Latvian government 

policy, as well as long-term goals and course of action in the energy sector, was the Principles of 

Energy Sector Development 2007-2016, adopted in 2006. The goals spelled in the document are 

identical to those defined by the EU, namely: 1) secure supply, 2) encouraged competition and 

competitiveness, and 3) use of renewable resources. 

In 2016, the Cabinet of Ministers of the Republic of Latvia approved the Guidelines for 

Energy Sector Development 2016‒2020 [5] that defining the key objectives of the Latvian energy 

policy: 1) enhancing the competitiveness of the national economy, 2) the formation of prices on 

energy resources and energy under the free market and competition, 3) sustainable energy 

production and consumption. To contribute to the sustainability of the energy sector, it was planned 

to implement activities aimed at increasing the proportion of “green energy”, reducing GHG 

emissions and contributing to efficient energy use, which needed revising and developing of new 

support mechanisms for RES use. The set objective ‒ increase the proportion of RES in the total 

consumption of energy, focusing on competitive energy prices ‒ seemed to be rather contradictory 

and needed wisely developed support system. 

In a period 2006‒2018, electricity generation in cogeneration and renewable electricity 

generation was stimulated through a complex support system in a form of a feed-in tariff, which 

also included elements of a quota system and tenders. Despite many changes made in the relevant 

documents during the described period, the main idea remained unchanged.   

The documents, regulating support mechanisms in 2006‒2018 (Electricity Market Law [9], 

Electricity Tax Law [10], “Regulations regarding electricity production and price determination 

upon the production of electricity in cogeneration”[8]), have been amended a total of 36 times 

during the period of their actuality. 

The first document regarding the MPC support of CHP plants was Minister Cabinet’s 

Regulation No. 921 “Regulations on electricity generation in cogeneration”, 06.11.2006. [7], 

establishing that a CHP plant which simultaneously produces electricity and useful thermal energy 

with an appropriate efficiency coefficient may acquire the right to sell the produced electricity 

within the framework of mandatory procurement. The Regulation specified the measures for the 

control and deduction of the applicants as well as established the price calculation formula for CHP 

plants with electrical power < 4 MW for the amount of electricity that could be sell within the 

framework of mandatory procurement. The prices depended on the fuel used by CHP plant (for 
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RES ‒ 25% higher than for natural gas). There was a strict price synchronisation with the end-of-

trade tariff for natural gas approved by the regulator, even if using RES. 

On 10.03.2009. the previous document was replaced by Minister Cabinet’s Regulation 

No. 221 “Regulations on electricity generation and pricing while producing the electricity in 

cogeneration” [8]: 

- the energy producers can use the mandatory procurement support within a maximum period 

of 15 years. The rules for the actions of producers, their control and submission of reports 

were specified. 

- a support recipient who has obtained the right to receive a guaranteed fee for the electrical 

capacity installed in a CHP plant shall ensure that the capacity installed in the cogeneration 

unit is put into operation not later than 3 years after the decision (license) of Ministry of 

Economics enters into force. 

- the Regulation defined the formulas for the calculation of the fee for the installed electrical 

capacity < 4 MW. The fee for CHP plants with electrical capacity > 4 MW is determined by 

the regulator. 

The amendments to Minister Cabinet’s Regulation No. 221, 22.12.2009. defined the formulas for 

the calculation of the fee for the installed electrical capacity > 4 MW. The working CHP plants can 

choose between the previous system and the formulas. A period during which the CHP plant should be 

put into operation following the coming into force of the license, was extended from 3 to 5 years. 

The amendments to Minister Cabinet’s Regulation No. 221, 07.09.2010. Only those energy 

producers who use or plan to use the RES for electricity generation may apply for the MPC licence. 

Gas CHP plants which have already acquired MPC licence by 31 October 2010 shall maintain the 

previous conditions for the sale of electricity and the same principles for price calculation. 

The amendments to Minister Cabinet’s Regulation 221, 28.08.2012. For existing support 

recipients, the duration of the support is limited to 10 years for CHP plants with an electric capacity 

< 4 MW and 15 years for plants with an electric capacity > 4 MW. These deadlines shall be counted 

from the date the CHP plant is put into operation. From 10.09.2012 to 01.01.2016, an entrepreneur 

is not entitled to apply for the right to sell the generated electricity within the scope of mandatory 

procurement, as well as to receive a guaranteed fee for the electrical capacity installed in a CHP 

plant (moratorium). 

The amendments to Minister Cabinet’s Regulation 221, 30.07.2013 specified that the 

extension of time limits for the implementation of supported projects is no longer allowed and the 

energy producer who has obtained the licence must be able to put a CHP plant into operation in the 

time period defined by the regulation. 

The amendments to Minister Cabinet’s Regulation 221, 06.11.2013 reduced the support 

intensity for CHP plants with installed electric capacity > 4 MW. They would no longer be able to 

obtain the right to sell electricity within the mandatory procurement, but only to obtain a guaranteed 

fee for the capacity installed at the CHP station under the existing conditions for operating 

arrangements, time limits and calculation of the power component. The previous regulatory 

framework remained for CHP plants with a capacity of < 4 MW. 

The amendments to Minister Cabinet’s Regulation 221, 22.04.2014 limited the variability of 

the natural gas price included in MPC pricing formulas by setting its ceiling at the level of the 

natural gas trade tariff in March 2014. 

The amendments to Minister Cabinet’s Regulation 221, 15.12.2015 extended the moratorium 

until 2020. 

The amendments to Minister Cabinet’s Regulation 221, 05.07.2016 intended a mechanism to 

eliminate the risks of overcompensation for operators producing electricity from AER or high-

efficiency cogeneration. When a project overcompensation is found, a reducing factor – a price 

differentiation coefficient – is applied to future aid, ensuring that the overall level of the project IRR 

at the end of the aid period does not exceed 9%. In order to ensure that mandatory procurement 

prices do not fall below the level required to ensure the operation of supported CHP plants as a 
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result of the fall of the natural gas trade tariff, the natural gas trade price included in the MPC 

pricing formula shall be fixed at the level which was average in a period from August 2007. 

The amendments to Minister Cabinet’s Regulation 221, 20.06.2017: In order to adapt the 

functioning of the MPC system to a liberalised natural gas market, the tariffs on the commercial 

service, transmission, storage and distribution service included in the calculation formula for 

electricity shall be fixed at the level they were before the liberalisation of the natural gas market.  

The amendments to Minister Cabinet’s Regulation 221, 03.10.2017 intended that in 2017 

energy producers who received a guaranteed fee for the capacity installed in the cogeneration unit 

with electric capacity of > 100 MW may apply for a lump-sum payment consisting of 75% of the 

guaranteed fee to be received during the remainder of the support period. 

The amendments to Minister Cabinet’s Regulation 221, 10.04.2018 reinforced the control 

mechanism for CHP plants and established additional operational measures for support receiving. 

The described support scheme is temporarily suspended and is planned to be closed for new 

installations until the new support scheme is worked out. 

2.2. Development of CHP plants 

The changes made in regulations regarding electricity generation while producing the 

electricity in cogeneration are reflected in the data compiled by the Central Statistical Bureau [6]. 

Figure 1 shows the rapid increase of installed electrical capacity of CHP plants in 2009, when the 

first new CHP plants were put in operation (in 3 years after the MPC license enters into force) and 

2013, when the second part of the new CHP plants were put in operation (in 5 years, according to 

the amendments to Minister Cabinet’s Regulation No 221, 22.12.2009). The amendments of 

07.09.2010 (“only those energy producers who use or plan to use the RES for electricity generation 

may apply for the MPC licence”) are also reflected on Figure 1 by the increase of installed electrical 

capacity of CHP plants using RES. The last insignificant increase of capacity is seen on 2016 

(5 years after the moratorium was established). 

 

 

Fig. 1.  Installed electrical capacity of CHP plants (MW) [6] 

Figure 2 shows that in end of 2016 the amount of electricity produced in CHP plants reached 

its peak ‒ 3700 GWh. Unfortunately, the most recent data (after the strict inspections started) is not 

available yet.  
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Fig. 2.  Electricity produced in CHP plants (GWh) [6] 

 

Fig. 3.  Fuel consumed in CHP plants (PJ) [6] 

As it is seen on Figure 3, by 2017 Latvian CHP plants mainly consumed natural gas (27.1 

petajoules (PJ)) and fuelwood (12.4 PJ). During the examined period (2008‒2017), the share of 

natural gas consumed in CHP plants fell from 94% to almost 63%, while the share of electricity 

produced in RES-fuelled CHP plants has increased by 29%. By 2017 930 GWh of electricity were 

produced from RES, constituting 31% of the total amount of electricity produced in CHP plants. 

The biggest relative increase of RES consumption was observed for fuelwood, and the second one - 

for biogas. 

Despite the financial and organizational difficulties caused by changes in support system, the 

gain of CHP plants in Latvia looks obvious (Table 1).  
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Table 1. Number of CHP plants, installed electrical capacity and produced heat energy (MW)  

in 2010 and 2017 [6] 

xxx 
Number of public 

CHP plants 

Installed 

electrical 

capacity, MW 

Electricity 

produced, GWh 

Heat energy 

produced, GWh 

Year 2010 2017 2010 2017 2010 2017 2010 2017 

TOTAL 56 204 932.8 1299.1 2984.8 3000.1 4603.4 6301.7 

≤ 0.2 MW 8 28 1.3 4.1 7.2 22.2 20.2 48.2 

0.2 < P ≤ 0.5 MW 14 39 5.7 14.8 23.5 77.8 99.1 255.8 

0.5 < P ≤ 1 MW  9 71 6.2 58.3 23.9 368.8 197.6 750 

1 < P ≤ 5 MW  21 59 54.3 144.2 323.3 861.3 867.4 2016.7 

5 < P ≤ 20 MW  1 3 11.8 27.9 35.7 102.8 36.9 156.3 

> 20 MW 3 4 853.5 1049.8 2571.2 1567.2 3382.2 3074.7 

3. THE PROBLEMS AND PERSPECTIVES OF CHP PLANTS  

3.1. The fuels: renewable VS fossil 

As one of the weak points of CHP support policy of the last 20 years is mentioned the support 

not only for RES using CHP plants, but also for those using fossil fuels (meaning natural gas). This 

decision is justified by the fact that usage of natural gas allows to apply highly effective (with high 

α-ratio) CHP technologies. Besides, gas combustion is more ‘environment-friendly’ from the point 

of de-carbonization.   

One of Latvia’s advantages, which serves as a (short-term) guarantee of continual supply, is 

its underground gas storage facilities. The amount of active gas in currently functional Incukalns 

underground storage may reach 2.3 billion cubic meters, and there are plans to increase this amount 

to 3.2 billion cubic meters. The expansion of these storage facilities may bring about several 

significant advantages, such as strategic reserves, economic benefits and improvement of regional 

energy supply. Nevertheless, it may also boost local energy and production companies’ inclination 

to use imported gas instead of exploring sustainable local options by means of increasing energy 

efficiency and using renewable energy sources.  

Anyway, gas distribution system does not cover all Latvian territories, including the ones with 

big forest density. In 2017 the largest share of electricity produced from RES in CHP plants was 

registered in Vidzeme and Zemgale regions – 89% and 82%, respectively, while the smallest share 

was observed in Riga – 3% of the total electricity produced in the region (Fig. 4). As mentioned 

before, the most popular RES consumed by Latvian CHP plants is fuelwood. Usage of wood fuels 

is considered perspective: it not only helps to increase the part of renewable energy in gross final 

energy consumption, but also gives relative independence from importing of fossil fuel resources.   

The problem of CHP technologies applying common combustion of wood is low α-ratio, 

which means much heat and little electricity. Trying to achieve the wishful electrical energy 

production causes over-production of heat energy. In many new CHP plants the realization of heat, 

which is the main success factor in the cogeneration project, was not properly considered. When the 

heat production exceeds the demand, it can be accumulated by the thermal energy storage system, 

however, the necessary analysis of heat load variations for calculation of the accumulation system 

capacity is a complicated process. 

Wood gasification (a thermo-dynamical process that converts wood to a gaseous fuel) is more 

effective in CHP than common combustion of wood, for the reason that generated gas can be a fuel 

for such effective CHP technologies as gas-steam turbines and internal combustion sets. Wood 

gasification is more environment-friendly comparing to common combustion, because of less CO2 

emissions during gasification process. Though the advantages of wood gasification in cogeneration 

http://www.csb.gov.lv/print/31985#_ftn1


             CYSENI 2019, May 23-24, Kaunas, Lithuania 

             ISSN 1822-7554, www.cyseni.com 

 
 

 

IV-221 

seem to be self-evident, as it allows high efficiency combined with an increase of renewables' share, 

this technology is not widely spread and implemented [2].  

 

 

Fig. 4.  CHP plants in Latvian territory (by volume of electricity produced and the main fuel 

consumed) [6] 

Producing electrical energy in the internal combustion engine demands special quality of 

gasifier and gas. World’s experience of exploitation of this kind of systems shows that they are 

sensitive towards the changes of fuel parameters and the load of equipment, quality of service, and 

environmental conditions. Necessity of cleaning, cooling and mixing of gas makes technology 

difficult and expensive. 

3.2. The new CHP (including consumed by RES) support mechanisms 

As mentioned before, the support scheme existing in a period 2007‒2018 is temporarily 

suspended. By now, the existing feed-tariff is on hold until 01.01.2020 due to concerns about 

corruption and a lack of transparency in the way it was carried out since 2007.  

The increase of electricity bills caused by the change in the MPC system, forcing electricity 

consumers to pay “green energy” components for installed capacity, led to sharp discussions. The 

existing state support mechanisms for energy production from RES were assessed and revised.  

In August 2018, the working group of the Ministry of Economics worked out a proposal 

about a refusal of the MPC payment over a period of three years. It was proposed to reinstate the 

subsidized electricity tax, to include the MPC capacity payment in the transmission tariff and to 

limit the profits of MPC recipients, thereby reducing the amount of mandatory procurement, as well 

as to set the new requirements for biogas plants by setting a minimum proportion of organic waste. 

Three years later, the reform of the MPC system provides for one of the models, based on the 

market principles: either introduction of “green certificates” or implementation of the market price 

efficiency model. 

Some of the proposals were opposed by energy producers and other organisations, including 

the Latvian Renewable Energy Federation). According to Janis Bethers, the chairman of the board 

of company “Enefit”, the company's experience on the Polish and Swedish markets showed that the 

implementation of “green certificates” does not reduce consumer payments for electricity, besides, 
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it is likely that the prices of certificates would be fluctuating [11]. After discussions, the proposal 

concerning the “green certificates” was removed from the MPC reform plan. 

Stringent supervision of subsidised electricity producers, stricter controls and a limited 

timeframe for the implementation of RES projects have been introduced. In December 2018, the 

Ministry of Economics drew up a legislative proposal regarding the organisation of supervision and 

control of the mandatory procurement mechanism, to eliminate the overcompensation and to 

recover unduly paid state aid.  “Overcompensation” is defined as the amount of aid received by the 

electricity producer, which results in an excess of the norm of total internal rate of return on capital 

investment. 

The redrafted list of measures proposed by the Ministry of Economy in January 2019 

included the following support measures for electricity producers: 

- to avoid the overcompensation of all MPC power plants in 2019; 

- to reduce support for non-commissioned CHP plants in 2019; 

- to introduce stricter requirements for raw materials for biogas plants in 2022; 

- in 2022 to quit MPC support of gas CHP plants, except Riga TEC-2 as this power plant is 

strategically important for Latvia's energy independence and security of energy supply. 

The new plan no longer offered to renew the subsidized energy tax on MPC recipient. At the 

same time, the Ministry proposed a solution for the transition to a market-based support mechanism 

for electricity producers. The market model would be applied to the existing fairly working power 

plants contributing to the renewable energy targets. As for the new CHP plants, no support was 

planned for them. 

The proposed “feed-in premium” model means that green electricity producers participate in 

the electricity market, like all other producers, but receive a premium at the wholesale market price 

of electricity sold. The main difference from the existing compulsory procurement system is that no 

profit will be guaranteed for stations. In the MPC model the state buys electricity from the support 

recipients at a fixed price, while in the “feed-in premium” model the CHP plants themselves should 

sell electricity at times when the price is the highest. The “feed-in premium” model is simpler and 

easier to implement than the “green certificates” proposed above. 

The total amount of green energy aid was projected to not exceed 0.3% of gross domestic 

product (GDP), compared to 1.0% of GDP in 2017. 

The electricity producers were opposed to the offered plan. Gas CHP plants did not agree 

with reducing their profit margins, and biogas CHP plants also with new quality criteria for the raw 

materials. 

As the process of MPC system abolition obviously has many risks, in March 2019 the 

Ministry of Economics set up two working groups in order to receive an independent assessment of 

the possibilities and consequences of this decision. The first group consists of representatives of the 

Ministry, Latvenergo and the High Voltage Network, the second one shall represent the recipients 

and payers of MPC support. One more working group – the lawyers – assessed the legal part of 

abolishing the MPC. 

Finally, on 26.03.2019. the government has decided not to advance solutions for lifting the 

MPC from 31.03.2019 (as it was planned before).  

The rapid abolition of MPC support system would have negative consequences.  

First of all, it's driving up electricity and heat prices. According to the information provided 

by the suppliers of thermal energy [12], in some municipalities heating rates could become 10%-

40% higher. This is explain by the fact that the MPC aid currently received is used to subsidise heat 

energy: the revenues from electricity are directed to reduce the heat rates.  

Secondly, a big part of producers have received loans, with total commitment amount of €200 

million. Stopping the MPC support could lead to difficulties with loan repayment. As a result, 

several CHP plants will go bankrupt, followed by a shortage in the energy market, and electricity 

should be imported.  
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Another risk is potential litigation. The contracts with energy producers have been made for 

long periods (many years), creating legitimate expectations. 

Finally, the national targets for promoting the use of renewable energy resources cannot be 

achieved without the state support. In this case that the European Commission would start the 

infringement procedure and impose the fine. 

The Ministry of Economics is working on a number of scenarios, the main aim of which is to 

decrease the electricity bills. Though the development of a new support mechanism was expected to 

be completed by the end of 2018 (according to Energy Development Guidelines 2016‒2020), it is 

more likely to be implemented after the completion of the new Latvian National Energy and 

Climate Plan 2021‒2030.  

4. CONCLUSIONS  

During the period from 2008 to 2017, the share of natural gas consumed in CHP plants fell 

from 94 % to almost 63 %, while the share of electricity produced in RES-fuelled CHP plants has 

increased by 29% [6] that corresponds with Latvian target to increase the renewable energy part in a 

gross final energy consumption to 42% by 2020. Despite the financial and organizational 

difficulties caused by changes in support system, the progress in development of Latvian CHP 

plants in Latvia looks obvious. Unfortunately, the more recent data, which could demonstrate the 

results of suspending the MPC support system, are not yet available.   

Without changing and improving existing energy policy, the use of cogeneration using RES 

cannot be efficiently stimulated. The sustainability of RES in Latvia is going to be ensured if the 

government finds ways how to limit the support effect on the price on electricity for final 

consumers. The high costs would force the society to choose cheaper energy produced from fossil 

energy resources. Such scenario would significantly restrict the ability of Latvia to facilitate the 

potential of production of local energy and the use of local energy resources.  

The rapid abolition of MPC support system was found undesirable due to its many negative 

consequences. Talking of trials to reduce the consumers’ electricity bills, the share of MPC in final 

payments is around 15% while a large part is made up of electricity transmission and distribution 

payments, therefore the abolition of MPC would be not be significantly reflected in bills.  

The existing MPC support system needs to be improved and developed rather than abolished. 

The problem of existing system was the lack of control of support recipients, which resulted in the 

situation when several companies may have cheated ‒ having not completed the CHP projects in 

time, they have fraudulently kept the licences. In this case the decisions to avoid the 

overcompensation of all MPC power plants in 2019 and to reduce support for non-commissioned 

CHP plants sound completely reasonable. For those MPC recipient who comply with the law, an 

acceptable solution should be found. 

The experts of Foreign Investors’ Council in Latvia (FICIL) suggest to implement a tax 

reform along with the reform of the MPC. FICIL either believes that the use of renewable energy 

resources in Latvia could be promoted by implementing the “polluters pay” principle where the 

energy producer pays the costs of environmental pollution [13]. 

In order to decide on one or the other future support system model in Latvia (modification of 

the existing system, "green certificates", feed-in premium, etc.), it is necessary to have an in-depth 

analysis of how these systems will work, what will be the impact on economy, what the risks are 

and how to control them.  

In any case, to meet the goals by Latvian National Energy and Climate Plan 2021-2030, the 

new developed CHP support mechanisms should provide a predictable legal and business 

environment for entrepreneurs and investors. Stability and transparency are a key factors for 

crediting of new projects, which is impossible when the support scheme constantly change.  
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ABSTRACT  

The interest in energy efficiency and economic development of the country has been developed in the 

last couple of years. However, there is still a gap in the literature regarding the influence of the 

consumed energy to the company financial performance and especially profitability of the company. 

To evaluate a company’s profitability a ratio of the earnings before interest, taxes, depreciation and 

amortisation and total revenue (EBITDA margin) was used. This paper aims to empirically examine 

the relations between energy consumption, R&D costs and capital expenditures on the profitability of 

the manufacture companies. The main focus in this article dedicated to the companies, which are 

operating in the manufacture of pulp from wood and paper production industry. In this paper two null 

hypotheses were tested: H1: a higher level of energy consumption reduces the profitability of the 

company; H2: a higher level of energy consumption, R&D costs and capital expenditures reduce the 

profitability of the company. The data sample consists of 104 records from 44 companies; time period 

cover 2002 to 2016. Positive and statistically significant correlation was found between energy 

consumption and profitability of the company (r = 0.249, p.val = 0.01) and between profitability and 

R&D costs (r = 0.43, p.val < 0.01). In the studied data the true correlation between profitability and 

capital expenditures was equal to 0. The performed regression analysis shows that energy 

consumption has a significant contribution to the profitability of the company. The results of the 

regression indicated the energy consumption explained 5.3% of the variance (adj. R
2 

= 0.053, 

F(1,102) = 6.769, p.val = 0.01). For this reason, we rejected hypothesis H1. The β coefficient for 

energy consumption in a regression model shows that profitability will increase by abt. 2.3*10
-7

% for 

each 1000 GJ energy consumed. Multiple regression analysis was used to test if the energy 

consumption, R&D costs and capital expenditures significantly predict profitability. The results of the 

regression indicated the three predictors explained 25.4% of the variance (adj. R
2 

= 0.254, 

F(3,84) = 10.86, p < 0.01). The positive and statistically significant value of the β coefficient for 

energy consumption and R&D costs points out the positive relationship between them and the 

company’s profitability. For this reason, we rejected hypothesis H2. The results of complex regression 

analysis also show that capital expenditures have no significant influence on the profitability of the 

company. The findings of this paper can be updated by testing for energy intensity or adding other 

independent variables and expended to other manufacture industries. 

Keywords: energy consumption, profitability, pulps and paper industry 
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ABSTRACT 

Effective permeation barriers are needed for fusion reactors to prevent hydrogen embrittlement and tritium 

inventory control. The use of Al2O3 coatings over the structural material, is an efficacious way to reduce 

hydrogen isotopes permeation through the steel walls, due to the chemical stability and low solubility for 

hydrogen of Al2O3 layers. 

The samples studied were 1-µm alumina coatings deposited on Eurofer steel discs by reactive sputtering. 

Samples were subjected to an electric field (1V and -1 V) during permeation from room temperature up to 

450 ºC (at a rate of 10 ºC/min) with and without irradiation. 

Permeation was clearly reduced by irradiation but no clear effects have been observed by the electric field. 

Permeation was reduced compared to bare material in the temperature range 25 ºC-450 ºC demonstrating 

alumina coatings are good candidates as barriers to reduce hydrogen isotopes permeation in fusion reactors. 

Keywords: permeation barriers, coatings, electrical conductivity 

Highlights: RIPER facility is an adequate facility to measure permeation with an electric field applied. 

Permeation is not influenced by an applied electrical field (even during irradiation)  

1. INTRODUCTION 

In self-cooled liquid metal blanket concepts, including lead–lithium (PbLi) fusion blankets, an 

induced electric current will be produced by magnetohydrodynamic (MHD) effects... A magnetic 

field induces currents in a moving conductive fluid. A current passing through a conductive fluid 

can create forces on the fluid and affect the magnetic field. Therefore it is necessary to develop an 

electrical insulating coating to insulate this electric current from the conducting walls [1]. 

An MHD flow confined by electrical conducting walls provokes an increase in pressure drop 

(MHD pressure drop). As for MHD thermofluid research, an electrical insulating coating is 

extremely important from the viewpoint of the safe electrical insulating wall condition in fusion 

reactors [2]. There are some studies of Al2O3 as an electrical insulating coating in terms of the Al2O3 

compatibility with PbLi [3, 4], considering alumina (Al2O3) as a candidate for the electrical 

insulating coating against PbLi flows for a blanket concept [5]. 

The dual-functional lead–lithium (DFLL) and the water-cooled PbLi breeder (WCLL) 

concepts with ferritic steel structures [6] can adopt an Al2O3 coating as tritium permeation barrier 

(TPB) in order to reduce the tritium permeation. Many researches in the development of fusion 

reactors have been focused on the development of coatings that avoid permeation [7, 8]. However, 

as described above, it is also necessary that these coatings be electrical insulators. 

Controlling the tritium permeation is a very important aspect in these reactors, and it has been 

seen that it can be affected by various factors, such as ionizing radiation, temperature or coating 

thickness. [9, 10]. The alumina conductivity can be affected by different factors, mainly temperature 

and ionizating irradiation. [11, 12]. Due to irradiation, hydrogen isotopes diffusion increases [13, 

14] and also due to an electric field [15]. Therefore, permeation has to be evaluated in both 

conditions at the same time.  

mailto:patricia.munoz@ciemat.es


             CYSENI 2019, May 23-24, Kaunas, Lithuania 

             ISSN 1822-7554, www.cyseni.com 

 
 

 

VI-227 

Nevertheless, there is no research on electrical insulating performance of the coatings during 

permeation. In this sense, RIPER facility was developed at CIEMAT, firstly to measure permeation 

during irradiation in order to test permeation in the similar condition of reactors. Secondly it was 

modified to measure the permeation while applying an electric field, making also possible to 

measure permeation during irradiation and under an electric field simultaneously. The same facility 

allows conductivity measurements of the coatings. 

There are previous studies where it is observed that the electric field can have an effect on the 

desorption of deuterium, which can then affect the permeation [15-17]. The objective of this work is 

to verify the effects of an applied electric field on deuterium permeation. In this sense, a 

modification was made in the RIPER installation in order to apply electric field and conduct 

conductivity measurements. Other objective was to check if the sign of the electric field has an 

influence on permeation. 

2. EXPERIMENTAL 

The RIPER facility (Fig. 1) consists of three main systems, a Van de Graaff electrostatic 

generator, the permeation system attached to the electron accelerator and the detection system 

connected to the vacuum cell of the permeation chamber. The oven used to heat is held by the 

sample (Fig. 2).  

 

Fig. 1. RIPER facility 

 

Fig. 2. Resistor oven 

An electric field can be applied to the sample through the polarization of the oven by applying 

voltage to it. The oven is insulated and the other side of the sample is metallic and grounded, so the 

ceramic coating is exposed to an electric field. In the control room there is an electrometer 

interposed between the insulated oven and the power supply (Fig. 3) which allows voltage 

application to the sample while the conductivity is measured. This equipment allows to apply a 

potential difference in the range of mV-kV, and there is a sensitivity in the measurement of current 

in a range of mA to pA.  
Due to high radiation levels the execution of the experiments has to be made from the control 

room. In this installation, where it is generally desired to measure very large resistances, triaxial 

cables are used, with greater shielding against noise than the usual coaxial cables. 
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Fig. 3. Conductivity system 

At the same time from the control room it is possible to control the permeation tests and 

perform irradiations [9].  
In this way an alumina coating manufactured by sputtering was mounted as presented in 

Figure 4. An aluminum plate is placed on the cathode and a small concentration of oxygen is 

established in the tube in order to make the reaction: 2Al + 3/2O2  → Al2O3 possible.  

 

Fig. 4. Sputter system schema 

In the cathode an ionic bombardment occurs, which results in an erosion of the aluminum 

with the consequent deposition of the atoms forming the coating on the surface of the steel. The 

desired operation pressure is obtained by means of a pump (usually a two-stage rotary vacuum 

pump or a turbomolecular pump), with an inert gas such as argon injected into the chamber through 

an intake valve. The presence of argon as an inert gas is very desirable since it will not decompose 

in the luminescent discharge. It also has a relatively high atomic weight and provides an adequate 

ion source for effective bombardment of the target material. The sputter coater used and the Eurofer 

sample before and after the deposition of alumina is shown in Figure 5 and 6 respectively. 

 

 

 

Fig. 6. Eurofer coated with alumina (left) and 

Fig. 5. Sputter coater bare Eurofer sample ( right) 
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The sample was mounted in the RIPER system (Fig. 7) to check the coating was insulating 

before measurements. More details in reference [9]. The experimental procedure is as follows, the 

sample is mounted in the permeation chamber. After the sample chamber is closed it is pumped 

down to 10
-5

 bar, then the chamber is filled with the test gas, for example D2, to a pressure between 

10
-4

 and 1 bar. The sample can be heated and exposed to an electric field. The electron beam 

irradiates the sample while the amount of gas permeating through the sample is measured.  

First a deuterium permeation test was performed as follow. Sample is heated from 25 ºC to 

450 °C at 10 °C/min while permeation is measuring with a leak detector. Temperature is kept at 

450 °C during one hour and cooled with the same temperature rate. 

Next, the same permeation test was carried out, but applying an electric field of + 1 V. To see 

the effect of the sign of the field, the same experiment was carried out in the same way by changing 

the sign to -1 V. 

Deuterium permeation in alumina coatings is influenced by electron irradiation, as measured 

previously, decreasing permeation. Permeation is also influenced by the temperature. In this sense, 

an experiment was carried out heating up the sample to 450 ºC and measuring the permeation when 

the temperature was stable. After that 1 V was applied measuring permeation at the same time. The 

same procedure was done later applying -1 V. The process was repeated, but applying electric field 

and irradiation at the same time. In addition, as previously mentioned, the system allows measuring 

conductivity in the same assembly, so the conductivity of the sample was measured. 

 

Fig. 7. Schema of the RIPER system 

3. RESULTS  

RIPER facility system has been used for measurements of permeation under an applied 

electric field. Figure 8 presents permeation measurements without field, and with an applied field of 

+1 V and -1 V respectively, where it is observed that there is no difference between the 

measurements. 
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Fig. 8. Permeation vs permeation under electrical field (positive and negative) 

The following Figures 9 and 10, show the values of deuterium release rate as a function of 

time at a temperature of 450 ºC. The moments at which the positive and negative fields are applied 

are shown in Fig. 9 and Fig. 10, respectively, as well as the moment in which irradiation starts (for 

both positive and negative field value). The application of the electric field has no effect on 

deuterium permeation even if the electron irradiation is present.  

 

Fig. 9. Deuterium release rate during application 

of an +1V electrical field (red line) vs, Deuterium 

release rate during application of an +1 V 

electrical field during irradiation (green line) 

Fig. 10. Deuterium release rate during 

application of an -1V electrical field (red line) 

vs, Deuterium release rate during application of 

an -1V electrical field during irradiation (green 

line) 

RIPER facility system for in-situ characterization of the electrical conductivity has been 

checked for alumina coatings (beam off, no irradiation), as shown in Figure 11. The conductivity 

values obtained for Eurofer coated with alumina are compared with electrical conductivity of α-

Al2O3 (Wesgo AL995) reported in reference [18], showing similar values and identical behaviour 

with temperature (Fig. 11).  

An ATR-FTIR spectrum was performed in order to characterize the coating (Fig. 12). The 

infrared spectroscopy (IR) characterization was carried out employing a Nicolet 5700 IR 

spectrometer in the range of 4000-400 cm
-1

, coupled with a smart performer single-reflection ATR 

(attenuated total reflectance) accessory.  
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Fig. 11. Electrical conductivity for alumina coated Eurofer measured in RIPER and electrical 

conductivity for bulk alumina taken from a previous work [18] 

 

Fig. 12. ATR-FTIR spectrum of the CIEMAT coating 

3. DISCUSSION 

The objective of this study was to verify if the electric field applied on the alumina coating 

has effect on deuterium permeation. Results while an electrical field is applied do not show any 

effect on the deuterium permeation. It has been measured with two polarities (+/-) and it has been 

proved no effect on the permeation. This situation is also shown under irradiation.  

Although these studies point to the mobility of D
+
 and H

 +
 species under an electric field, these 

studies have been carried out on alumina single crystals. According to references [15, 17] these 

species move along the crystallographic axes. In the case of coatings manufactured as described in 

this work (reactive sputtering) there are no crystalline phases being mainly an amorphous phase.  

In the ATR-FTIR spectrum it can be observed there are no discrete bands. There is a poorly 

defined band between 450 and 1100 cm
-1

 corresponding to Al-O vibrations. The coating is formed by 

clusters of different compositions, Al2O3, but also Al2O4 and Al2O5 as presented in the reference [19]. 
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Accordingly, the mobility of the species under an electric field is reduced, since there are no 

preferential directions to move, therefore not affecting the permeation. 

The work presented in reference [9], concludes that the radiation affects the permeation due to 

ionizing radiation that enhances desorption of deuterium from the alumina surface. This fact causes 

the permeation reduction in the coating under irradiation. On the other hand, it has been studied 

how the conductivity of alumina is affected by irradiation [12], thus it was also necessary to 

measure the permeation during electric field application and during irradiation. 

In this case, the observed effect is the same as that observed when performing the permeation 

only with irradiation, so that no effect on the permeation is observed in the case of applying the 

electric field even with irradiation Fig. 9 and 10. 

The RIC (Radiation-Induce-Conductivity) effect is dependent on the radiation dose [12], and 

the dose used in this test is not very high, so perhaps a higher  dose is necessary to observe some 

effects of the joint application of electric field and irradiation. 

The system also allows measuring the conductivity of the coatings in situ. One alumina 

coating sample was mounted in the facility and then was electrically characterized. The 

conductivity measurement made in them shows that they are electrical insulators and the value in 

the order of 10
-7

 S/m at 450 ºC is similar to values found in bibliography [18]. 

It is possible to conclude that for this value of applied field, the coatings of alumina present a 

good insulating behaviour that makes it a good option for use in fusion reactors. The possibility of 

surface degradation in insulators for a higher electrical field and dose rate of irradiation for ITER 

and future fusion reactors needs to be fully assessed. 

4. CONCLUSIONS 

In this article it was studied if the electric field has any influence on the permeability of 

deuterium in alumina coatings. Results of permeation measurements show no effects on permeation 

for the voltage applied here (+1 V / -1 V). Even when the electric field has been applied with 

radiation, the effect observed in this case is due to the irradiation with electrons but not due to the 

application of the electric field. The RIPER facility has been consolidated as a system for measuring 

permeation under electric field application. 
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ABSTRACT 

Zirconium alloy is used for manufacturing of claddings and fuel channels for nuclear power plants. The fuel 

cladding is the second and the most significant barrier preventing the release of fission products into the 

reactor coolant while the fuel channel is the part of the third barrier. Therefore, these components have to 

meet strict requirements in terms of operational reliability. The structural integrity of claddings are also 

important during decommissioning when the spent fuel with claddings are stored in short and intermediate 

term spent fuel storage and dry storage casks. Therefore, the ageing mechanisms of zirconium alloys that can 

weaken the strength of the components should be carefully evaluated. One of the degradation mechanisms 

acting on claddings and fuel channels is hydrogen absorption. Under certain conditions absorbed hydrogen 

can form brittle metal hydride inclusions what can lead to crack formation and even component failure, i.e. 

fracture. Therefore the evaluation of zirconium alloy resistance to fracture due to hydrogen absorption is 

important.  

J-integral is one of the parameters used to estimate the materials resistance to fracture. Usually J-integral for 

materials is determined experimentally. However, it is not always possible to conduct the experiment. 

Therefore, alternative methods to predict J-integral should be used. Determined J-integral values later can be 

used for evaluation of cracks and prediction of residual lifetime in components made of Zr alloy. 

Numerical modelling of J-integral using finite element method was performed in this work. J-integral was 

predicted by numerically simulating actual tension of compact tension specimen. Numerical prediction was 

performed for Zr alloy with and without hydrogen. The influence of hydrogen was evaluated by applying 

actual material properties of Zr alloy with hydrogen. Obtained numerical simulation results were verified 

with experimental data. 

Keywords: hydride, hydrogen, zirconium alloy, finite element method, numerical modelling, J-integral 

1. INTRODUCTION 

Zirconium alloy is used for manufacturing of fuel channels and fuel cladding used in NPP. 

The ageing mechanisms of zirconium alloys are irradiation, thermal creep, embrittlement under 

exposure of irradiation and hydrogen absorption. Hydrogen absorption by zirconium alloy during 

corrosion process is one of the main factors determining lifetime of Zr-2.5Nb fuel channels (FC). 

When hydrogen concentration in FC exceeds solubility limit, formation of hydrides occurs. The 

hydride is a brittle phase. The source of the embrittlement is hydride precipitates that formed as 

platelets. The formation of hydrides in the matrix of zirconium alloy degrades the mechanical 

properties of zirconium alloys: reduces ductility and resistance to fracture [1–4]. Critical J-integral 

is one of the parameters used to estimate the materials resistance to fracture [5]. It is used as a 

fracture parameter for ductile materials. Calculated J-integral value of the component with crack is 

compared with critical J-integral value of the material. And then it can be decided if construction 

with cracks is safe to be in operation. J-integral depends on the size and location of the crack, 

geometry, the magnitude of load. The critical J-integral is the material property and as all material 

properties it depends on temperature, surrounding environment and etc. Usually critical J-integral is 

determined by an experiment, whereas the procedures are described in standards such as ASTM, 

ISO, etc. However, experimental testings are destructive test methods, where actual material 

samples have to be cut and brought to the laboratory. As the Zr alloy is used for NPP reactor 

components materials are also irradiated and that makes the experimental testing even more 
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complicated. There are existing non-destructive technologies to measure flaws (cracks) and 

hydrogen concentration in zirconium alloy. Therefore alternative non-destructive methods for 

prediction of fracture toughness are necessary. The residual lifetime of NPP components made of Zr 

alloys can be determined by knowing the actual values of fracture toughness and existing flaws. 

Finite element method (FEM) and boundary element method (BEM) are the most widely used 

techniques for evaluating J-integral. 

A number of papers can be found on fracture parameters calculation using FEM [6, 7]. Jun-

Young and all [8] present sophisticated crack extension modelling technique which is used for 

critical J-integral determination. However this technique requires damage analysis to be added in 

the model and another three material constants (, , ) have to be found. To determine these 

constants additional notched bar tensile experiments have to be conducted and analysed. Also 

calculation results appear to be sensitive to mesh size. Overall it makes this technique complicated. 

To determine critical J-integral Mahler and Aktaa [9] suggest using cohesive element layer for 

crack extension. However, to describe cohesive elements also the additional tension tests of notched 

specimens are necessary.  

The aim of this work is numerical determination of J-integral of zirconium alloy with and 

without hydrogen using finite element method and comparison with experiment. 

2. METHODOLOGY 

The idea of numerical investigation of J-integral is to numerically simulate the experiment 

according to actual procedures/instructions used for experiment conduction. Instructions described 

in ASTM E1820 standard [10] for J-integral determination were chosen. For this purpose finite 

element model of compact tension specimen has to be created and tension of specimen has to be 

simulated. As results J-integral, tension force, crack mouth opening displacement and crack 

extension should be obtained. Having these results and following ASTM E1820 instructions critical 

J-integral can be determined. More detailed explanation on ASTM instruction, model preparation 

and crack extension determination is presented in following sections. ABAQUS/Standard v6.11 

[11] has been chosen as computer code for model preparation and numerical simulation. ABAQUS 

uses finite element method (FEM) for numerical simulation.  

2.1. Instructions for critical J-integral determination 

According to ASTM E1820, to determine the value of J-integral it is necessary to develop so 

called J-R curve which consist of J-integral values at a series of measured specimen crack 

extensions. The actual result after the experiment is data points which later are used for J-R curve 

construction. However not all points are good to be used for J-R curve but the points which are in 

the area limited by 0.15 mm and 1.5 mm exclusion lines and by Jlimit line. To draw an exclusion line 

in the first place it is necessary to determine a construction line which is calculated by the following 

equation: 

 aJ
Y
 2 , (1) 

where 
Y

  – effective yield strength (the average of yield strength Rp and ultimate strength Rm) of 

the material, MPa; a  – crack extension, mm. 

The exclusion lines are just the parallel lines to the construction line with offset of 0.15 mm 

and 1.5 mm. Jlimit is calculated by equation: 

 57
0

.bJ
Yitlim

 , (2) 

where b0 – uncracked ligament of the specimen, mm. 

Using selected data points power law regression line can be constructed using a method of 

least squares. Also the offset line has to be determined. The offset line, the same as exclusion lines, 
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is the line parallel to the construction line with offset of 0.2 mm. This line is used to determine the 

conditional JQ value which is determined at the intersection of regression line with offset line. After 

JQ is determined and if effective yield strength, specimen size and JQ meet ASTM E1820 conditions 

it is possible to state that JQ = JIC. 

2.2. Material and specimen 

The effect of hydrogen influence on zirconium alloy was evaluated by applying material 

properties with different hydrogen concentration. Material properties of Zr-2.5Nb alloy which were 

used in the model were found in the paper [12] and are presented in Table 1. Here Rp0.2 is yield 

strength and Rm is tensile strength. 

Table 1. Mechanical properties of Zr-2.5Nb alloy 

Hydrogen concentration, ppm Rp0.2, MPa Rm, MPa 

0 411 492 

52 368 480 

100 470 545 

140 470 555 

 

Modulus of elasticity was calculated according to the following equation [13]: 

 E = 97.928 – 0.0647T (3) 

where: E – modulus of elasticity, GPa; T – temperature, °C. 

The true stress-strain curves that were used in the analysis are presented in Fig. 1. 

 

Fig. 1. True stress-strain curves of Zr-2.5Nb alloy with and without hydrogen 

2.3. Finite element model 

Finite element model of compact tension (C(T)) specimen was prepared for modelling of J-

integral. The finite element model is shown in Fig. 2. As the C(T) specimen geometry, loading and 

boundary conditions are symmetric about XZ plane only half of the specimen was modelled. The 

cutting plane (red coloured surface) and applied symmetry boundary conditions are shown in 

Fig. 2 a). The small surface at the same plane was left unrestrained as that area represents front 

surface of crack. The load and other boundary conditions in the model were applied to the 

Reference Points (RP) placed at the center of the hole, i.e. on axis of cylindrical hole and in the 

middle of the thickness of specimen. The holes of C(T) specimen in experimental test is used for 
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pin placement of testing equipment and application of loading. In the FE model RP point was 

connected with the half of cylindrical surface of the hole by coupling constrain. Constrain that 

connect RP point and cylindrical hole (red coloured surface) is presented in Fig. 2 b). A coupling 

constraint allows to constrain the motion of a surface to the motion of a single point. It means that 

forces, moments, displacements and rotations can be transferred from the point to the surface and 

vice versa.  

The displacement of RP was restricted in two directions, i.e. along the X and Z axes, and 

rotation was restricted around Y axis. The displacement along Y axis was added to RP and used as 

load. To take into account large strains and displacements the option for nonlinear geometric 

effects, Nlgeom [11], was used. Nonlinear geometric effects are important when loads on a model 

result in large displacements.  

  
a)           b) 

      
c)          d) 

Fig. 2. Finite element model of C(T) specimen: a) boundary conditions; b) constrains; c) finite 

element mesh; d) enlarged view of mesh around crack tip 

The dimensions of 3D FE model (see Fig. 2 c) and d)) were the same as dimension of C(T) 

specimen found in the experimental testing [12] where W = 17 mm, B = 4.2 mm, a = 6.7 mm, 

a1 = 2.2 mm, H = 20.4 mm, WT = 21.25 mm, R = 2.125 mm, h = 9.35 mm and N = 6.7 mm. Whole 

3D FE model was meshed with C3D20R elements [11]. These elements are quadratic brick shape 

and have 20 nodes. In general the size of the mesh was around 0.4 mm in all directions and the 

shape of FE were close to the cube. Only the volume around crack front was meshed differently. It 

is recommended [11] to perform the analysis using brick shape elements created in circular pattern 

around crack front. To create such mesh the nodes of one face of elements closest to the crack tip 

have to be collapsed to a single line. Collapsing the nodes of one face to the sing line creates the 

elements which still have 20 nodes but have shape of prism (see Fig. 2 d)). 
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The analysis was done by running non-linear analysis were elastic-plastic material properties 

were used (see Fig. 1). As calculation results the following parameters were received: reaction force 

at the RP, crack opening displacement, which was determined by tracking the displacement of point 

RP in Y direction and J-integral at crack tip. 

3. RESULTS AND DISCUSSION  

To check if load is transferred properly and boundary conditions are working correctly von 

Mises stress distribution in model without hydrogen is shown in Fig. 3. The figure show stress 

distribution at crack mouth opening displacement (CMOD) of 1 mm. As it was expected the highest 

stress values are around crack tip. Also figure shows the stress distribution inside pin hole, what 

means that displacement of RP point is transferred to the surface of the cylinder. 

 

 

Fig. 3. Von Mises stress distribution in FE model without hydrogen 

Simulation of CT specimen tension results are compared with experiment and presented in 

Fig. 4. Figure presents load versus crack mouth opening displacement curves for Zr-2.5Nb alloy 

without and with hydrogen up to 140 ppm. As figure shows simulation results have good 

coincidence with experimental for Zr alloy without hydrogen (Fig. 4, a)). However, simulation 

results for Zr alloy cases with hydrogen start to deviate from experimental data, especially from the 

peak of experimental curve. This deviation occurs due to the fact that the drop of the load appears 

due to the growth of the crack and the actual crack growth is not directly modelled in numerical 

simulation. Despite the fact that drop of load was not simulated accurately the peak value of load is 

close to experiment, where the highest deviation of load is up to 5 %.  
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a)           b) 

 
c)           d) 

Fig. 4. Simulation results of load vs CMOD compared with experiment at different hydrogen 

concentration: a) 0 ppm; b) 52 ppm; c) 100 ppm; d) 140 ppm 

According to methodology presented in section 2.1 it is necessary to construct J-R curve for 

J-integral determination. For this reason the crack extension should be measured during the tension 

of CT specimen. However, for the FE models presented in the section 2.3 the direct crack extension 

is not simulated. Therefore neither direct crack length measurement nor the elastic compliance 

measurement method suggested in ASTM code can be used. Earlier research have shown that crack 

extension of numerically simulated tension of CT specimen can be calculated using quadratic 

polynomial expression derived from experimentally determined EBN[COD]/P versus Δa/W curves. 

Three curves constructed from experimental test data and an averaged curve, which was used for 

determination of polynomial expression for crack length extension, are shown in Fig. 5. Quadratic 

polynomial expression determined from averaged curve is presented below:  

 
        

 
       

  

 
 
 

        
  

 
           (4) 

The same expression (4) was used for all numerical simulation cases.  
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Fig. 5. EB[COD]/P versus Δa/W 

Numerically calculated J-R curve for Zr alloy without hydrogen and comparison with 

experimental results [12] is shown in Fig. 6. Simulated J-R curve lies between experimental points 

up to crack extension Δa = 1.2 mm what shows good coincidence with experiment. According to 

methodology described in section 2.1 J-integral value JIC is found at the cross section of 0.2 mm 

offset line and J-R curve. For the Zr-2.5Nb alloy without hydrogen numerically determined 

JIC = 104 kN/m. 

 

Fig. 6. Simulation results of J-R curve comparison with experiment on specimen without hydrogen 

Simulation results of hydrogen concentration influence on critical J-integral value are 

presented in Fig. 7. This figure also shows experimental results [12]. According to the figure 

hydrogen has a significant influence on critical J-integral value. Increased hydrogen concentration 

from 0 ppm up to 140 mm makes the critical J-integral to decrease by 68% (from 104 kN/m to 

33 kN/m) determined numerically. Found experimental results show critical J-integral decrease by 

84% (from 95 kN/m to 15 kN/m).  
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Fig. 7. Simulation and experiment results of JIC vs hydrogen concentration 

4. CONCLUSIONS  

The numerical investigations of the Compact Tension (CT) specimen were carried out for the 

estimation of J-R curve for the Zr-2.5Nb. Critical J-integral values have been determined for 

specimen with different hydrogen concentrations. For this purpose finite element method was used. 

The values of J-integral were determined using finite element analysis simulating the experiment 

according to instructions described in ASTM E1820 standard. The numerical investigation results 

have been compared with the experimental test. 

For crack extension calculation of CT specimen of Zr-2.5Nb was done by suggested quadratic 

polynomial expression.  

Current research has showed that suggested numerical method for J-integral determination 

can be used to predict JIC for Zr alloy with and without hydrogen. However, J-integral prediction for 

Zr alloy with higher hydrogen concentration has to be improved. It can be achieved by conducting 

higher number of experimental tests of mechanical properties and J-integral experiments of Zr-

2.5Nb alloy with and without hydrogen. 
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ABSTRACT 

Safe thermal storage conditions for spent fuel assemblies (SFA) are a key safety issue for the storage facility. 

The numerical estimation of the SFA thermal state was carried out using the methodology of the conjugate 

heat transfer problems solving. 

Each container includes a hermetic storage cask, which contains 24 WWER-1000 SFA. Cooling occurs due 

to the movement of air through the ventilation ducts. The speed of the cooling air and the intensity of heat 

transfer depend on the hydraulic resistance of the ventilation ducts. Thus, a change in the geometric 

characteristics of the ventilation ducts of the storage container leads to a change in their hydraulic resistance 

and, as a result, a change in the thermal conditions of the cask with SFA.  

The choice of optimal values of the geometric characteristics of the ventilation system of the spent fuel 

storage container was carried out according to two criteria: the maximum temperature of the concrete and the 

maximum temperature in the storage cask.  

Analysis of the results showed that it is possible to reduce the temperature level in the container with spent 

fuel assemblies by reducing the geometric characteristics of the ventilation ducts. However, the decision must 

be made with taking into account the container loading technology. 

Keywords: SNF; thermal simulation; conjugate heat transfer problems; dry storage; WWER-1000 SFA 

1. INTRODUCTION 

The nuclear industry is one of the main sources of electricity. In 2017, about 50 percent of all 

electricity received in Ukraine is produced at nuclear power plants [1]. But while focusing on 

atomic energy, we are faced with one of the main problems in the future ‒ spent nuclear fuel (SNF). 

Currently, the problem of SNF is temporary solved by long-term storage in dry-type containers. The 

question of improving storage safety is a major one. 

After 3-4 years of working in reactor, the fuel assembly is removed and placed into spent 

nuclear fuel pools at least for 5 years. During this time, the decay heat of each assembly is reduced. 

Since 2001 in Ukraine at the Zaporizhzhya Nuclear Power Plant spent nuclear assemblies has been 

stored in dry-type containers. The storage area is designed for 380 containers, each with 24 

assemblies. Therefore, the storage of spent fuel in dry-type containers remains relevant for a long 

time. 

The safety of spend nuclear fuel storage includes radiation and thermal investigations. In this 

paper, only thermal part was considered. Improving thermal conditions is the main task of thermal 

safety. It could be done through changing the geometrical parameters of the storage containers. 

These investigations were not done under containers design and the search of ways how to improve 

thermal state of containers is a purpose of this work. 
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2. GEOMETRY OF CASKS 

In Ukraine SNF of six reactor WWER-1000 of Zaporizhzhya NPP is placed in a sealed metal 

cask filled with inert gas, which is placed in a ventilated concrete container. The storage cask is 

cooled by air convection due to natural traction in the vent ducts of the container (Fig. 1).  

 

 

Fig. 1. Structure of storage cask 

Inside the cask are 24 assemblies (Fig. 2) (the heat generation of each fuel assembly should 

not be more than 1 kW) in individual guide tubes. Each spent fuel assembly (SFA) consists of 3 

parts: head, fuel rods, tail. Heat is released in the middle part. 

 

 

Fig. 2. Structure of storage cask (horizontal section) 

3. WORK DESCRIPTION 

This work was done to improve the thermal conditions of spent nuclear fuel in the dry storage 

of spent fuel at Zaporizhzhya NPP by changing the geometric characteristics of the storage 

container. 
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The constructive parameters of the container are one of the factors influencing the thermal 

state of containers with Spent Nuclear Fuel (SNF). The geometric dimensions of the storage cask 

cannot be changed because it is determined by the layout of the Spent Fuel Assembly (SFA). So, in 

order to reduce the temperature in the storage container, it is necessary to find optimal dimensions 

of the geometric parameters of the ventilate ducts. 

The task of determining the geometric dimensions of the ducts of the storage container, based 

on the best cooling conditions of the SFA. The minimum temperature in the storage cask was 

chosen as a criterion of the optimal condition. 

The ventilating tract of the container with SNF include the input ducts, the circular channel 

and the z-shaped output ducts. The lower input ducts have a dual purpose: the supply of ventilation 

air and the guides to transport the container to the storage platform. The change in the geometric 

shape and size of the input ducts cannot be carried out because the dimensions of the guides must 

correspond to the size of the transporter lifts. Thus, the parameters that may vary are the diameter of 

the circular channel (r), which is determined by the inner diameter of the sidewall of the container, 

and the height of the z-shaped output ducts (h) (Fig. 3). The task of minimizing the temperature in 

the SNF storage cask is considered at the beginning of storage. Weather factors such as wind were 

not taken into account. 

Earlier calculations were carried out for a simplified two-dimensional model. The lower ducts 

geometry was not taken into account [2]. 

 

 

Fig. 3. Parameters of the container that were changing 

4. METHODOLOGY 

Due to specific of the investigated object, only numerical simulation was carried out. The 

effective methodology in this situation is conjugate heat transfer problems, which allow modelling 

mutual heat transfer in solid and fluid media. Mathematical model includes [3]: 

– continuity equation; 

– equation of motion of viscous gas; 

– energy equation for fluids; 

– heat conduction equation for solids; 

– equations of k-ε turbulent flow model; 

– ideal gas law for calculation of cooling air density; 

– equations for calculating thermal properties of helium as a function of temperature; 

– equations which describe the radiative heat transfer. 

Equations are solved by standard program complexes, which are used methodology based on 

finite-elements methods. 

Two models were used in the simulation. In the first model, the cask was a solid object with 

equivalent thermal properties. The power of the SFA is uniformly distributed inside cask. With this 

model, the boundary conditions (the temperature of the ventilation air and the heat transfer 

coefficient at the cask surface) were obtained. In the second model, a cask with complex geometry 
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inside (assemblies were simplified as a solid body) and with boundary conditions, which were 

found in the first model. 

The calculations could be done by any commercial or open-source CFD-complexes like 

OpenFOAM, ANSYS CFx, PHOENICS, STAR-CD etc.) but it usage must be validated and results 

are verified. 

5. RESULTS AND DISCUSSIONS 

Let's consider the influence of each of the geometric parameters on the level of maximum 

temperatures in a cask with spent fuel. At a fixed height z-shaped output duct h = 70 mm, the values 

of the maximum temperature in the cask with SNF are shown in Table. 1. 

Table 1. Maximum SNF temperatures inside storage cask depending on the width of the circular 

channel (h is constant,  h = 70 mm) 

r, mm 100 90 80 70 60 55 50 45 40 30 25 20 15 

Tmax, 

°С 
347,8 344 339,8 335,0 331,7 326,7 326,7 323,9 320,6 314,0 313,0 320,0 348,7 

 

As a result of minimization, the value of the optimal width of the circular channel 

h = 25.378 mm was obtained. The graphic dependence of the maximum temperature on the width of 

the ventilation channel r is shown in Fig. 4. 

Data are approximated by the dependence: 

 ./1432261435/6,263897884

7/18099086,1-/674,614198/127,11416998,415

54

32
max

hh

hhhT





 (1) 

With a decrease of the width of the circular channel to 25 mm the maximum temperature of the 

cask with SNF decrease to 313 °С, with further decrease of r the level of maximum temperature 

increases, which is due to a significant increase in hydraulic resistance due to the reduction of the 

passage of the channel. 

 

Fig. 4. Dependence of maximum temperature in storage cask from the width of the circular canal 



             CYSENI 2019, May 23-24, Kaunas, Lithuania 

             ISSN 1822-7554, www.cyseni.com 

 
 

 

VII-247 

When a value r = 70 mm fixed, the values of the maximum temperature in the cask with SNF 

are shown in Table. 2. 

Table 2. Maximum SNF temperatures depending on the height of the z-shaped output ducts 

(r is constant, r = 70 mm) 

h, mm 110 100 90 80 70 60 50 

Tmax, °С 331,6 332,4 333,3 334,8 335,1 337,6 340,9 

 

Data are approximated by the dependence: 

2

max 2/26509,55890,011779-330,859 rrT 
 

(2) 

The graphic dependence of the maximum temperature on the height of the z-shaped output 

canal shown in Fig. 5. 

 

Fig. 5. Dependence of the maximum temperature of spent fuel from the height of the z-shaped 

output channel 

Follows from the figure that an increase in the height of the output ducts leads to a decrease in 

temperature in the storage cask, because the hydraulic resistance decreases and the ventilation air 

leaves the container more freely. 

6. CONCLUSION 

So, based on the data and the approximation dependencies, to reduce the temperature level in 

the cask of spent nuclear fuel, it is advisable to reduce the width of the circular ventilation channel 

and increase the height of the output ducts. However, it should be noted that the final decision on 

the values of the parameters r and h must be made taking into account the limitations caused by 

technological processes. For example, with a significant reduction in the size of the ventilation 

ducts, difficulties may arise when placing the cask in a concrete container and a significant increase 

in the height of the output ducts, the strength requirements of the container may be violated. 
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ABSTRACT 

In this paper, we present the results of molecular dynamics simulations of water liquid-vapour phase 

equilibrium at four different temperatures 373 K, 423 K, 473 K and 523 K using the flexible fixed-point 

charge molecular model, which includes the OH bond stretching and HOH angle vibrations. It was found that 

the model slightly overestimates the liquid density and underestimates the vapour density and also contradicts 

the results obtained by model developers. The interphase thickness increases as the temperature rises and is a 

linear function of temperature at given temperature range. The examination of liquid, interphase and vapour 

temperatures at 423 K case showed that the vapour temperature is 7 K higher than in liquid temperature and 

there exists an interphase temperature jump. Furthermore, the simulation results show that the translational 

velocity distribution of molecules leaving the liquid surface and condensing molecules agree with the 

Maxwellian velocity distribution. 

Keywords: molecular dynamics simulation, liquid-vapour equilibrium, interphase thickness, velocity 

distribution function 

1. INTRODUCTION 

The evaporation and condensation of water are non-equilibrium processes in which molecules 

cross the interphase region from liquid to gas phase and vice versa. The rates of water evaporation 

and condensation have an influence to the rate of natural water cycle in the nature and evaluation of 

evaporation rate has great importance in many fields of science and engineering, such as physics, 

chemistry, biology, climatology, astronomy, hydrology and nanotechnology just to name a few [1], 

[2], [3]. Therefore, it is essential to develop accurate and efficient models for evaluating 

evaporation and condensation rates. 

The widely used relation for evaluating the evaporation rate of fluids is the Hertz-Knudsen 

(HK) relation in which the phase change rate is proportional to the difference in vapour pressure 

and vapour saturation pressure. The numerical values obtained from the HK relation is greater than 

the experimentally determined phase change rates for many fluids and, therefore, the concept of the 

empirical evaporation coefficient was introduced to account for the discrepancies. However, the 

evaporation coefficients do not entirely solve the problem because the reported values of the 

coefficients for many fluids are inconsistent with each other, especially for the case of water where 

evaporation coefficient has been reported to vary by three orders of magnitude from 0.001 to 1 [4]. 

The reasons for the large scattering of the values of evaporation coefficient can be attributed 

to the uncertainty of the available experimental method. Firstly, it is impossible to experimentally 

measure velocity distributions of evaporating and condensing molecules. Therefore, in order to 

apply HK relation, researchers assume that the evaporating and condensing molecules are 

distributed by the Maxwellian distribution during the evaporation, whereas the evaporation is a non-

equilibrium process and the Maxwellian distribution holds only for equilibrium states [5]. Secondly, 

there exists few molecular diameters thick temperature and pressure discontinuities in the liquid-

vapour interphase layers of the evaporating liquid which are challenging to measure experimentally 

[4], [6]. Therefore, the boundary conditions for HK relation obtained by measuring the temperature 

mailto:gediminas.skarbalius@ktu.edu
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of liquid and vapour phases might not correspond to the real boundary conditions in the interphase 

layers at molecular scale. 

The method which provides possibility to investigate phase change properties of water and 

other fluids at liquid-vapour phase equilibria conditions without any experimental uncertainties is 

molecular dynamics (MD) simulation. In the work [7], authors investigated water condensation 

using SPC/E water model and showed that just like in the case of monoatomic molecules the 

condensation coefficient of polyatomic molecules can be expressed as a function of the translational 

energy of molecular motion in surface normal direction and the liquid surface temperature. 

Evaporation coefficient of water was investigated via TIP4P molecular model in the work [6]. 

Authors derived a relation to evaluate the evaporation coefficient by combining Hertz-Knudsen-

Schrage relation and the molecular dynamics simulations. However, authors had to assume that 

evaporation coefficient is equal to the condensation coefficient. Furthermore, the derived relation 

suggests that the evaporation coefficient might be dependent on the dimensions of the simulation 

domain, but the system size sensitivity analysis was not performed. In their work [8], authors 

presented MD study of liquid-vapour equilibrium and evaporation into the virtual vacuum study for 

polyatomic molecules, including water. From their results, they concluded that the evaporation 

coefficient of water is a function of bulk liquid temperature, which decreases with the increase of 

the temperature. They also obtained the distribution functions of translational and rotational 

velocities and internal energies for water molecules evaporating into virtual vacuum which agree 

with the Maxwellian distribution. 

In the reviewed and other available papers concerning molecular dynamics simulations of 

water, the rigid models are used with fixed lengths of OH bonds. The rigid molecular models are 

designed to accurately reproduce bulk liquid and liquid-vapour coexisting properties of water at 

ambient temperatures. However, the evaluation of the flexibility of the molecule might be important 

for predicting the behaviour of evaporation, condensation and other processes of water, especially, 

at higher temperatures. The reason for this is that the real molecules have more intramolecular 

degrees of freedom than the rigid models, which can be exited, namely the vibrational motion of 

molecule. Thus, the behaviour of the processes including molecular collisions changes as the 

molecular collisions are inelastic in terms of the energy of translational and rotational motion. This 

point can be illustrated by the work [9], in which the authors investigated the dynamics of water 

cluster formation via molecular collisions using both rigid and flexible models. They showed that 

additional flexibility has the impact on process dynamics as the lifetime of the cluster increases due 

to the stabilization effect, which is caused by the energy transfer between translational and 

vibrational motion. 

The aim of the present work was to test the flexible water molecular model with MD 

simulations at liquid-vapour equilibrium in temperature range from 373 K to 523 K and measure 

some of the water properties. Firstly, the water density profiles are studied by dividing the 

simulation domain into thin layers and counting densities of each layer. These profiles allow us to 

evaluate the interphase thickness at various temperatures. Then, the temperature of liquid and 

vapour phases was examined. Finally, the velocity distribution functions were calculated by 

measuring the velocities of all molecules that leave the liquid surface and impinge on it (condense). 

2. SIMULATION METHOD 

The MD method is based on solving the classical equations of motion for every atom in the 

modelling system. The Newtonian equations of motion of the system atoms are 

   
  

           
 

  
      

   

   
  

                   , (1) 
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where    and    are the mass and the position vector of the i-th atom,   is the potential between the 

i-th and j-th atoms and           is the vector connecting the centre of i-th atom to centre of the 

j-th atom. 

The molecular model of water in this work is flexible fixed-point charge (flex-FPC) model, 

which was developed by [10]. In this model, the total potential of the system is given as the sum of 

the intermolecular and the intramolecular potentials: 

                                         . (2) 

The intermolecular pair-wise potential of two atoms is described as the sum of the Lennard-

Jones (LJ) potential and the Coulombic interaction potential: 

                            
   

   
 
  

  
   

   
 
 

  
    

       
 , (3) 

   ,    ,      and    are the depth of the LJ potential well,     is the distance at which the strong 

repulsion force starts to act on the atoms (radius of the atom),    is the charge of the atom and    is 

the vacuum permeability. The combination rule to obtain the LJ parameters for unlike interaction is 

the Lorenz-Berthelot (LB) rule: 

     
     

 
 . (4) 

           . (5) 

The intramolecular term of the potential consists of harmonic OH bond and HOH angle 

vibrations as given in the Eq. (6: 

                     
 

 
        

  
 

 
        

  , (6) 

where    is the stiffness of the OH bond,    is the stiffness of the HOH angle vibrations,    is the 

distance at which the OH bond is at equilibrium,    is the angle at which the HOH angle is at 

equilibrium. The parameter values of the model are given in Table 1. The cut-of distance for both 

short range and long-range interactions used in the simulations was 11 Å. 

Table 1. Flex-FPC molecular model parameter values 

      0.9611                1480 

       109.4712                  353 

     0.4238           0.0324 

     -0.8476           0.6284 

     3.1169      0.98 

 

In order to form sufficient regions for both the liquid and the vapour phases, the simulation 

geometry used for this was the 90 × 93 × 200 Å box with periodic with boundary condition applied 

in all axis. The liquid water film 90 × 93 × 45 Å made from 12000 molecules was placed in the 

middle of z axis of the simulation box. The initial positions of the molecules were chosen 

accordingly to the fcc lattice. The visualisation of the box and the initial positions of the molecules 

is given in Fig. 1. The initial velocities of atoms were given with the normal distribution to match 

the simulation temperatures: 373 K, 423 K, 473 K and 523 K. The equations of motion given by 

Eq. (1), were solved using Verlet-velocity integration algorithm with timestep value         
      s. All simulations were carried out using classical molecular dynamics simulation code 

LAMMPS. 
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Fig. 1. Water system visualization with marked liquid and vapour regions 

After the initialization of the system parameters, the equilibration runs were performed in 

canonical (NVT) ensemble for about 100 ps (290000 timesteps) with temperature control using the 

Nosé–Hoover thermostat. Temperature control was done every 100 timesteps. Then, system was set 

to run for another 100 ps in the microcanonical (NVE) ensemble. During the first 200 ps, the system 

reaches liquid-vapour dynamic equilibrium state at which the vapour phase is fully saturated, and 

the evaporation rate is same as the condensation rate. Finally, the sampling run was performed in 

the microcanonical (NVE) ensemble for about 1.4 ns (4000000 timesteps) during which the 

information of the atoms in the system is sampled for the analysis. The 2000 data sets were sampled 

as sampling was done every 2000 timesteps. 

3. RESULSTS AND DISCUSION 

In order to obtain information about the thickness of the interphase layers and system density 

distributions, the density profiles along the z axis was acquired from the modelling data. The 

density profiles for each data set were calculated by dividing the simulation box into layers (the 

layer thickness is          ) and counting the mass of atoms which are located within the layer 

at given time. Then, the layer densities were obtained by dividing the mass of atoms by the volume 

of the layer. Obtained 2000 profiles were averaged. Finally, calculated density profiles were 

averaged over 2000 datasets to reduce the density fluctuations occurring due to a finite size of 

modelling system. The density profiles at four different temperatures are given in Fig. 2. From here, 

we can see that there are three distinct regions in the system: the vapour phase region with the 

density of saturated vapour; the liquid phase region with the density of bulk liquid and the 

interphase region, where the density continuously decreases form the liquid phase density to the 

vapour phase density. 
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Fig. 2. Density profiles of the system at four different temperatures 

As suggested in [8], the interphase region density can be accurately approximated using 

hyperbolic tangent function: 

      
 

 
        

 

 
            

    

 
  , (7) 

where    is the liquid phase density,    is the vapour phase density,    is the middle point of the 

interphase and   is the meassure of the interphase thickness. The example of density at the 

interphase region at 373 K with the fitted function is given in Fig. 3. 

 

 

Fig. 3. The density at the interphase at 373K. Filled squares represent modelling results and 

the dotted line represent the fitting function given by the Eq. (7) 

The “10-90” thickness of the interphase or the interphase thickness   is related to the measure 

of interphase thickness by the          . We can observe from Fig. 4 that the interphase 

thickness varies from 5.38 Å to 9.57 Å and is the linear function of temperature in range from 

373 K to 573 K. Furthermore, Fig. 4 shows that values of the interphase thickness obtained in the 

work [6] using the TIP4P molecular model agree with our calculations in temperature range from 

423 K to 463 K. However, the interphase thickness obtained with the TIP4P model does not follow 

the linear trend obtained in this work at temperatures below 423 K as the values of the thickness are 

significantly lower than our results. The disagreement can be explained by different geometries of 

the molecular models as the angle HOH of the TIP4P model is 104 ° while equilibrium angle of the 

flex-FPC model is approx. 109 °. 
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Fig. 4. The interphase thickness as a function of temperature. Filled squares represent present 

work results and empty diamonds represent TIP4P model results from [6] 

The comparison of liquid and vapour phase densities obtained with different molecular 

models and experimental values are in Fig. 5. The value of liquid phase density was obtained by 

averaging profile density function values over liquid region. The same was done with the vapour 

density. The calculated densities follow the experimental, however, the liquid densities are 

overestimated, and the vapour densities are slightly lower. Furthermore, the densities obtained in 

[10] with the same molecular model as used in present work deviate from our results and give better 

agreement with the experimental data. The explanation for this can be the effect of finite size of the 

system and different density calculation methods as the authors used NVT-Gibbs ensemble Monte 

Carlo (GEMC) technique and the coupled-decoupled configurational-bias Monte Carlo (CBMC) 

algorithm with 350-450 molecules for the phase equilibrium simulations. The SPC/E molecular 

model shows also good agreement with the experiments while the density values obtained with 

TIP4P model are underestimated for liquid and overestimates vapour phases. 

a)  b)  

Fig. 5. The density as a function of temperature for: a) liquid phase; b) vapour phase. The 

solid line represent experimental values [11], the black squares represent present work results, green 

triangles represent SPC/E model results [12], blue diamonds represent results using same model as 

in the present work [10], red circles represent TIP4P model results [6] 

The value of temperature is related with the kinetic energy of atoms as Eq. (8) suggests [13]: 

      
 

    
        

  
    , (8) 

where    is the number of degrees of freedom (        for a system of   atoms with fixed 

total momentum),                   is the Boltzmann constant,    is the mass of the i-th atom 
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and    is the velocity of the i-th atom. Then, the temperature of the process is obtained by averaging 

the temperature values over time of the process. 

The time evolutions of temperature obtained in 423 K case by Eq. (8) for liquid, vapour and 

interphase regions are given Fig. 6. The more violent temperature fluctuations are observed in the 

vapour and the interphase regions as the number of atoms in those regions is significantly lower 

than in the liquid, namely, the vapour phase contains around 150 atoms (50 molecules) on average 

while liquid phase contains over 33000 atoms (11000 molecules) on average. Furthermore, the 

average liquid and interphase temperatures are the same as the simulation temperature (423 K) but 

the temperature value of the vapour phase is higher by 7 K. This indicates that temperature jump 

between liquid and vapour phases exits at the interphase. More information about temperature jump 

starting and ending points could be acquired from temperature profile along the z axis, however, it 

cannot be done from our simulation results as there are not enough molecules in vapour phase to 

evaluate temperature of each layer as in density calculations. 

a)  b)  

c)  

Fig. 6. The time evolutions of: a) liquid temperature; b) vapour temperature and c) interphase 

temperature for 423 K case 

In order to obtain sufficient number of events for molecular velocity distribution evaluations 

during evaporation and condensation, the simulation with same equilibration time but longer 

sampling period (4 ps) was performed at 423 K temperature. The Fig. 7 shows the translational 

velocity distribution functions of all leaving molecules from the liquid surface (including 

evaporating and reflecting from the surface molecules), condensing molecules and normalized 

Maxwellian velocity distribution given by the 

             
 

     
 

 

 
     

     
 

    
  , (9) 

for the x and y axis and 
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  , (10) 

for the z axis. For the tangential components    and   , and the surface normal component   , the 

distribution functions obtained from simulation results are consistent with the Maxwellian 

distribution at 423 K for both the liquid surface leaving and condensing molecules. However, in 

order to determine the impact of molecular flexibility on the phase change phenomena, a further 

investigation have to be done. 

 

a)  b)  

c)  

Fig. 7. The translational velocity distribution functions of all leaving molecules from the liquid 

surface and condensing molecules for 423 K case: a) in x axis; b) in y axis and c) in z axis 

4. CONCLUSIONS 

The molecular dynamics simulations of liquid-vapour phase equilibrium state were performed 

using flexible fixed-point charge molecular model for water at four different temperatures: 373 K, 

423 K, 473 K and 523 K. From the simulation results following conclusions can be drawn for used 

molecular model at the temperature interval from 373 K to 523 K: 

 The molecular model slightly overestimates the liquid phase density and 

underestimates vapour phase density. This result contradicts the results obtained in 

[10]. The disagreement is attributed to the different methods for density calculations; 

 the interphase thickness increases with the increasing temperature and is a linear 

function of temperature; 

 there is a temperature jump at equilibrium state where the value of temperature 

increases during the transition from liquid to the vapour phase. For the 423 K 

simulation case, the temperature difference is 7 K. More information could be 
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attained from temperature profile along the system, however, it could not be done in 

current work as the simulated system size was too small. 

 the translational velocity distribution functions of molecules leaving the liquid surface 

and condensing molecules agree with the Maxwellian distribution. However, in order 

to determine the impact of flexibility, the further investigation on intramolecular 

energy distributions has to be done. 
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ABSTRACT  

In nuclear power plants the energy is produced by thermal fission. It is extremely important to be able 

to monitor the processes in the reactor to ensure the safety and the reliability of the power plant. One 

of the main traits of the reactor zone is the neutron flux. It changes in time and space, therefore it is 

crucial to be able to simulate its changes with computer codes. In the research work a program code 

was established in Matlab software with which the neutron flux of a one dimensional zone can be 

simulated with homogenic and heterogenic zone parameters as well. The code is written using the 

one-group one dimensional time and space dependent diffusion equation. The equation of an average 

delayed neutron group was also included in the system to give a more precise look on the problem.  

The main innovation in the code is that numerical methods were used to solve the problem: finite 

differences approach was applied for the place dependent and for the time dependent solution. The 

advantage of this code compared to other ones is that one-dimensional zones can be simulated in a 

really short time and it still gives a precise solution because of the complex numerical methods used. 

Keywords: nuclear power plant, neutron flux, simulation, finite differences 



             CYSENI 2019, May 23-24, Kaunas, Lithuania 

             ISSN 1822-7554, www.cyseni.com 

 
 

 

VII-259 

NUMERICAL INVESTIGATION OF TWO-PHASE NATURAL 

CONVECTION AND THERMAL STRATIFICATION PHENOMENA IN ROD 

BUNDLE 

A. Graževičius, A. Kaliatka 

Lithuanian Energy Institute 

Breslaujos st. 3, LT-44403 Kaunas – Lithuania 

Email: audrius.grazevicius@lei.lt  

 
ABSTRACT  

Two-phase natural convection and thermal stratification phenomena in rod bundle with axially distributed 

heat flux were numerically investigated using ANSYS Fluent code in relation to the safety of nuclear 

reactors. These phenomena were simulated for a rod bundle, where the part of the heater rods are heated and 

the lower part of the heater rods are unheated. Numerical results shows a drastic temperature change at the 

interface of thermal stratification. In the heated region, upward flow occurred in the rod bundle center and 

downward flow occurred at the peripheral region of the rod bundle. The CFD results proves that the 

methodology and the heat-up model created (by Lithuanian Energy Institute) for CFD simulations of two-

phase natural convection and thermal stratification phenomena works well. This methodology and heat-up 

model can be used for CFD investigations of mentioned phenomena in the nuclear spent fuel bundles, spent 

nuclear fuel pools or passive condensate cooling tanks. 

Keywords: natural convection, thermal stratification, computational fluid dynamics (CFD), ANSYS Fluent 

1. INTRODUCTION 

In the event of station blackout (SBO), such as that which occurred in Fukushima Dai-ichi 

nuclear power plant, or loss of the residual heat removal system during shutdown of the pressurized 

water reactor (PWR) plant, reactor core cooling has to occur through natural convection. Decay heat 

distribution in the nuclear fuel assembly is distorted where the upper part of fuel rod has more 

thermal power, while lower part has less. Under this condition, thermal stratification is considered 

to occur and natural circulation flow is limited to the upper part of the pressure vessel, spent fuel 

pool, passive condensate cooling tanks, etc. 

The present study focuses on a numerical investigation of the experiment of two-phase natural 

convection and thermal stratification phenomena in rod bundle with axially distributed heat [1]. The 

main goal of this study is a continuation of the previous investigations [2-4] and supplementation of 

CFD methodology used for simulations of two-phase natural convection and thermal stratification 

phenomena in complex geometries. 

2. DESCRIPTION OF THE EXPERIMENTAL FACILITY AND CONDITIONS 

The experimental facility is depicted in Figs. 1, 2. It consist of a vessel with an attached pipe 

to simulate the pressure vessel and the hot leg of a nuclear reactor. Experiment were carried out at 

atmospheric pressure. The vessel has a 120 mm × 120 mm square bottom and a height of 550 mm. 

The pipe simulating the hot leg is round with an inner diameter of 30 mm and a length of 250 mm. 

It is attached 45 mm from the top of the vessel, and its far end is closed. The 25 heaters were 

installed in the vessel. Each heater has a 100 mm heated section, while the rest section was 

unheated. The heat flux of each heater was 4.4 kW/m
2
. The vessel was filled up with deionized 

water until 155 mm altitude, that corresponds half pipe of its diameter. The initial temperature of 

the water was around 9  . In the vessel, 16 thermocouples were located in the center sub-channel 

mailto:audrius.grazevicius@lei.lt
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and 10 thermocouples were located in the peripheral sub-channel. 11 thermocouples were located in 

the pipe section. Details of thermocouple locations are presented in Fig. 2.  

 

   
a)          b) 

Fig. 1.  Experimental facility [1]: a) a schematic view; b) photograph 

 

 

Fig. 2.  Locations of thermocouples for water temperature measurement [1] 

 

3. DESCRIPTION OF CFD COMPUTATIONAL MODEL 

The ANSYS Fluent 17.2 code [5-6] and high performance computing cluster SGI Altix ICE 

8400 were used for numerical investigations. 
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3.1. Geometry and mesh generation 

Geometry and hexahedral mesh of a vessel with an attached pipe were created using ICEM 

CFD, taking into account OECD/NEA Best Practice Guidelines [7-8], ECORA [9], ERCOFTAC 

[10] and ANSYS [11] recommendations. In order to simplify computational domain symmetry 

plane was used. 

3.2. Numerical setup 

The same numerical set-up of ANSYS Fluent, as in the 3 chapter of the 2018 CYSENI 

manuscript [4], were chosen. 

3.3. Boundary and initial conditions 

The initial water temperature is 9  , ambient air is 14  , and initial walls temperature is 

approximately 12  , respectively. Thermal power of the heater rods is 4.4 kW/m
2
. The convection 

boundary condition with heat transfer coefficient 19 W/m
2 K was chosen. The heat transfer 

coefficient was applied for all walls (vessel and pipe), except for the top surface. Because the top 

surface is open. The experiment was performed under atmospheric pressure conditions. 

Experimental facility is not isolated. Due to the lack of information regarding the structure of walls, 

especially around the pipe, solid walls was not considered in calculation. Water was simulated as 

incompressible fluid with all thermal-physical properties of real water. Air was simulated as ideal-

gas. Special heat-up model has been developed by Lithuanian Energy Institute and incorporated in 

the CFD model by means of User-Defined Functions. The term “two-phase” means water and air 

fluids. 

3.4. Mesh independence study 

The mesh independence was investigated by considering five different mesh sizes: (a) 

249’077; (b) 433’772, (c) 598’034, (d) 809’020 and (e) 1’005’212 cells. The results of the 

monitoring points, which represents all thermocouples in the experimental facility, for all mesh 

sizes were compared. The mesh size (d) 809’020 was chosen for further simulations, because the 

temperature values of the monitoring points was the same magnitude as (e) mesh. Fig. 4 shows the 

CFD model. 

 

Fig. 4. The CFD model 
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4. RESULTS AND DISCUSSION 

Figs. 5-10 shows comparison of experiment and CFD temperature variation in various vertical 

positions of center and peripheral sub-channel. Thermal stratification is clearly observed: 

temperature below heated section remain low, while at the heated section and above the heated 

section increase over time. The water at the heated section and above the heated section is well 

mixed due to natural convection, while where is no natural convection below the heated section. As 

shown in Figs. 8, 9, temperature at location below the heated section, but still near (-5 and -25) 

increase slightly. However, these temperatures increases only due to heat conduction from the hot 

water above from the heated section and no natural convection occuried. The interface of thermal 

stratification is fixed at the bottom of the heated section. The temperature variantion at different 

peripheral positions was almost the same as center positions, indicating that water is well mixed in 

the peripheral directions. Figs. 11, 12 shows temperature and density fields at the symmetry plane. 

 

 
Fig. 5. Temperature variation of the monitoring points CS 155 and PS 155 

 

 
Fig. 6. Temperature variation of the monitoring points CS 75 and PS 75 
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Fig. 7. Temperature variation of the monitoring points CS 35 and PS 35 

 

 
Fig. 8. Temperature variation of the monitoring points CS -5 and PS -5 
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Fig. 9. Temperature variation of the monitoring points CS -25 and PS -25 

 

 
Fig. 10. Temperature variation of the monitoring points CS -65 
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Fig. 11. Temperature field at the symmetry plane 

 

 
Fig. 12. Density field at the symmetry plane 

 

5. CONCLUSIONS 

Two-phase natural convection and thermal stratification phenomena in rod bundle with 

axially distributed heat flux were numerically investigated using ANSYS Fluent code in relation to 

the safety of nuclear reactors. Natural convection and thermal stratification were clearly observed. It 

proves, that the methodology and the heat-up model created (by Lithuanian Energy Institute) for 

CFD simulations of two-phase natural convection and thermal stratification phenomena works well. 

This methodology and heat-up model can be used for CFD investigations of mentioned phenomena 

in the nuclear spent fuel bundles, spent nuclear fuel pools or passive condensate cooling tanks. 
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ABSTRACT  

The approaching end of the scheduled operating lifetime of nuclear power plant (NPP) power units in 

Ukraine, as well as a need to increase power generation due to constantly increasing demand from 

consumers, formulate two global tasks for nuclear industry: 1) to carry out a set of works and modifications 

to ensure operation of NPPs beyond the design period while maintaining the required safety level; 2) to 

increase the installed capacity of operating NPPs while maintaining the required safety level using designed 

engineering margins combined with the latest developments in science and technology. Within the 

framework of the specified tasks one of critical elements – is turbine. Its critical elements include rotors and 

high- and low-pressure cylinder shells. Ensuring continued operation of NPP turbines envisages carrying out 

a set of works to assess technical conditions of the turbine, in particular, to detect and analyze damages, 

defects, identify causes and mechanisms for their occurrence and possible development. Further, the residual 

service life is assessed and recommendations in aging management are developed to ensure robust and safe 

operation of the turbine beyond the design period. 

One of the ways to assess and predict the residual service life is by using software based on a finite element 

method. It is well-known that increasing the installed capacity of a power unit requires modernization of the 

flow section of the turbine high pressure cylinder, which, accordingly, will affect the service life of the rotor 

of the high-pressure cylinder. Therefore, the one of purposes of this paper is to investigate some impact on 

the service life of the high-pressure cylinder rotor of a typical high-speed turbine K-1000-60/3000, which is 

installed and operated at Khmelnitsky NPP Units No. 1, 2, South-Ukraine NPP Unit No. 3, Rivne NPP Units 

No. 3, 4. 

The paper provides approaches to assessment and analysis of modifications having impact on the service life of 

critical elements of the NPP turbine. In order to test main steps of proposed approaches a spatial 3-D model of 

the high pressure cylinder of K-1000-60/3000 high-speed turbine was developed, as well as boundary 

conditions were calculated to determine a non-stationary temperature loads and subsequently assess the service 

life of the critical elements of K-1000-60/3000 turbine using software based on the finite element method. 

Keywords: boundary conditions, cylinder, rotor, service life, temperature loads, turbine 

1. INTRODUCTION 

Nuclear power in Ukraine is represented by four nuclear sites (Zaporizhzhya NPP, 

Rivne NPP, South Ukraine NPP and Khmelnitsky NPP) that house fifteeen operating power units 

with total installed capacity of 13 835 MW. 

The approaching end of the design service life of NPP equipment encourages to seek for 

solutions on how to replace and increase power generation. One of the ways is by increasing 

thermal output of existing power units using design margins with due consideration of operating 
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experience and achievements of science and technology. A thermal power uprate of existing NPP 

units would allow increasing amount of generated electricity without significant costs [1-2]. 

Further, the specified modification would require carrying out a comprehensive research to ensure 

safe operation of power units while maintaining the required safety level. One of research areas is 

impact assessment of the modification on turbine’s critical elements. 

Ukrainian NPPs with 1000 MW installed capacity operate two types of turbines running on 

dry saturated steam: a high speed К-1000-60/3000 turbine and a low speed К-1000-60-1500 turbine 

designed in three modifications.  

This paper examines a standard high speed К-1000-60/3000 turbine, that is installed and 

operated at Rivne NPP Units 3, 4, Khmelnitsky NPP Units No. 1, 2, South Ukraine NPP Unit No. 3. 

The objective of this paper is to describe a comprehensive approach to impact assessment of 

NPP thermal power uprate on the service life of critical elements of the high-pressure cylinder of a 

high-speed turbine, as well as to determine boundary conditions using CFD modeling for futher 

strength problems. 

2. METHODOLOGY 

2.1. Overview of research object  

A К-1000-60/3000 turbine is a condensing steam turbine without controlled steam bleeding 

with  intermediate  separation  and single-stage steam superheating designed to operate in the 

VVER-1000 power unit. 

A throttling steam distribution is performed by means of four high pressure and four low 

pressure control valves. A high-pressure cylinder (HPC) is located in the middle of the turbine, low 

pressure cylinders (LPC) are symmetrically located on both sides of an HPC. The HPC is a double 

flow cylinder comprised of inner and outer shells. Steam is supplied to the HPC from the side 

through two nozzles located in the bottom half of the vessel. An HPC rotor is a single forged rotor 

with constant root diameter of all stages. 

High pressure cylinders are double flow cylinders with five pressure stages per each flow. 

The LPC consists of inner and outer welded shells. The rotor exit points from the LPC shells are 

equipped with end seals to prevent an air inflow into the turbine vacuum system in all operation 

conditions. The principal diagram is shown on Fig. 1. 

 

Fig. 1.  Principal diagram of the К-1000-60/3000 turbine 
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This paper examines a high-pressure cylinder, since it is the main contributor to conversion of 

the kinetic energy of the steam into the mechanic rotation energy. 

Examining low-pressure cylinders in terms of analysis of cavitation processes emerging in the 

last stages is a separate problem which is not considered herein. 

2.2. Comprehensive approach to impact assessment of modifications on critical elements of 

the turbine  

When assessing impact of the modification on the service life of critical elements of the 

examined turbine it is suggested to use the pattern as follows: 

1) Assessment of a current service life: 

 building a 3-D model; 

 calculation of initial and boundary conditions (using CFD-codes or criterial equations 

as specified in [3]); 

 determining a nonstationary temperature field in the solid critical element for further 

calculation of thermal load; 

 strengh calculations (low-cycle fatigue, static loading, etc.) to determine a strengh 

deformed state (the calculations are permormed following recommendations provided 

in [4]); 

 assessment of remaining service life (the remaining service life of a rotor is 

determined by assessing its accumulated damage and design service life, and the 

design remaining service life is a remainder between the design service life and its 

operating life at the time of carrying out the works, to be done pursuant to [5]). 

2) Service life assessment with account of the modification: 

 adjustment of a 3-D model (if needed); 

 recalculation of boundary conditions; 

 determining the strengh deformed state; 

 impact assessment on remaining service life. 

This paper provides for a developed 3-D model of the high-pressure cylinder, as well as CFD 

modelling to identify boundary conditions for subsequent determining of low-cycle loads for with 

and without modification cases. 

2.3. Description of a 3-D model of the turbine’s critical element 

As previously specified in the 2.2 section  of the paper, building a 3-D model is the first step 

in examining impact of the modification on the service life of the turbine’s critical element. The 

critical element examined in this paper is the high-pressure cylinder as mentioned above. Figure 2 

provides a 3-D model of the high-pressure cylinder with steam inlet nozzles, steam bleeds, exhaust 

of waste steam, nozzle rings, diaphragms, inner shell, rotor with impeller. Figure 3 provides a 3-D 

model of the high-pressure cylinder with cam mechanism of a turning gear. The presented 3-D 

models were developed based on design and engineering documentation. 
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Fig. 2.  3-D model of a high-pressure cylinder of the К-1000-60/3000 turbine  

 

Fig. 3.  3-D model of the high-pressure rotor of the К-1000-60/3000 turbine 

2.4. Computational fluid dynamics modelling 

The main attention of the paper is focused on a subsequent stage of the described 

comprehensive approach that is to identify boundary conditions and determine temperature field in 

one of HPC critical elements, namely its rotor (see Fig. 3). Heat transfer in a rotor is described by a 

differential thermal conductivity equation of the following type [6]:  

  








T
TTcgradTTdiv )()()(  (1) 

  

(2)

 

where )(Tc  – specific heat; )(T  – density;   – coefficient of thermal conductivity;  – heat 

transfer coefficient. 
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It should be noted that calculation of boundary conditions of the third kind (2) to solve a 

differential thermal conductivity equation (1) in the works related with extension of service life of 

rotors, e.g. in [7], was performed primarily using criterion equations obtained by summarizing 

experimental data. One of the shortcomings of this approach used to determined  boundary 

conditions is its nonuniversality and a built-in excessive conservatism. Having sufficient calculation 

means an alternative method would be using CFD modeling.  

To test this method the paper considers nominal operation mode of the turbine set in a 

stationary position for the 1
st
 stage of the HPC flow section. To reduce application of calculation 

means, taking into account axial symmetry that decreases twofold the calculation field owing to 

entry of only one steam flow, the considered flow section of the HPC 1
st
 stage is replaced by a 3-D 

model as 30
0 

sector. The calculation field also includes a balance opening. (see Fig. 4). 

 

Fig. 4. Calculation model of a 300 sector of the HPC 1st stage 

The geometry dimensions of the calculation field are: 0.368 × 0.746 × 0.536 m. The 

computational mesh was build using standard ANSYS tools. The computational mesh contains 

1210111 nodes and 3690243 elements. 

Other modeling features are described in the relevant subsections below. 

2.4.1. Description of a mathematical model  

The statement of problem provides that flow and heat exchange processes are described by 

the system of energy and Navier-Stokes stationary equations in a 3D setup. A mathematical model, 

which was used, is embedded in the ANSYS CFX code. It is represented by equations of continuity 

(3), variation of momentum (4) and total energy (5) [8]. 

 
  

  
           (3) 

 
     

  
                      (4) 

 
        

  
 

  

  
              

                          (5) 
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      (6) 

        
 

 
    (7) 

where, the stress tensor,   in (4), is related to the strain rate by (6); htot is the total enthalpy, related 

to the static enthalpy h(T,p) by (7); the term         represents the work due to viscous stresses 

and is called the viscous work term; the term      represents the work due to external momentum 

sources and is currently neglected.  
Discretization of spatial operators is performed using the end volume method (discretization 

scheme of the second order). 

2.4.2.  Choosing a turbulence model  

Up until now two equation turbulence models are most widely used to solve a great variety of 

engineering problems and are, definitely, the most representative group of differential models. This 

model class envisages solving independent equations for two characteristics of turbulence that as a 

whole allow to determine the turbulent viscosity using algebraic relations. The first characteristic is 

a kinetic energy of turbulent fluctuations k. There is a large flexibility in selection of the 

characteristic for which the second equation is built. The most widely used are two groups of 

models, specifically: k-ε and k-ω models. The ε ~ k
3/2

/l represents the dissipation velocity of the 

turbulence kinetic energy, and ω ~ k
1/2

/l describes the frequency of energy-containing eddies 

fluctuations. The turbulent viscosity is estimated, accordingly, as νt ~ k
2
 /ε or νt ~ k /ω. 

The different versions of k-ω model are widely applied in practice. One of the models, which 

should be specifically mentioned among the range of models that received rather high ratings during 

testing and practical application recently, is a Menter's shear stress transport turbulence model [9], 

that represents a  combination of k-ε and k-ω models using the strengths of both models. The 

Menter's shear stress transport model has following features: the standard k-ω model and the 

transformed k-ε model are blended using a so called F1 filter function that is equal to one near the 

wall surface (applying the k-ω model), and decreases to a value of zero away from the wall 

(applying the transformed k-ε model). The relevant equations for k-ω models are multiplied by F1 

function, and equations for k-ε model – by (1-F1) function, and then summed. As a result, the 

following equations are formed: 
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The Menter’s model underwent extensive testing when solving problems related to flows in 

the turbomachines [10-12]. 

In view of the abovementioned, the SST turbulence model was selected for the purpose of this 

paper. However, a sensitivity analysis was performed to determine the effect of different turbulence 

models on the key parameter – temperature of rotor wall. The results of this analysis are provided in 

Section 3. 

2.4.3. Description of initial and boundary conditions 

The computational model (see Fig. 4.) consists from one solid and three fluid domains. The 

first stationary fluid domain models the flow of wet steam through nozzle blades, the second 

rotating fluid domain models the flow of wet steam through working baldes of the turbine, the third 

rotating fluid domain models air flow in the central opening of the rotor designed for handling 
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operations related with package inspection. Wet steam is modeled as a homogeneous binary mixture 

based on IAPWS IF97 condition data for water and water steam.   

 

 

Fig. 5. Schematic diagram of the assigned boundary conditions in the ANSYS CFX computer 

environment 

The boundary conditions at the inlet and outlet of the fluid domains were assigned as 

specified in Table 1. The outlet flow rate was recalculated using the modeled part. 

Table 1. Initial calculation parameters  

Parameter  
Nominal  

value  

Nominal value  

with modification  

Mass steam flow rate per turbine, kg/s 

[13] 
1622 1706 

Inlet static pressure, MPa 5.839 5.839 

Inlet static temperature, K 546.96 546.96 

Modelled medium (fluid 1 and fluid 2) wet steam  wet steam  

Steam moisture content at the inlet 0,002 0.002 

Modelled medium (fluid 3) air  air  

Material of solid domain  steel steel 

Rotor speed, rpm 3000 3000 

 

A boundary condition permitting flow reverse circulation is applied at the outlet of the 

domain modeling air flow. The side edges with Z as rotation axis received periodical boundary 

conditions. Selection of turbulence model is descibed in Subsection 2.4.2. The convergence criteria: 

1) root mean square errors are not more than 10
-5

;  2) the global imbalance level is less than 0.01. 

3. RESULTS AND DISCUSSION 

The results in this section are provided based on the objective of calculation that is obtaining 

boundary conditions of the third kind (2) and 3-D temperature field in the rotor. Exporting 

temperature field of the rotor from ANSYS CFX into Structural mechanical is less preferred that 
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exporting boundary conditions of the third kind (2) due to principal differences in the structure of 

computational meshes. Hence, calculations were performed according to the following sequence:  

1) Calculation of turbine’s nominal condition in the stationary position (see Figs. 6-8) to 

define the adequacy of the received results by comparing characteristic parameters (average-

weighted by flow rate, outlet pressure, available heat drop of the stage, outlet moisture, flow rate 

through balance opening).  

2) Determining impact of turbulence models (see Fig. 9) on the characteristic parameters: on 

distribution of wall temperature along the flow section in the zone of impeller. 

3) Calculation of boundary conditions of the third kind (2) for modification case (increase of 

nominal flow rate through turbine) and comparison with basic nominal mode (see Figs. 10-12). 

 

Fig. 6.  Change in steam parameters in XZ section of the HPC 1
st
 stage: a) pressure field; b) velocity 

field  

 

 

Fig. 7. Change in moisture parameters in YZ section of the HPC 1st stage: a) temperature field; b) 

water mass fraction field  

a) b) 

a) b) 



             CYSENI 2019, May 23-24, Kaunas, Lithuania 

             ISSN 1822-7554, www.cyseni.com 

 
 

 

VII-275 

 
Fig. 8.  Temperature field in the rotor section: a) temperature field in YZ section without working 

blades; b) temperature field in YX section with working blades 

 

The results of calculation show that according to it. 1) of Section 3, overwatering of steam 

can be observed in the field of balance opening (  of water content) due to its excessive cooling (  

of temperature of wet steam) (see Fig. 7). Significant increase of temperature difference can be 

observed in the field of impeller due to being washed by the main steam-flow (see Fig. 8). 

Distribution of pressure and temperature field is typical for field with rotating motion (see Fig. 6). 

The average-weighted flow parameters specified in it 1) of Section 3 are provide in Table 2.  

Table 2. Average flow-weighted parameters  

Outlet pressure  
Outlet 

temperature  

Available heat 

drop of the 

stage 

Flow rate 

through 

balance 

opening  

Moisture  

level 

5 MPa 537.26 К 24.5 kJ/kg 2.03 kg/s 0.978 

 

 

Fig. 9. Effect of turbulence models on change of wall temperature in the zone of impeller along the 

flow section  

a) b) 
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As the results of the calculation show, according to it. 2) of Section 3, Fig. 9 illustrates the 

effect of turbulence models on the average-weighted wall temperature by elemental area along the 

flow section of the impeller area. The k-ε and k-ω models underrate the wall temperature compared 

to SST model that leads to increase of wall heat flux and wall heat transfer coefficient. Thus, 

selection of SST model in this paper is justified and corresponds to the recommendations [10-12]. 

  

 

Fig. 10. Change in parameters along the flow section:  

a) wall heat transfer coefficient; b) wall heat flux 

 

Fig. 11. Change in parameters along the flow section (impeller area):  

a) wall heat transfer coefficient; b) wall heat flux 

 

Fig. 12.  Change in parameters along the flow section (balance opening zone):  

a) wall heat transfer coefficient; b) wall heat flux 

 

Figures 10-12 demostrate the results as specified in it 3) of Section 3. The provided results 

show that increase in steam flow rate leads to increase of wall heat flux and wall heat transfer 

coefficient, and, consequently, to decrease of rotor wall temperature. The wall heat transfer 

coefficient is normed to the temperature difference between Тwall and Тadjacent, where Тadjacent is an 

a) b) 

a) 

a) b) 

b) 
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average temperature in the nearest cell of the fluid domain. It should be noted that a negative sign of 

the heat flux means that heat is transferred from solid to fluid, while positive sign – from fluid to 

solid. Figure 10 shows stagnation of the flow at the origin that results in the heat transfer velocity 

due to heat conductivity being more that heat transfer due to forced convection. This can be 

explained by the zero-point motion in this section. The impeller zone (see Fig. 11) illustrates forced 

convection with heat transfer from fluid to rotor subject to change along the flow section depending 

on the generated eddies. The balance opening zone illustrates domination of heat transfer velocity 

due to heat conductivity over heat transfer due to forced convection owing to low flow rate 

2.03 kg/s.  

4. CONCLUSIONS 

This paper describes a comprehensive approach to impact assessment of modifications on the 

critical elements of turbine.   

Based on design and engineering documentation a 3-D model of the HPC of the K-1000-

60/3000 high-speed was developed which can be subsequently used for CFD modeling and strength 

calculations. 

The results of CFD modeling are provided for the 1
st
 stage of the HPC at nominal operation 

parameters of the turbine in stationary position. The obtained results specified in Table 2 

correspond with controlled paramenters during nominal operation mode. 

A sensetivity analysis was performed to deteremine the effect of turbulence model on the 

temperature of rotor wall along the flow section. The recommendations are confired as specified in 

[10-12] regarding selection of SSТ model for modeling of turbomaniches.  

The results are provided for the effect of modification related with increase of nominal flow 

rate to the values specified in [13] on the boundary conditions of the third kind (2). An insignificant 

increase of wall heat flux and cooling of rotor wall temperature in the 1
st
 stage area can be 

observed. The change pattern of wall heat transfer coefficient along the flow section of the turbine 

calculated pursuant to criterion equations in the paper [6] correspond to the results of this research. 

Futher it is necessary to perform CFD modeling for all stages of the turbine in transient loads 

from cold, warm and cold shutdown to ensure possibility of strength calculations with subsequent 

impact assessment of the modification on the service life. 
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ABSTRACT 

Organochlorine pesticides have been used widely in agriculture for effective pest, weed control. Also, 

pesticides have been utilised to control and prevent diseases, e.g. malaria, yellow fever. Dichloro-

diphenyl-trichloroethane (DDT) was the best-known, widely produced and used organochlorine 

pesticide. However, organochlorine pesticides such as DDT contaminate soil, groundwater and causes 

carcinogenic effects, reproductive and endocrine system disorders for living beings. Also, 

organochlorine pesticides have low water solubility,  low volatility and long persistence in the 

environment (e.g. half-life of DDT in the soil is estimated to be approximately 36 years). Such 

pesticides are classified as persistent organic pollutants (POPs) and are listed in the Stockholm 

Convention on POPs. Although the use of these priority pollutants has been banned for a while, its 

residues still exist in the environment. Soil is the primary environmental reservoir for organochlorine 

pesticides in the terrestrial environment — furthermore, soil act as the secondary source of persistent 

organic pollutants. The pesticides desorption from the soil causes secondary pollution of the 

atmosphere and water. Hence, it is necessary to find a remediation method which allows to remove 

organochlorine pesticides from the soil entirely and to avoid secondary pollution of the biosphere. 

Thus, numerous soil remediation methods based on biological, physical, chemical, thermal processes 

exist. Nevertheless, these methods had drawbacks such as limited penetration of reagents within the 

soil matrix, incomplete degradation of pesticides, generation of toxic by-products, prolonged 

treatment time, strong dependence on environmental conditions. It is evident that the treatment of 

pesticides polluted soil requires the development of new strategies and measures. Consequently, 

application of plasma technologies for soil remediation has a great interest because there are no 

special requirements for the pre-treatment of the raw soils, the remediation process is fast in time and 

any additional materials are not needed. Notwithstanding, more detailed experimental research on 

pesticides contaminated soil remediation with plasma is still required. Thus, this experimental 

research aimed to investigate thermal air and water vapor plasmas suitability to remediate soil 

contaminated by organochlorine pesticides (mainly DDT). Hence, parameters of the contaminated soil 

were studied before and after the treatment with thermal plasma using a scanning electron microscopy 

(SEM), optical microscopy, an energy dispersive X-ray spectroscopy (EDX) and a gas 

chromatography-mass spectrometry (GC-MS). Obtained results with SEM revealed that interaction of 

contaminated soil with thermal air plasma or water vapor plasma led to structural transformations of 

the soil. EDX data showed complete removal of chlorine after the soil treatment with thermal plasmas. 

Moreover, the measurements performed with GC-MS confirmed that organochlorine pesticides 

concentrations in the soil were reduced significantly after the soil remediation with thermal plasmas. 

Thus, experimental results indicate that contaminated soil treatment using thermal air or water vapor 

plasma has adequate pesticides degradation capacity. 

Keywords: thermal plasma, organochlorine pesticides, soil remediation 
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ABSTRACT 

Pyrolysis oil obtained from tyre pyrolysis process can be used as fuel or a source of fine chemicals. Pyrolysis 

yields and characteristics of the products obtained depend not only on the feedstock and operating conditions 

used for the experiments, but also on the specific characteristics of the system used, such as the size and type 

of reactor, the efficiency of heat transfer, the residence time. The research has been carried out in a laboratory 

facility of screw thermolysis reactor (STR-10). The pyrolysis process of tyre particles has been carried out at 

a temperature of 500 °C under nitrogen, water vapour and the mixture of water vapour with nitrogen.  

The influence of the carrier gas in the pyrolysis process on the chemical composition of pyrolysis oil was 

studied. Tyre pyrolysis liquids have been characterized, including elemental analysis, FT-IR spectroscopy 

and gas chromatography/mass spectroscopy (GC/MS). Pyrolysis oils are a complex mixture of C8-C28 

organic compounds with a lot of aromatics (42.2-44.5%), aliphatics (11.6-12.4%), olefins (21.8-22.3), 

sulfureted (0.65-0.73%), nitrogenated (0.34-0.62%), oxygenated compounds (8.15-9.56%). Quantitative 

analysis of limonene by absolute calibration method was made. 

Keywords: tyre pyrolysis oil, gas chromatography-mass spectrometry, FT-IR spectroscopy, carrier gas 

1. INTRODUCTION 

The recycling of waste tyres is a major environmental problem in nowadays. Tyre pyrolysis is 

an interesting and processing area of research because the rubber polymer is decomposed to gases 

and liquids, which can be useful as fuels or sources of chemicals. 

In the recent years, studies of the chemical composition and properties of pyrolysis oil, both 

for isolation of individual compounds with valuable properties and for improving the consumer 

properties of pyrolysis oil as fuel, are progressing [1, 2]. Pyrolysis is the thermal fragmentation of 

solid substances in an airless environment. The products obtained with this process can be easily 

handled, stored and accessible to transportation that increases the applicability of this method. The 

chemical composition of pyrolysis oil depends on many factors, the most important of them being 

the heating rate and the presence and type of an atmosphere, preventing the thermal oxidation of 

solid and liquid products of pyrolysis. The pyrolysis of tyre has largely been studied in the inert 

atmosphere. Inert carrier gases such as nitrogen, hydrogen, helium are often used in pyrolysis 

process for this fragmentation of waste tyre [3-7]. There are some works of pyrolysis process in 

reactive atmosphere, for example carbon dioxide, nitric oxide and oxygen that are analysed in 

works [8, 9]. It is known that the pyrolysis atmosphere significantly affects the composition of 

pyrolysis products. The effects of water vapour on the pyrolysis oil composition remain unclear. 

The aim of the paper is to study the composition of the pyrolysis oils depending on carrier 

gases such as nitrogen, water vapour and the mixture of water vapour with nitrogen. 

mailto:tatiana-susliako@mail.ru
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2. METHODS 

2.1. Materials 

Analytical grade solvents: distilled water, n-hexane (99.5%) and chloroform (99.4%) solvents 

were used. 

2.2. Experimental procedure  

2.2.1. Pyrolysis 

The research was carried out in a laboratory facility STR-10 (Figure 1) [10]. In contrast to 

classical pyrolysis technologies, where the hot gas passes through the layer of material lying 

motionless, the material is continuously moving in the STR-10, providing effective mass transfer 

and heat of tyre. This method prevents material caking and formation of stable gas channels, 

reduces the heating time and, consequently, increases the rate of reaction.  

 

Fig. 1. Scheme of the facility: 1 – dozer; 2 – screw pyrolysis reactor; 3 – solid residue bunker;  

4 – condensate reactor 

According to the scheme (Fig. 1) the tyre particles are loaded into the dozer (1) and then fed 

into the screw reactor (2). The material is heated in the reactor at 500°C. Due to the heating, 

material decomposes and an organic vapour condenses in a condensate reactor (4) where pyrolysis 

oil is formed. In addition, the solid residue is collected in the bunker (3). The pyrolysis of a tyre was 

carried out with the following carrier gases: water vapour (Sample 1), the mixture nitrogen-water 

vapour (Sample 2) and nitrogen stream (Sample 3). 

2.2.2. Pyrolysis oils characterization 

Pyrolysis oils were extracted with chloroform, then extract was evaporated, the precipitate 

was mixed with КBr after that obtained samples were analysed by Fourier Transform Infrared (FT-

IR) spectrometer “Protégé 460” of “Nicolet” (USA). FT-IR spectra were collected at a resolution of 

4 cm
-1

. 

Elemental analysis of liquids was determined with a CHNS/O-analyser VarioMicroCube 

(Elementar, Germany).  

On the other hand the pyrolysis oils were analysed in an Agilent Technologies 7890A gas 

chromatograph, equipped with mass-detector and a capillary column “HP-5MS” (30 m × 0.25 mm 
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× 0.25 μm). Pyrolysis oils were firstly prepared by treatment of solvent deasphalting with n-hexane 

from 4 to 8 °C and decanting. After that, the analyses were performed by following conditions of 

GC-MS: the initial oven temperature was maintained at 50 °C for 3 min and then ramped at 

10 °C/min to 300 °C, which was held for 22 min. 

3. RESULTS AND DISCUSSION 

3.1. Chemical composition of pyrolysis oils 

The oils obtained from pyrolysis of waste automobile tyre, which are oily organic compounds 

with dark-brown-colour and strong acrid smell. The pyrolysis oil has many impurities and odour, 

which causes difficulties in using. Depending on the feedstocks and pyrolysis processes, the 

composition of pyrolysis oil varies in a large range. Pyrolysis oil is a complex mixture of more than 

300 organic compounds that includes alkanes, olefins, aromatics, asphaltenes and heteroatom-

compounds [11].  

It is known that oil composition from tyre pyrolysis in nitrogen stream is 26.77 wt% alkanes, 

42.09 wt% aromatics, 26.64 wt% non-hydrocarbons and 4.05 wt% as asphaltenes [12]. The tyre 

pyrolysis oil consists of a single ring and polycyclic aromatic compounds and their alkylated 

derivatives, containing mainly alkylated benzenes, alkanes, and alkenes [13]. There are significant 

concentrations of naphthalene and methyl, dimethyl and trimethyl naphthalenes [14]. Higher 

molecular weight compounds included phenanthrene and pyrene [15].  

The pyrolysis oils in the present paper were derived from waste tyre pyrolysis with using 

different carrier gases. Pyrolysis oil is a black, viscous and has a sulphurous/aromatic odour. The 

pyrolytic oil composition from waste tyre consists of both short and long chain 8-28 carbon 

molecules, as well as single and multiple ring structures.  

3.2. FT-IR spectra analysis 

Typically, FT-IR spectroscopy is widely used in the analysis of functional group components 

of pyrolysis oils. FT-IR spectra (Fig. 2) and results of functional group components are shown in 

Table 1, where Sample 1 is pyrolysis oil obtained under water vapour; Sample 2 is pyrolysis oil 

obtained under the mixture of water vapour and nitrogen; Sample 3 is pyrolysis oil obtained under 

nitrogen stream. 

 

Fig. 2. FT-IR spectra of samples 
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Table 1. Functional group components of samples 

Theoretical 

frequency range 

(cm
-1

) 

Actual peak 

(cm
-1

) 

Functional group Class of 

compounds 

Samples 

900-690 726 C=C (oop) Aromatic rings Sample 1, Sample 2, 

Sample 3 

975-780 

2720 

769.36 

2720 

C-H st 

C=O 

Aldehyds Sample 2 

1110-1070 1130 S=O st Sulfoxides Sample 2 

1175-1125 

1225-980 

1078.32, 1180.46 deformation 

vibration C-H 

Aromatic rings Sample 2 

1310-1290 

~1600 

1310.94 

1601.21 

HRC=CR`H C=C 

as st 

Alkenes Sample 1 

1400-1100 1376.18 C=S st Thiols Sample 1, Sample 2, 

Sample 3 

1465-1440 1454.67 С-Н st Aromatic ring Sample 1, Sample 2, 

Sample 3 

1525-1475 1495.07, 1514.53 С-Н st Aromatic ring Sample 1 

1640-1560 1609.11 N-H bend Secondary 

amines 

Sample 2, Sample 3 

1640-1535 

1725-1705 

1643.36, 1710.01 C=O st Ketones Sample 1 

2870-2845 2870 CH2 sym st Alkanes Sample 2, Sample 3 

~2900 2900 R-SO-OH Sulfones Sample 1 

2940-2915 2924.95 СН2 st 

asymmetric 

Alkanes Sample 2, Sample 3 

2975-2950 2954 CH3 as st Alkanes Sample 1, Sample 2, 

Sample 3 

3095-3010 3023.40 HRC=CH2 as st Alkenes Sample 2 

3550-3400 3473.61 O-H bond Alcohols Sample 2, Sample 3 

There are differences in chemical composition of samples. All samples of pyrolysis oils 

contain aromatics, olefins, alkanes, sulphur-organic compounds (thiols). It is shown that sample 1 

consists of sulfones, sample 2 – sulfoxides. All samples contain oxygenated compounds, but there 

are ketones in sample 1, aldehyds in sample 2 and alcohols in samples 2, 3. The presence of these 

compounds may be explained by the thermal degradation of oxygenated components of the tyre, 

such as stearic acid, extender oils. Nitrogenated compounds are as well present in tyre oils. Some 

other authors have also detected nitrogenous compounds in tyre pyrolysis oils [12, 14, 15]. Studies 

of the pyrolysis oils at different temperatures, pyrolysis time and under different atmospheres show 

different trends in chemical composition of pyrolysis oils obtained [16]. While pyrolysis under inert 

conditions yields major products comprising alkene, aldehyde and carboxylic acids, under oxidative 

conditions the main products were alcohol, alkane and aldehyde.  

3.3. Results of GC-MS method and elemental analysis 

The chemical composition of oils was determined by GC-MS method and elemental analysis. 

It is important to consider the sulphur-containing components. Sulphur-containing compounds, 

even in very low concentrations, can result in a foul odour to the oil, thus reducing the quality and 

economic value of oil (Table 2). Almost coincident results concerning elemental composition of 

tyre pyrolysis liquids under nitrogen were obtained by [8]. Table 2 shows that there is effect of 

carrier gas in the elemental composition of the oils. 
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Table 2. Elemental composition (wt.%) of pyrolysis oils 

Sample C,  

% 

N,  

% 

H,  

% 

S,  

% 

O + others (by 

difference) 

Sample 1 81.04 0.34 9.82 0.65 8.15 

Sample 2 82.01 0.48 7.23 0.72 9.56 

Sample 3 82.56 0.62 6.83 0.73 9.26 

The GC-MS method is one of the main analytical methods in chemical identification of liquid 

pyrolysis products due to the high resolution, high sensitivity, good reproducibility, a large number 

of standard spectra libraries, and the low solvent usage. It is shown that the chemical composition of 

obtained oils depends on used carrier gas (Fig. 3). It is known that the pyrolysis oils contain 

valuable monoterpene such as limonene [17]. Limonene has an extremely fast growing and wide 

industrial applications including formulation of industrial solvents, resins and adhesives, as a 

dispersing agent for pigments, as a fragrance in cleaning products and as an environmentally 

acceptable solvent. 

 

Fig. 3. % content of limonene and different classes of compounds, where Sample 1 is pyrolysis oil 

obtained under water vapour; Sample 2 is pyrolysis oil obtained under the mixture of water vapour 

and nitrogen; Sample 3 is pyrolysis oil obtained under nitrogen stream 

The tyre pyrolysis oils are a very complex mixture of organic compounds of 8-28 carbons. 

There are such a great number of compounds in tyre oils that the peak areas are very low. The most 

abundant product with peak areas around or greater than 6% is limonene. This result is comparables 

to those obtained by Perondi [12]. For instance they obtained 6.9% limonene under nitrogen. 

These concentrations are greater than those obtained by Cunliffe and Williams [3] (3.10% 

limonene) and those presented by Mastral [15] (4.00% limonene). This volatile hydrocarbon are 

considered valuable products, which give a potential high value to tyre pyrolysis oils. Limonene is 

the one present in the highest concentration. Fig. 3 also shows a very important decrease of 

limonene concentration under water vapour atmosphere (from ≈7 to 23%). 

The aromaticity of tyre oils (42.2-44.5%) is due, on the one hand, to the aromatic nature of 

the source polymeric material, styrene–butadiene rubber, and on the other hand, to ciclation of 

olefin structures followed by dehydrogenation reactions, which take place during the pyrolysis 

process.  

Pyrolysis process under water vapour results in an oil with more valuable chemical 

compounds. The results show that lesser content of sulphur-organic compounds was obtained by 
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pyrolysis under water vapour. Moreover, the yield of limonene is increased in oil obtained during 

pyrolysis under water vapour in comparing with other studied carrier gases. It can be seen that the 

proportion of aromatics, olefins and aliphatics doesn’t significantly depend on carrier gas. 

4. CONCLUSIONS 

Analysis of the chemical composition of the pyrolysis oil obtained during the pyrolysis of 

automobile tyre waste under carrier gases such as water vapour, mixture of nitrogen with water 

vapour and nitrogen was studied. By using different processes and analysing techniques, chemical 

compounds were detected in the oils. It is found that type of sulphur-containing compounds 

depends on carrier gas. Aromatic, aliphatic and olefins content was also analysed. Thus, the 

nitrogen atmosphere leads to the formation of amines. It was established that water vapour as carrier 

gas gives pyrolysis oil with better characteristics in comparison with other samples such as lower 

content of sulphur and more content of limonene. Thus, the pyrolysis process under water vapour 

results in oil with more valuable chemical compounds. Studies of the chemical composition of the 

waste pyrolysis tyre oils under different atmospheres show different trends in chemical composition 

of pyrolysis oils obtained. All samples contain aromatic (42.2-44.5%), olefin (21.8-22.3) and 

aliphatic (11.6-12.4%) fraction, sulfureted (0.65-0.73%), nitrogenated (0.34-0.62%), oxygenated 

compounds (8.15-9.56%). While pyrolysis under nitrogen conditions the oils contain alcohols, 

secondary amines and thiols. The pyrolysis under mixture of water vapour and nitrogen leads to 

formation of aldehydes, sulfoxides and secondary amines. Under water vapour atmosphere ketones 

and sulfones in pyrolysis oil are formed.  
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ABSTRACT 

Fast pyrolysis produces bio-oil, which is well-known for its diverse chemical composition and valuable 

properties. Bio-oils have several uses for example vehicle fuels or a renewable source of chemicals. 

However, speaking about the main drawbacks of bio-oil, it is unstable and its instability is characterized by 

changes in various physico-chemical parameters. When two interlayer insoluble layers are formed, the main 

products anhydrosaccharides are stable, but there can be observed changes in viscosity, aldehyde and phenol 

content. In our work, we pay attention to the fast pyrolysis condensate with high water content, which ages 

creating a precipitate. In the work, we use not only classical analytical methods, but also ultra-high 

performance liquid chromatography to characterize condensation changes. We did aging experiments at room 

and elevated temperature conditions, to be able to observe the changes in condensate chemical composition at 

different temperatures. Among the compounds were identified anhydrosaccharides, aldehydes and acids. 

Keywords: Lignocellulose pyrolysis, condensate, liquid chromatography 

1. INTRODUCTION 

Nowadays, great attention is paid to the use of renewable resources. One such renewable 

resource is wood from which biomass can be obtained. That biomass can be further transformed 

during pyrolysis into valuable bio-oil, which has the potential to replace fossil fuels. It should be 

noted that bio-oil can be widely used not only as a source of energy, but also as a valuable source of 

chemical compounds, as it contains more than 300 chemicals [1, 2]. The main limitation to the use 

of bio-oil as an energy source is the need to reduce the oxygen content in them, which is a costly 

and time-consuming process, while the process of extracting chemicals from bio-oils could be more 

cost-effective. However, the main difficulties in achieving this goal is the need to develop a strategy 

to effectively target and separate the target chemical. Highly water-rich bio-oils, which are 

particularly well suited for the release of chemicals, are often called pyrolysis condensates produced 

during fast pyrolysis. In contrast, bio-oil compounds, especially sugars and aromatic compounds, 

are hydrogenated to produce biofuel [3]. 

Pyrolysis is the thermal decomposition process of biomass without oxygen [4]. This process 

produces a dark brown, viscous solution. The solution consists of a variety of chemical compounds, 

mainly due to depolymerization or fragmentation of hemicellulose, cellulose and lignin [5]. 

However, the potential use of bio-oil is influenced by changes in various physico-chemical 

properties over time. These changes are particularly important for bio-oils which can potentially be 

used as biofuels. As is known in bio-oils there are several types of compounds, such as aldehydes, 

phenols, sugars, alcohols, etc., which have a significant effect on the stability of this solution, as 

several adverse reactions occur over time [6]. Regardless of the changes in different groups of 

compounds and physical properties in bio-oils, the elimination of its instability could be one of 

mailto:n.iljina17@gmail.com
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today's challenges not only in the context of biofuels, but also in the context of the release of 

chemical compounds. 

In the case of pyrolysis solutions, one of the main problems can be the aging of the solution, 

which results in the formation of two insoluble layers in the solution within 7 days. In previous 

work, the aging of pyrolysis solutions is characterized by changes in various parameters such as 

changes in water and viscosity [7], aldehydes [8] or molecular weight [9] distribution. Previous 

studies made it possible to understand the changes in viscosity and water content over a small 

period of time, but more precise information could be obtained from gas chromatography/mass 

spectrometry (GC/MS), gel permeation chromatography (GPC) and Fourier transform infrared 

spectroscopy (FTIR) data [7, 9-11]. More and more diverse analytical methods are used over time 

to better characterize ongoing changes, such as the determination of ash content by the 

thermogravimetric (TGA) method in addition to the methods mentioned in [7], and additional 

chemical information on bio-oil can be provided by 
13

C nuclear magnetic resonance (NMR). It 

should be noted that the composition of bio-oil is very complex, so this method is quite complicated 

in deciphering directly obtained spectra. 

In this work, attention is paid to pyrolysis condensates with a high water content, which are 

produced in the overheated steam stream, so the condensable products are recovered from the 

pyrolysis reactor in the form of a diluted water solution. This condensate could potentially be used 

to produce valuable chemical compounds. In the condensate, changes in aldehydes, dry matter, 

weak acids and sugars are observed at elevated (80 °C) and room temperature. Mainly using much 

simpler and more classic analysis methods ‒ potentiometric and iodometric titration and absorption 

measurements. As well as chromatography methods that allow you to describe in detail the changes 

in components over time. 

2. MATERIALS AND METHODS 

Materials. All reagents (acetic acid ≥ 99.8%, sulfuric acid ≥ 95-97%, potassium hydroxide 

≥ 85%, potassium iodide ≥ 99.5%, hydroxylammonium chloride ≥ 99.0%, sodium (meta) periodate 

≥ 99.8%, sodium thiosulfate from fixanal) were purchased from Sigma and used without further 

purification 

Sample. The condensable pyrolysis products were obtained at LSIWC. Birch chips were 

treated with diluted sulfuric acid and washed with deionized water. The obtained lignocellulose was 

ground to particle size < 2 mm. The lignocellulose was pyrolysed in a superheated steam 380-

420 °C flow in an entrained flow thermoreactor, after which char was separated in a cyclone, but 

the liquid products in a condenser.  

Bio-Oil Characterizations: The total amount of aldehydes: 2-5 mL of the sample was 

weighed in a glass weighing bottle with lid, 5 mL of 0.5 M hydroxylamine hydrochloride was 

added and the solution was stored for 2.5 h, and then titrated with standardised 0.1 M KOH. The 

titration end point was determined potentiometrically with a glass electrode and an Ag/AgCl 

reference electrode. 

Weak organic acids were determined as acetic acid using potentiometric titration. 2-5 mL of 

the sample was weighed in a beaker, 25 mL deionized water was added and the solution was titrated 

with standardised 0.1 M KOH. The titration end points were determined potentiometrically with a 

glass electrode and an Ag/AgCl reference electrode. 

The dry matter of non-volatiles was determined by evaporating the 20-25 mL samples at 

103 °C until a constant mass of the dry residue was reached. 

Sugars: The sample was weighed 2-3 mL in a 25 mL volumetric flask and diluted with 

deionized water. 5 mL aliquots were taken and transferred to two 25 mL volumetric flasks. One 

flask was diluted with deionized water and 5 mL of 15% sulfuric acid was added to the contents of 

the second flask and placed in a thermostat at 120 °C for 2.5 h. After hydrolysis, the flask was 

cooled and diluted with deionized water. 2 mL of solution was withdrawn from the flask and 
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transferred to a weighing bottle with a cap. 1 mL of NaIO4 was added to the samples and 0.2 mL of 

15% sulfuric acid was added to the non-hydrolyzed sample. The prepared samples were placed in 

the thermostat at 40 °C for 4 h. Afterwards 5 mL 10% ammonium molybdate was added, after 

15 min 1 mL acetic acid and 1 mL 10% KI was added. The released iodine was titrated with 

standartised 0.1 M Na2S2O3 with starch as a visual indicator. The content of sugars was calculated 

as levoglucosan. 

UV absorption: 1 mL sample was weighed into a 25 mL volumetric flask and diluted with 

deionized water. The absorbance of the prepared solution was measured with a Perkin Elmer 

Lambda 25 UV/VIS Spectrometer at 275 nm wavelength in a 1 cm cuvette, against deionized water. 

Precipitation. 10 mL of cooled pyrolysis condensate was flushed into a pre-weighed dish 

with a cap and left to stand at room temperature. After a certain period of time, the condensate was 

poured off and the precipitate formed on the walls of the dish was weighed. 

Ultra-high performance liquid chromatography analysis. Waters Acquity UPLC system 

with a CSH Phenyl-Hexyl column (1.7 μm, 2.1 × 100 mm) at gradient conditions 0.1% formic acid 

in water:acetonitrile 90:10 0-7 min, 10:90 7-8 min and 90:10. Flow rate 0.4 mL/min. All solutions 

were filtered through Kinesis syringe filters (0.22 μm pore size) before the injection. Waters 

photodiode array detector was used for quantitative analysis of the phenols (at 275 nm wavelength) 

and a Waters quadrupole mass spectrometer in positive ESI with 12 V cone voltage, was used for 

qualitative analysis. 

Size exclusion chromatography analysis. The distribution of the molecular weight of the 

compounds found in the pyrolysis condensates was analysed by Waters Advanced Polymer 

Chromatography size exclusion chromatography system – quaternary pump, autosampler, column 

oven, photodiode array un refractive index detector. The condensates and the precipitates were 

analysed with Waters Acquity APC XT-series columns: APC XT 45 (4.6 × 150 mm, 1.7 μm), APC 

XT 200 (4.6 × 150 mm, 2.5 μm), APC XT 450 (4.6×150 mm, 2.5 μm) with tetrahydrofuran as the 

eluent. The flow rate was 0.6 mL·min
-1

, the column and RI detector temperature was 40 °C, the 

injection volume was 20 μL. Polystyrene standards were purchased from Sigma-Aldrich (Mw 266-

21200 g·mol
-1

) were used for calibration. 

3. RESULTS AND DISCUSSIONS 

Condensate aging was studied for one year. During this period, the most significant 

concentration changes are observed in the first 3 months and results are shown in Fig. 1.  

 

Fig. 1.  Pyrolysis condensate aging at room temperature for one year 



             CYSENI 2019, May 23-24, Kaunas, Lithuania 

             ISSN 1822-7554, www.cyseni.com 

 
 

 

VIII-290 

First 3 months, the dry matter content decreased by 7.4%, while the aldehyde content decreased 

by 6.6%, UV absorption indicating changes in phenolic compounds decreased by 34.4%. 

Meanwhile, the weak acid content increased by 23.3 %. However, the acid content increased 1.7 

times during the year, while the amount of aldehydes and dry matter decreased by 1.2 and 1.1 times, 

respectively. Absorption increased 2.3 times. Groups of selected compounds do not change 

significantly overnight.  

Often, the literature also describes aging of bio-oil at elevated temperatures, for example, [13] 

authors claim that the bio-oil obtained from the change in viscosity of oak at 60 °C after 4 days is 

the same as bio-oil storage at 37 °C for three months. Hence, the expected change in bio-oil aging at 

room temperature is expected to be comparable during the accelerated aging of bio-oil at 80 °C. The 

results obtained are shown in Fig. 2. 

 

 

Fig. 2. Pyrolysis condensate aging at 80 °C temperature for 14 hours  

In an accelerated aging experiment at elevated temperature (80 °C), the same trend is 

observed as at room temperature, namely, the aldehyde and dry matter content as well as the UV 

absorption decreases while the content of weak acids increases. It should also be noted that changes 

that occurred within 6 hours in the accelerated aging experiment are also observed at room 

temperature after 3 months of condensation storage. In terms of sugar content change in aging 

experiments, it can be seen that their content does not change significantly over a longer period of 

time (small fluctuations in the results can be explained by the dilutions made during the experiment 

and the transfer of samples), which also corresponds to the information found in [14] literature.  

When the condensate is stored at room temperature, precipitation is observed. To check what 

kind of compounds are precipitated at room temperature over time, the precipitate that falls out of 

the pyrolysis condensate is stored for 1 year (shown in Fig. 3.). 
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Fig. 3. Formation of precipitate in pyrolysis condensate at room temperature 

Within 3 months, 28.6 mg of sediment is observed, of which nearly half falls during the first 

days. After 3 months, the amount of precipitation decreases and reaches 47 mg per year. According 

to Ultra-high performance liquid chromatography, there are no significant changes in the phenolic 

and furan type compounds within 3 months. For example, 5-HMF increases by 7%, while furfural 

and vanillin decrease by 10% and 5% respectively. It should also be mentioned that after a year 

vanillin and other phenols have already turned into other compounds (Fig. 4.).  

 

Fig. 4. UHPLC chromatogram by condensation at room temperature for 3 months and a year 

Literature [12] shows that acids and various ketones in pyrolysis oils prevent phase 

separation. However, aldehydes and ketones have a tendency to react or decompose into other 

products, thereby forming high molecular compounds. 

To test this claim, it is weighed during certain time periods established sludge pyrolysis 

condensate, which is then analyzed by Size Exclusion Chromatography. It should also be noted that 
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the molecular weights of the compounds present in the bio-oils are very different, so they mostly 

describe the molecular weight ranges. By studying the pyrolysis condensate precipitate with the 

SEC-RI method, it was found that their molar mass was 200-4500 g·mol
-1

 with a peak at 800 g·mol
-1

. 

Comparing the solutions stored at the same time as the precipitate formed, it is determined that their 

molar mass is no greater than 3200 g·mol
-1

 with a peak at 400 g·mol
-1

. Thus, it can be concluded 

that the compounds whose molar mass can be considered to be medium are precipitated. Both types 

of samples also show higher molar mass (> 20000 g·mol
-1

), however, they did not exceed 7% of the 

total lane in the chromatograms. According to the data provided by [10] at work, molecular weights 

above 1000 g·mol
-1

 are significantly increased during aging. 

4. CONCLUSIONS 

The instability of bio-oil obtained during pyrolysis can also be explored using classical 

methods of analysis that do not require expensive hardware and large amounts of reagents. During 

the aging of bio-oil, the most significant changes are observed in the content of aldehydes and 

phenols, which only proves the high propensity of these compounds to engage in various 

polymerization reactions. Thus, increasing the amount of high molecular compounds in pyrolysis 

condensates. Pyrolysis condensates with increased water content are predominantly medium molar 

compounds, indicating that molar masses are not the determining factor in their water solubility. It 

should be concluded that the changes in sugars in condensates are negligible and would not 

significantly affect the outcome of their release. By contrast, the total amount of acids, aldehydes 

and phenols depends directly on the condensate storage conditions. 
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ABSTRACT 

The Mars study by autonomous descent vehicles is one of the most important tasks of space exploration. It is 

known that the atmosphere of the Red Planet contains a large amount of suspended particles, which 

significantly affect the ablation of heat-shielding material. To study the impact on the materials when 

entering the planet atmosphere at hypersonic speeds is necessary to create a hypersonic heterogeneous flow 

with constant control of its gas-dynamic parameters over a long time interval. Such high-enthalpy flows are 

typically created by passing the gas through an arc of a plasma torch and the subsequent output from 

converging or diverging nozzle. 

In this research we used an electric arc gas heater of a linear scheme with gas-dynamic and magnetic 

stabilization of the jet. As a dispersed phase, SIO2 particles with a size of 14.2 μm were used. As a test 

samples of heat-shielding material, flat plates of asbestos-textolite and fluoroplastic, installed at an angle of 

30 degrees to the flow axis, were used. The particle velocity vector field was measured using the PIV 

diagnostic method using a high-speed CCD camera with an image amplifier and a dual-pulse Nd: YAG laser. 

The measurement results show the applicability of the proposed method for estimating the flow parameters in 

a wide range of operating modes of an electric arc gas heater and at the power of the plasma torch of the 

order of 1.5 kW, the time-averaged velocity of the dispersed phase reaches values of 2000 m/s. It has been 

established that the addition of dispersed SiO2 particles with a mass concentration of ≈0.1 to a uniform 

plasma flow leads to a significant increase in the linear destruction rate and heat flux on the surface of the 

heat-shielding material. 

Keywords: two-phase plasma flow visualization, supersonic plasma flows, particle image velocimetry, 

electric arc gas heater, plasma, heat-shielding material 

1. INTRODUCTION  

The intensive development of technologies is associated with the growth of the 

thermodynamic parameters of the working bodies of various devices, in particular, the effect of 

high-temperature multiphase flows (gas – solid particles, gas – liquid particles, etc.) on the material 

of the structural elements of turbines, rocket engines, thermal protection of descent vehicles and 

other power setups operating in high-speed and high-temperature heterogeneous flows. In this 

regard, the studies related to the organization of such flows with given characteristics of the speeds 

of the dispersed phase, the concentration of particles in the flow, their size, heat flux, etc. are of 

great interest for practice. 

These issues are especially relevant when assessing the performance of thermal protection of 

rocket and space technology products both when landing descent objects on other planets, for 

example, Mars, and when flying in the Earth's atmosphere [1, 2]. 

Thermal protection of spacecraft for various purposes is mainly based on the use of passive 

means in the form of entrained thermal protective coatings. The destruction of materials occurs with 

the absorption of heat when exposed to thermal power loads and is accompanied by complex 

physicochemical processes on the surface of the material and in the shock layer. Protection of the 

product from high-temperature plasma exposure is provided as a result of ablation (ablation) from 

the working surface of the thermal protection of a part of the coating and preservation of subsequent 
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layers of material as thermal insulation. This reliable and effective method of protecting products is 

widely used in rocket and space technology when the surface temperature of a thermal protective 

coating (TPC) exceeds 1.300 K [3, 4]. However, for practice in this case, it is especially important 

to know the behavior of the heat-shielding coating under such heat load and gas flow rates with the 

presence of a dispersed phase of ~1–5 km/s in velocity, since in this case, ablation of the coating 

material increases significantly compared with a single-phase plasma jet [5, 6]. 

2. METHODOLOGY 

Electric arc gas heaters are the only way to create high-enthalpy supersonic flows for a long 

period of time [7]. Such flows are necessary for modeling the conditions of impact on materials 

when descent vehicles enter the atmosphere at hypersonic speeds. The high-enthalpy flow in the 

plasma torch is created by the passage of gas through an arc discharge and the subsequent exit 

through a nozzle. The study of the parameters of high-temperature two-phase velocity flows and 

their thermal erosion effect on the structural elements of the thermal protection system is of great 

interest for practice. Diagnostics of such two-phase flows includes measurements of temperature, 

density, gas velocity, temperature and velocity of various size particles, particle size distribution, 

mass and volume concentration of particles, determination of their phase composition, etc. 

To date, it has been shown that heterogeneous flows affect the ablation of heat-shielding 

materials, while its value largely depends on the kinetic energy of the dispersed phase. In this 

regard, one of the main issues is the experimental study of the ablation of heat-shielding materials 

in conditions close to natural. This, in turn, requires the creation of heterogeneous high-temperature 

flows given by thermal and aerodynamic parameters and their thorough diagnostics (determination 

of heat flux, stagnation pressure, gas flow rates and the dispersed phase (particles), their size, 

temperature, etc.). 

The purpose of this work was to experimentally study the interaction of a two-phase 

supersonic plasma flow with heat-shielding materials. A detailed understanding of the mechanisms 

of interaction of such flows with heat-shielding materials is possible only on the basis of improved 

methods for measuring gas and particles velocities, heat flux and temperature of the heat-insulating 

material. 

2.1. Experimental setup 

In this paper, we studied a two-phase flow formed by an electric arc gas heater of a linear 

scheme with gas-dynamic and magnetic stabilization of an arc discharge (Fig. 1, Table 1). This type 

of plasma torches is characterized by a wide variety of electrode configurations. 

 

Fig. 1. Diagram of the design of the plasma torch EAGH(Electrical Arc Gas Heater) 1.2: 1 – nozzle, 

2 – anode, 3 – gas ring, 4 – cathode, 5 – water-cooled solenoid, 6 – orifice 
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Table 1. Parameters of the experimental stand 

Parameter Value 

Electrical power EDPG, kW from 200 to 1500 

Power supply voltage, kV up to 2.3 

Arc current, kA up to 1 

Mass-average enthalpy of air, MJ / kg 15–20 

Pressure in the electric arc chamber, bar. 19 

For the operation of the plasma torch almost any gases can be used. The equipment necessary 

for the operation of the plasma torch includes a high-voltage power source, a gas supply system and 

a liquid cooling system. 

The maximum test duration is 15 seconds. The design of this plasma torch allows to install 

nozzles of various configurations at the exit from the discharge chamber. 

To ensure a supersonic gas outflow rate a separate nozzle unit and orifice for the injection of 

the dispersed phase were installed. Schematic images of the blocks are presented in Fig. 2. 

 

Fig. 2. Schematic representation of the nozzle (a) and nozzles  

(b) for the injection of the dispersed phase in a supersonic flow 

In the course of the experiment, the dispersed phase was fed through the channels into the 

supersonic plasma flow from an injector-type metering device specially designed to work with 

EAGH at elevated pressure in the discharge chamber. As a dispersed phase, SiO2 particles with a 

determining size of 14.2 μm were used. 

2.2. Measurement of the velocity field of the dispersed phase 

To measure the velocity of the dispersed phase, the PIV-method was used. To register the 

flow, a “laser knife” was created using a two-pulse Lotis Tii LS-2134D laser. The wavelength of the 

emitted light is 532 nm. The “laser knife” on the plasmatron axis made it possible to obtain data 

from an area 120 mm wide. The filming was carried out with a high-speed PCO Dicam camera in 

two-frame mode with external synchronization relative to laser flashes. To suppress the plasma 

glow an interference filter was installed in front of the camera lens. Fig. 3 shows the experimental 

design. 
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Fig. 3. Experimental scheme: 1 – high-temperature plasma flow, 2 – high-speed camera, 3 – mirror, 

4 – spherical collecting lens, 5 – a cylindrical collecting lens, 6 – cylindrical diverging lens,  

7 – diaphragm, 8 – laser  

2.3. Measurement of heat erozion effect and heat flux 

To measure the heat flux, a flat wall was set at a distance of 140 mm from the plasma torch 

nozzle at an angle of 30° to the jet axis. The motivation for installing such an angle is that in most 

cases the thermal protection is installed in a similar position. The two-phase flow expires through a 

nozzle at a pressure in the arc chamber of 10∙10
5
 Pa and a power output of 1.250 MW on the 

electric arc. The scheme of the experiment for measuring the thermal discharge effect is shown in 

Fig. 4. 

 

Fig. 4. Experimental diagram: 1 – particle dispenser, 2 – plasma torch, 3 – calorimeter,  

4 – thermocouple 

The heat flux was measured using uncooled regular mode sensors. The schematic 

representation and an image of the sensors after testing are shown in Fig. 5 copper calorimeters 

were used as heat-receiving elements, in which the temperature of the protected end was measured 

with a chromel-copel thermocouple. 
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Fig. 5. Schematic representation of the sensor: 1 – a copper “penny”,  

2 – chromel-copel thermocouple installed at the end 

3. RESULTS  

As the result of the experiment 30 pairs of images of the dispersed phase were obtained. The 

frequency of pairs of images was 10 Hz. The exposure time of each frame was 100 ns, and the time 

between frames of the pair was 500 ns. 

Fig. 6 shows a characteristic pair of photographs of a flow around a plate by a supersonic 

axisymmetric jet with SiO2 particles. 

  

  

Fig. 6. The flow of a supersonic heterogeneous jet onto an oblique barrier 

The averaged vectorial velocity fields obtained by the PIV method presents at Fig. 7, where 

the abscissa axis is the distance from the nozzle exit. 

 

Fig. 7. Averaged vectorial velocity field of particles in a plane passing through the axis of symmetry 

of the jet with isolines (a) and the velocity modulus field (b), the dotted line is the barrier surface  

a b 
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The results of measuring the heat fluxes in a two-phase high-speed jet are shown in Fig. 8. 

The heat flux on the fluoroplastic plate in case of a two-phase jet increases by about 40%. In the 

case of the copper plate, the change is not significant and averages 10%. 

 

Fig. 8. Heat flow in single (1) and two-phase (2) jet on Fluoroplastic (F) and copper (Cu) plates   

Under similar conditions, the destruction of samples from fluoroplast, textolite, asbotextolite 

in a two-phase high-speed jet was studied. Fig. 9. shows photographs of the samples before and 

after the experiment. 

A charred layer is present on the surface of textolite samples. After testing in a two-phase 

flow, the charred layer is absent.  

 

 

   

Fig. 9. Textolite sample is a (top – flow without particles, bottom – flow with particles),  

b (left – flow without particles, right – flow with particles), 

fluoroplastic is c (top – flow without particles, bottom – flow with particles),  

d (left – flow without particles, right – flow with particles) 

 

a 
c 

b d 
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The obtained value of the linear destruction rate along the sample axis for all materials 

significantly increases with the injection of dispersed SiO2 particles into the homogeneous flow. 

Fig. 10 shows the linear ablation (destruction) rate of materials in different flows. It should be noted 

that asbestextolite, which has a low linear ablation rate in a single-phase flow, in a two-phase flow 

was destroyed almost at the same rate as other materials. 

 

Fig. 10. Linear ablation (destruction) rate of materials in one- (1) and two-phase (2) flows  

(F – fluoroplastic, T – textolite, Ac – asbestextolite)  

In a two-phase flow, the average mass destruction rate of fluoroplastic samples increased 2.1 

times, textolite – 3.1, and asbestos textolite 3.3 times. 

4. CONCLUSIONS 

The experimental testbed was developed for measuring the velocity field of the dispersed 

phase of the plasma flow of an electric arc gas heater using the PIV diagnostic method. Software 

algorithms for automatic processing of experimental data based on the use of statistical methods 

were prepared. 

For a stable supersonic mode of operation, heat flux values were measured at an barrier plate 

set at a distance of 140 mm from the plasma torch nozzle at an angle of 30° to the jet axis in single-

phase and two-phase flows. The heat flux on the barrier plate significantly depends on the 

conditions of interaction of the jet with the barrier and the history of the boundary layer. Its value 

depends both on the ablation of the heat-shielding material and on the chemical reactions that take 

place in the boundary layer in front of the sample. 

It is shown that in case of supersonic heterogeneous plasma flows with a mass concentration 

of particles ≈ 0.1, the ablation velocity of the heat-shielding coating as a result of erosion at SiO2 

particles velocities of ≈ 1800–2000 m/s can increase by 2–3 times as compared to ablation in a 

homogeneous jet. 

The results of this work will allow us to explore new promising heat-shielding materials for 

aerospace vehicles under conditions that simulate natural ones. This will allow to obtain reliable 

data to create a reliable system of thermal protection of spacecraft when operating in a dusty 

atmosphere.  
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ABSTRACT  

Nowadays the demand of biomass extensively grows year by year. Biomass products are beneficial because 

they often are waste products from forestry and wood industries. Therefore, biomass is often locally available 

and easy and relatively cheap. Nevertheless, the inorganic constituents of biomass cause several problems 

during combustion. The biggest challenges occurring during biomass combustion is related with an ash issue. 

Flame and combustion monitoring using chemiluminescence method has received a lot of attention for 

combustion sensing and diagnostic applications in various fields. In various reaction zones emission of 

radicals are different and can be indicated as important combustion parameters. The most important problem 

is the formation of aerosols during biomass combustion, which might cause slagging, fouling or 

agglomeration formation on boilers walls. These problems emerge costly shutdowns of power plants for 

unexpected maintenance. In general, it has been observed that ash deposition and corrosion problems are 

more common during combustion of biomass fuels with high alkali contents, such as straws and wood. 

Similarly, woody biomass fuels generally contain lower levels of chlorine, sodium and potassium than most 

other biomass fuels, corrosion effect also occurs in wood-fired systems. To prevent mentioned problems, 

early control of alkali release is necessary and online detection techniques might help.  
 

This study focuses on the measurement of selected alkali metals emission during the combustion of single 

biomass pellets doped with different amounts of Na, Ca, and K using a spectroscopy method. A biomass 

washing, and soaking procedure was used to demineralize and to dope the biomass samples with different 

concentrations (0.5%, 2%, 5%) of Na, Ca, and K. The experimental results show that the emission intensity 

of K* was noticeable strong in higher temperature zones from 1000 °C to 1200 °C in wood case, and 750–

900 °C during straw pellet combustion. In Na* wood combustion case, the highest radiated intensity was 

shown near 400–500 °C and 900–1000 °C. Calcium keeps stable and does not evaporate under given 

conditions and shows extra stability during wood and straw combustion. 

Keywords: biomass, combustion, spectroscopy, alkali-induced slagging, agglomeration 

1. INTRODUCTION 

Biomass is an widely spread future fuel and is used in innumerable applications as a 

renewable energy source. As this waste comes from forest residues, agriculture organic matter, its 

environmental and economic feasibility have made it a competitive alternative to traditional solid 

fossil fuels. Accordingly, biomass is a renewable energy with immense potential. Used every day 

by more and more companies, it aims to cover the high demand for energy that society demands day 

after day presenting a solution to energy problems, although it also is inconvenient due to ash 

production when thermochemical processes are applied to produce energy. Lately, the use of 

biomass for heat and power production became very meaningful [1]. With the growth of the 

biomass usage, the quality of the feedstock for energy production becomes an issue when the 

feedstock variety increases. During the thermal degradation of biomass, a number of chemical or 

physical transformations occur, and it is not easy to forecast the whole combustion process when 

the change of fuel composition varies. The combustion of agro-biofuels poses a significant 

challenge due to the typically high amount of ash, specifically alkali chlorides, which may lead to 

the corrosion of the boiler’s surfaces. The characteristics of biofuels influence directly the 

combustion process and ash slagging problems can occur [2]. 

mailto:Marius.Sadeckas@lei.lt
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Likewise, the fly ash deposited on the heat transfer surfaces, economizers, super-heaters cuts 

down the efficiency of the  boilers. The ash content, moisture content and particle size are some of 

the primary biomass characteristics that afect the quality of combustion process [2]. Especially, the 

potassium amount in the biomass fuel is an indicator of chances to form the deposits in the surface 

of the boiler [3]. 

Burning crummy quality featuring biofuels leads to ash slagging problems [4]. Fly ash 

deposited on the heat transfer surfaces of the boiler, furnace brick walls. These things negatively 

effect the performance of the boilers. 

Also, the combustion of biomass mixtures with straw or other agricultural crops, where is 

more ash contains, many alkali chloride which causes corrosion of boiler surfaces. Humidity, 

mineral impurities, biomass particle size ‒ it is one of the main characteristics of biofuels which 

determines the quality of combustion and combustion equipment work. The potassium content in 

biofuels is one of the main characteristics that determine the ash and plaque formation. Therefore, 

chemiluminescence method was used to determine the straw, wood, sludge during combustion 

emissions of potassium, sodium, calcium elements ion intensities [5].  

For instance, potassium biggest radiating intensity seen at the beginning of combustion, then 

in later combustion stages this quantity proportionally decreasing [6]. Potassium is not the only 

challenging inorganic, others include sodium and calcium are important too [2]. Biomass thermal 

decomposition occurring regularities lack of data encourages researchers to engage in the global 

experimental and numerical studies.  

The main goal of this work is to investigate the emissions of three important alkali radicals 

K*, Na* and Ca* of wood and straw pellets during combustion under selected temperatures.  

In this work, wood and straw biomass  pellets were used. The main properties of raw wood 

and straw is presented in previuos work [7]. Two types of biomass that are wood and straw were 

used to a „washing“ procedure to remove the origin minerals and impurities. Later washed and 

dryed biomass was impregnated with different quantities (0.5 wt %, 2.0 wt. %, 5.0 wt. %) of K, Na 

and Ca. The washing and doping procedure consists of using HNO3 acid for the washing procedure 

and adding the required concentration of minerals for doping the samples. The alkali content found 

in the original samples, and in the samples before and after the washing procedure was mentioned 

in previuos work [7]. 

1.1. Experimental setup 

The main method for flame emission spectroscopy (FES) used is chemiluminescence analysis. 

In a chemiluminescent reaction, a part of the released energy is used to excite an electronic state and 

relaxes through a number of mechanisms, including spontaneous photon emission. In the case of 

photon emission, species emit at a characteristic wavelength, signaling the presence of the species 

[8]. Other authors [9], [10] has demonstrated successful application of chemiluminescence method 

for detection of alkali-metal emissions during combustion and demonstrated successful application 

of the same method on measuring organic group through combustion proving that it as a highly 

reliable method. The method extended its success in latest research [7] by measuring spontaneous 

emission of alkali metal under temperature up to 1000 °C. The experiment setup is shown in 

Figure 1, the same as the previous one. The ICCD camera was mounted with optical band filters 

with wavelengths of K, Na and Ca. A thermocouple was inserted in the center of the pellet to 

measure the central particle temperature (Tp). The combustion fuel, natural gas, was mixed in 

mixing chamber with primary air supply while there was a secondary air supply controlling the 

flame temperature. 
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Fig. 1. Experimental setup 

2. RESULTS AND DISCUSSION 

During the combustion of biofuel particles and the formation of char particles, volatile 

organo-metallic compounds are first released followed by devolatilization; then, partial alkali and 

alkali-earth elements and volatile trace elements scattered out of the char [11]. A schematic of ash 

formation and transformation mechanism in biomass combustion is shown in Fig. 2. As the gas 

temperature decreases, the volatile components nucleate and condense to form submicronsized 

particle. Also, some volatile material condenses on residual fly ash. The high concentrations of K 

and Na (especially K) through nucleation, condensation, and reactions result in a variety of severe 

ash-related problems such as alkali-induced slagging, silicate melt-induced slagging (ash fusion), 

and agglomeration. These then condense on the heating surfaces and form a sticky initial slagging 

layer. Mentioned ash slagging problems occurs in furnaces in different high temperature zones.  

 

 

Fig. 2. Schematic of the formation processes of the main ash-related issues in biomass combustion 

[11], [12] 



             CYSENI 2019, May 23-24, Kaunas, Lithuania 

             ISSN 1822-7554, www.cyseni.com 

 
 

 

VIII-305 

During the biomass combustion process, the main temperature zones that have a significant 

influence on the fixation intensity of the alkaline elements K, Na and Ca appear. In the wood pellet 

we see two temperature zones at all K and concentrations (Fig. 3 a and d), where the highest fixed 

intensity of radiation is revealed, respectively form 0.8 to 1 a. u (aligned to max value of captured 

intensity). It is between 400–600 °C and 1000–1200 °C. As for Na (Fig. 3 b and e), the maximum 

relative intensity 0.8–1 a. u in the temperature zones 400–500 °C and 900–1000 °C is recorded. In 

the case of calcium in wood pellets (Fig. 3 c) the maximum intensities are fixed in the temperature 

zones of 300–700 °C, and in case of straw (Fig. 3 e) the Ca exit to the gaseous state is noticeable 

already at a temperature of 600–900 °C. 

The intensities emitted by K and Na are noticeably more pronounced and stronger than the Ca 

values. Actually at 1200 °C Ca radiation remains constant throughout the combustion period, as 

most Ca transforms CaO compounds[13] that settle in ash, in the solid state. Only a small portion of 

Ca is observed in gaseous state [11]. 

 
 

Fig.e 3. Relative intensities (arbitrary unit) dependence on the internal pellet temperature in 

surrounding gas flame 1200 
o
C temperature 
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3. CONCLUSIONS AND SUMMARY OF RESULTS 

The emissions of alkali metal K*, Ca* and Na* from wood  and straw biomass pellets under 

high temperature was studied. The experimental results show that the emission intensity of K* was 

noticeable bright in higher temperature zones from 1000 °C to 1200 °C in wood case, and 750–

900 °C during straw pellet combustion. In Na* wood combustion case, the highest radiated intensity 

was shown near 400–500 °C and 900–1000 °C. Calcium keeps stable and does not evaporate under 

given conditions and shows extra stability during wood and straw combustion.  

It can be concluded, that chemiluminescence method can be used for monitoring the release of 

alkali species (mainly potassium) as indicator in biomass furnaces at high temperature zones. This 

method can be used in conjunction with other boiler auxilary systems to reduce emissions or 

prevent ash-slagging occurrence. 
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ABSTRACT 

Practice of burning gaseous fuel shows, that one of the most important energy equipment element is burner. 

In case of natural gas burning, one of the most perspective technology is a jet-niche burner system (JNS). 

Experimental selection of its rational work parameters is a complex and expensive process. This problem 

could be solved by numerical simulation methods usage, but first the model should be verified. The object of 

the study was to adopt the hydrodynamic parameters of the flow in JNS. As a subject of research the 

numerical model of gas distribution was adopted. The gas was distributed by circular jets fed perpendicularly 

to the incident flow oxidizer through a single-row system of holes. The mathematical model of the process 

contains system of differential equations of motion, continuity and transfer of the i-th component of the 

mixture and is solved numerically in the Ansys-Fluent environment. In the simulation the standard method 

was used for predicting the formation of NOx by means of this software package. The obtained results 

indicates that a single-row supply is capable of providing the necessary combustible level of concentrations 

of the fuel mixture and a stable controlled aerodynamic structure of the flow in the field of stabilization of the 

combustion process in range of the air excess coefficient variations from 1.12 to 2.62. The possibility of 

qualitative research of the hydrodynamic characteristics of detached flows used to; predict the fields of 

concentrations and temperatures during combustion of hydrocarbon fuels in the conditions of the JNS by the 

methods of numerical modelling is shown. An important issue is the possibility of using simulations to 

predict the harmful emissions into the atmosphere. 

Keywords: Jet-niche system, burner, nitrogen oxides, mathematical modelling, concentration, methane 

1. INTRODUCTION 

It is known that today the problem of maintaining the efficiency of fire technical equipment 

(FE) on the interchangeable modes of operation is important and relevant. It should be noted that a 

significant part of Ukrainian FEs are physically and morally outdated. One of the ways to solve this 

problem is to carry out its modernization with the introduction of modern fuel-using equipment. 

The main direction in this situation is the orientation to domestic technologies, which differ 

favourably from the imported analogues due to better adaptation to domestic FEs, as well as more 

favourable pricing policy of domestic producers.  

In addition to the problems associated with the need to search for alternative fuels and to save 

scarce energy resources, burner units are required to expand their capacity by reducing the starting 

pressures of fuel, as well as to increase the unit capacity with regard to emissions and efficiency of 

fuel burn up. Therefore, understanding the regularities of formation of harmful substances and the 

ability to predict their emission when the ratio of fuel consumption to oxidizer in the mixture 

changes is one of the main issues of ensuring environmental protection standards. 

It is known that in order to reduce the emission of harmful substances it is necessary to 

develop a burner device (BD) of a complex design with an increase in the number of combustion 

zones, each of which is optimized for a certain mode of operation. Therefore, for maintenance of 

perspective norms on emission of harmful substances, it is necessary to create a BD which would 

allow to simultaneously reduce all kinds of harmful components. It is established that only in a very 

narrow temperature range (1650-1900 K) it is possible to achieve simultaneously the required levels 

of NOx and CO emissions [1, 2]. 
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Taking into account the ambiguity of the influence of such main factors as: pressure in the 

combustion chamber, temperature and oxygen content in the oxidizer, heat load of the working 

volume and the coefficient of excess air, the behaviour of the emission characteristics of FE 

requires thorough study and deeper analysis [3]. The use of methods to intensify the process of 

mixture formation and the implementation of micro diffusion fuel combustion is considered to be 

one of the effective factors influencing the emission of toxic nitrogen oxides [4]. 

Implementation of diffusion-kinetic (micro diffusion) mechanism of CO gas combustion is 

achieved, for example, by introduction of jet-niche technology (JNT), which is developed on the 

basis of studies conducted in the Laboratory of combustion of TEF of Igor Sikorsky KPI. JNT is a 

universal technology of gaseous fuel combustion, the introduction of which into the industry and 

further study of its features is engaged in Production Association «SNT» (Stream-Niche 

Technology) (Kyiv) [5]. 

At present day, Production Association «SNT» modernised a large number of FE in Ukraine 

and abroad. It should be noted that the city heating networks of Zhytomyr, Luhansk, Alchevsk, 

Ivano-Frankivsk and other cities have been reconstructed due to low cost of modernization.  

  

Fig. 1.  Jet niche type burner 

The analysis of works of foreign authors shows that since 2000 the majority of scientific-

research works are executed by means of computer modelling. The authors prove that computer 

modelling allows to study correctly the operating modes and optimize both newly designed and 

reconstructed power equipment. However, it should be remembered that the simultaneous use of 

computer modelling and physical experimentation makes it possible to obtain the most complete 

and reliable information about the subject of the study. At the same time, the costs of experimental 

and research work is significantly reduced [6]. 

On the subject of the work in the available literature there are articles related to the study of 

heat and mass exchange during the combustion of coal in the furnaces of the boiler unit. For 

example, in work [7] numerical modelling of NOx concentration in the boiler furnaces was carried 

out at variation of burners location. At the same time, it is not said for which specific boiler the 

simulation was carried out and no comparison with the experimental data is given. The work [8] 

devoted to the study of furnace processes in the furnace of the boiler BKZ-420-140 of Omsk CHPP-

4 at combustion of design and alternative fuel on the basis of mathematical modelling by means of 

the applied software package FIRE 3D is quite thorough. The authors have analyzed the results in a 

three-dimensional statement for each type of fuel and compared the data obtained with the results of 

the calculation of regulatory documents. Ekibastuz and Kuznetsky coal was used as fuel in the 

work. In works [9, 10] by means of the same program complex the authors investigated influence of 
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tangentially located burners at coal and natural gas combustion. These and many other works are 

performed using CFD modeling methods without using quality experimental data. 

Modelling of working processes in the furnace of steam water tube boiler DE 10/14 with the 

purpose of ways search to decrease nitrogen oxides is devoted to works [11, 12]. These works show 

that the formation of harmful emissions is influenced by excess air, pyrometric level in the furnace 

chamber, time when fuel and oxidizer are in the high-temperature zone. The burner GMG-7 with 

the capacity of 728 m
3
/h of natural gas was used, which realized the vortex structure of the flame 

with the possibility of changing its length. However, the authors provide data on nitrogen oxide 

emissions from the boiler furnace and little attention is paid to the processes taking place in the 

burner. 

The paper [13] is the closest to the subject of the paper, where the authors determined the 

environmental friendliness of burning biogas in the combustion chamber of a 100 kWe MGT gas 

turbine. The authors provide numerical values of NOx emissions, which can be used as a basis for 

the analysis of the results of the presented work, especially when burning depleted mixtures. 

The analysis of available literature shows that little attention was paid to the prediction of the 

formation of nitrogen oxides during the combustion of natural gas in the jet-niche flame stabilizer. 

Availability of a wide industrial implementation and constant increase of requirements to the 

equipment environmental friendliness requires a more in-depth study of the regularities of the BD 

environmental characteristics, including the use of methods of mathematical modelling. 

2. AIM AND OBJECTIVES 

The purpose of the work is to deepen the understanding of the processes of formation of 

harmful oxides during the combustion of gaseous fuels in the jet niche flame stabilizer. In works 

[14] numerical research of processes of hydrodynamics and fuel and oxidizer mixing in the JNS at 

the single- and double-row scheme of gas distribution and research of structure of an air flow at use 

of specially profiled niche of the trapezoidal form is carried out. The presented work, to a certain 

extent, is a development of previous studies, the main task of which is to determine the nature of the 

distribution of nitrogen oxides after the BD in a quantitative ratio and to compare the data obtained 

with the results of experimental studies [14]. 
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Fig. 2.  Model of a laboratory installation for the study of combustion processes in the JNS: 1 – Fan, 

2 –  JNS, 3 –  Fuel distribution system, 4 –  Refractory section body, 5 –  Static and full pressure 

withdrawals, 6 –  Thermocouples, 7 –  Thermocouple signal meter 
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To calculate NOx emissions, the authors developed a CFD-model of the process occurring in 

the JNS (Fig. 2). In the general case, it contains the geometrical model of JNS, created on its basis 

discretized model with boundary conditions and mathematical description of the calculation 

process, which is implemented by means of ANSYS-Fluent. 

3. CFD SIMULATION METHODOLOGY 

The mathematical model of the investigated process contains systems of differential equations 

of motion, continuity and transfer of i-th component of the mixture and is solved by numerical 

methods in the Ansys-Fluent. The standard method of NOx prediction by means of this program 

was used for modelling. Thus, the following main mechanisms of nitrogen oxides formation were 

considered in modelling [15]. 

3.1. Thermal NOx 

Thermal mechanism including oxidation of N2 along the chain of Zeldovich's mechanism and 

interaction of N atoms with OH radicals, as well as mechanisms of N2O, NO2 and NO; N2O 

mechanism is determined by a group of reactions, in which N2O acts as an intermediate substance 

in the formation of NO. The NO2 mechanism results in the formation of NO for the following 

reactions: 

NO2 + CO = NCO + NO; 

NO2 + OH = HO2 + NO; 

NO2 + H = OH + NO; 

NO2 + O = O2 + NO; 

NO2 + M = O + NO + M. 

3.2. Prompt NOx 

The mechanism of NO is determined by the interaction of "fast" nitrogen oxides, which are 

formed during the combustion of fuel in the flame front as a result of interaction of N2 with the 

radicals of CH and CH2, appearing in the destruction of complex molecules of hydrocarbon fuel. 

Prompt NOx is the most prevalent in rich flames. The actual formation involves a complex 

series of reactions and many possible intermediate species. The route now accepted as follows: 

CH + N2 = HCN + N; 

N + O2 = NO + O; 

HCN + OH = CN + H2O; 

CN + O2 = NO + CO. 

Prompt NOx formation is proportional to carbon atoms number present per unit volume and is 

independent of the parent hydrocarbon identity. The quantity of HCN formed increases according to 

concentration of hydrocarbon radicals, which in turn increases with equivalence ratio. As the 

equivalence ratio increases, prompt NOx production increases at first, then passes a peak, and 

finally decreases due to a deficiency in oxygen. 

ANSYS-Fluent calculates thermal and fast NOx levels. When setting up ANSYS-Fluent to 

solve the problem, the authors chose a model that considers the turbulent-chemical components 

interactions and allows levels of NOx calculation taking into account the effect of turbulent 

pulsations at an average time response rate. Also, to predict radical O concentration, it’s necessary 
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to predict the NOx temperature, the authors use the partial equilibrium model, which developers of 

ANSYS-Fluent recommended as primary. 

The carbon number of fuel (the number of carbon atoms in a fuel molecule) is denoted by 1 

(Fig. 3c) and the equivalence factor (determines the fuel-air ratio (stoichiometric conditions)) is 

0.76. These parameters are used to calculate the NOx formation rate described in detail User’s 

Guide of Fluent. 

The pressure-based algorithm is chosen as the solution algorithm. On the assumption that the 

burner device in the boiler unit is designed for continuous operation, as an example, for the entire 

heating season, the calculation is made in a stationary setting (Steady). 

The pressure-based solver is traditionally used for incompressible and weakly compressible 

flows. However, it is currently applicable to a wide range of flows (from incompressible to highly 

compressible). The choice of such solver was also based on the fact that a model without prior 

transport mix and gas combustion was used in the work, which was not available on the basis of 

density. This assumption is made in order to reduce resources and calculations time. 

Reactive components of thermophysical properties (in this case air and methane) were set in 

the form of piecewise-polynomial temperature dependence. In this case, two temperature ranges 

were used. The first is from 300 K to 1000 K and the second is from 1000 K to 5000 K. 

It is known that the Realisable k-model of turbulence has a high computational efficiency 

for the class of tasks under consideration. The authors used this model as a calculation model. 

On the outer walls of the burner model, the boundary conditions for temperature constancy 

were set (T_wall = const), due to their water cooling.  

The mass flow rate of fuel and the oxidizer was established by analogy with the physical 

experiment. As the result, conditions were created for the atmosphere emissions of flue gases. 

In order to determine the effect on the combustion process and NOx formation in the 

calculation using the CFD-model, the excess air ratio was changed. The gas and air flow rates 

required to calculate this factor are shown in Table 1. The experimental data of NOx values 

necessary for verification of CFD-model [14] are given there. 

Table 1. Experimental NOx values at the flame tube outlet [14] 

 1.12 1.27 1.62 2.00 2.62 

wg, m/s 61.5 56 40.5 32 20 

wn, m/s 13.2 13.7 12.6 12.2 13.9 

NOx, ppm 45 43 30 11 1 

 

On the Fig. 4 CFD-model of jet-niche flame stabilizer, which is the object of research, is 

presented. The model is a computer copy of the laboratory stand, where the experimental studies of 

hydrodynamics, mixture formation and combustion in the jet-niche system were carried out. On the 

same stand was carried out the determination of NOx concentration at the outlet of the investigated 

area with the help of gas analyzer Testo 330-1 LL. The laboratory stand includes a low-pressure fan 

that supplies air to the isothermal channel of square section with a wall size of 70 mm. The channel 

is 700 mm long, taking into account the need to form a flow rate profile in front of the burner. Gas 

distribution is carried out through one row of fuel holes (7 holes with a diameter of 3 mm), through 

which natural gas is supplied perpendicularly to the oxidizer flow. In the JNS there is a mixture 

formation and stabilization of the combustion process, afterburning of fuel is completed in the 

flame tube. The combustion process is characterized by the formation of a spatially developed and 

extended flare, the length and configuration of which varies depending on the ratio of fuel and 

oxidizer consumption. At the flame tube outlet, flammable gases are directed to the exhaust duct 

[14]. Experimental NOx values represented by Table 1. 

The mesh of the model takes into account the development of the boundary layer on the 

surfaces of the walls of the jet and niche flame stabilizer and the flame tube. The area outside the 
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boundary layer was modelled using an uneven tetrahedral grid. The Skewness did not exceed 0.8 

and the aspect ratio (AspectRatio) of the elements did not exceed 40. 

To increase the calculation speed, the model is divided into two separate calculation areas. 

One of them contains a previously included stabilizing section (Fig. 3a). The second one contains a 

jet-niche system and a flame tube (Fig. 3b). 
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Fig. 3. The mesh of stabilizing section (a) and JNS with refractory section (b) 

Given the experimental results, the length of the flare can be determined by the empirical 

dependence: 

   nm

aaggf WWcdL   22

, (1) 

where c, m, n – constant and degree index at variables in the equation, d – diameters of gas supply 

holes, mm; ρ – density, kg/m
3
; W – flow rate, m/sec; α – excess air ratio; indices 'a' and 'g' – air and 

gas, respectively. 
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The given results allow to carry out the analysis of emission of nitrogen oxides from the point 

of view of the thermal mechanism of their formation.  

The distribution of NOx in the burner and flame tube is easy to analyze in parts per million 

(ppm) – NO [ppm]. NO [ppm] in the presented paper was calculated using the following equation: 

 
fractionmoleOH

fractionmoleNO
ppmNO
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 . (3) 
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Distributions of molar concentrations of nitrogen oxides and water vapour included in the 

dependence (3) were calculated by means of ANSYS-Fluent. 

4. RESEARCH RESULTS 

To visualize the results of the combustion process studies, the JNS used the values of average 

speeds and temperatures of the mixture and the distribution of nitrogen oxides. The visualization of 

methane distribution in the niche and behind the burner is also given. 

The aerodynamic structure of flows in the field of stabilization of the combustion process is 

shown on (Fig. 4). The increase in the velocity of methane jets leads to intensive mixing of the 

mixture due to the turbulence of the tear-off layer. In addition, in the niches and caverns, which are 

washed by the flow at large numbers of Reynolds, an intensive circulation current is observed [16]. 

Next picture shows a hydrodynamic picture of the flow under the conditions of chemical reaction of 

combustion components. The results are on the Fig. 4a show that a vortex occupying 1/4 of the 

niche area can be observed in the course of the flow near the leading edge of the niche. When the 

methane velocity decreases (Fig. 4b), the mixing intensity of the flow in the niche decreases 

significantly. As evidenced by the presence of a much smaller vortex near the front flow in 

comparison with the previous case. 

  

а)           b) 

Fig. 4. Mixture particle trajectories near niche walls at = 1.12 (a) and = 3.62 (b) 

The distribution of the components involved in the combustion reaction depends significantly 

on the aerodynamic structure of the flow. So, as shown in Fig. 6 and 7, the mass fraction of methane 

in the burner section and in the niche depends on the velocity of the reacting flows. Thus, for the 

ratio of methane-air velocity, which corresponds to the excess air coefficient = 3.62 (Table 1), 

there is the presence of a single vortex in the niche near the leading edge of the niche in the course 

of the flow. At the same time, the flow "presses" the methane into the niches (Fig. 5a). If the 

velocity of fuel jets reaches 61.5 m/s at the air flow rate of 13.2 m/s ( = 1.12), the flow pattern 

changes – the current lines of methane jets practically do not deform (Fig. 5b). The flow of methane 

runs parallel to the walls of the burner and conditions are created in the niche for intensive mixing 

of the mixture. 

The intensive mixing of the flow near the leading edge of the niche is also shown in Fig. 7. If 

the excess air ratio is 1.12, there is an area of 1/2 of the niche area near the leading edge of the 

niche, where there is a presence of 1 to 6% oxygen (Fig. 6a). As the methane velocity decreases, the 

area in the considered section decreases, and at = 3.62 degenerates (Fig. 6b). 
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а)         b) 

Fig. 5. Mass fraction of methane near niche walls at = 1.12 (a) and = 3.62 (b) 

  

а)          b) 

Fig. 6. Mass fraction of oxygen near niche walls at = 1.12 (a) and = 3.62 (b) 

Thus, the results confirm that the niche in the JNS is an active combustion zone. Fuel ignition 

and flame stabilization are carried out in the niche and the flame spreads further inward through the 

flow. The flame propagation range depends on the ratio of methane-air velocities (Fig. 7). 

As shown in Fig. 7, increasing the excess air ratio significantly reduces the length of the flare. 

Experimental measurements of the mixture temperature along the flame tube indicate that the 

temperature level does not exceed 1220 °C for  = 1.12 and 860 °C for  = 1.12. Calculations using 

the CFD model show that at  = 1.12 the temperature level in the centre of the flame tube reaches 

1320 °C, and for  = 3.62-720 °C. Therefore, deviations of CFD-modelling data from the 

experimental ones do not exceed 10%. 

The distribution of NOx formation obtained through the calculation for (3) is shown in Fig. 8. 

Fig. 8 shows that with an increase in the excess air ratio, the generation of nitrogen oxide emissions 

is suppressed. For  = 1.62, 2.00, 3.62, the maximum emissions are observed in high temperature 

zones, which does not contradict the current understanding of the nature of nitrogen oxides spread. 

For the investigated cases, when the excess air ratio is in the range of 1.1-1.2 the maximum 

intensity of nitrogen oxides generation shifts to the end of the flare. This can be explained by the 

fact that the oxidizer molecules stay in the high-temperature zone longer. 

Not the last place in terms of nitrogen oxides formation is taken by the nature of fuel and 

oxidizer flow in the study area. According to numerous results, the maximum concentration is in the 

tail area of the flame tube, which is corrected with the peculiarities of fuel distribution in the JNS. 

Thus, free oxygen in the air, which does not interact with combustible components of fuel, is 

largely in the transit layer of air above the fuel distribution zone, so directly begins to interact with 

nitrogen further after the flow of the process and shifts to the tail part of the lined area. For 

operating modes with α → 1.0 concentration is maximum. 
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To be able to compare the experimental data with the data of the CFD-model, the latter should 

be averaged over the area of the output section. The averaging procedure over the area of any 

thermophysical parameter is organized by standard user function in ANSYS-Fluent. 

 

 

 
 

 

 

Fig. 7.  Flow temperature distribution in the longitudinal section of the model 
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The CFD-modelling data obtained by calculating the dependence (4) were compared with the 

experimental data [10] in Fig. 9. Analysis of Fig. 9 shows that in comparison with the experimental 

data [10] the developed CFD-model accurately predicts the behaviour of nitrogen oxides. 

 

 

 
 

 

 

Fig. 8.  Distribution of NOx formation in the longitudinal model section   
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Fig. 9.  Verification of the numerical experiment on nitrogen oxides comparison of JNS with the 

burners of the tubular type of KPI design: 1 – CFD-modeling data, 2 – JNS experimental studies 

[10], 3 – TMD [13], 4 – TMDN [3] 

Fig. 9 also shows the dependence of NOx = f() both for experimental data [14] and for CFD-

modelling data. Fig. 10b is given for the purpose of comparing the environmental friendliness of the 

JNS with the burner of the KPI design on the basis of the tubular technology of gas combustion, 

which was developed by the authors [3]. In general, these types of flame stabilizers are based on a 

similar principle of flame stabilization, which is implemented by the interaction of combustible 

mixture with a poorly streamlined body, but with certain differences. The main difference is that in 

the tubular modules flame stabilization occurs in the toroidal vortex at the air flow outlet into the 

channel, which expands, and in the JNS ‒ in the cavity on the channel wall. In addition, the results 

shown in Fig. 10b concern tubular modules in which fuel is introduced directly into the eddy zone, 

that is, into the zone with an increased level of turbulence of the flow, while in the JNS fuel jets do 

not interact directly with the eddy structure in the niche cavity. 

Figure 9 shows the nitrogen emission level at the outlet of the diffusion module without an 

internal insert (TMD type) [13] by number (3) and the same data for the diffusion module with an 

internal insert (TMDN type) by number (4) [13]. Analysis of Fig. 9 shows that the nature of 

dependence of NOx = f() for the JNS in general coincides with the data given in the literature, 

however, at the boundary of the selected range  the value of NOx for the JNS and TMD coincide 

completely, and in the middle of the selected range of  the concentration of NOx is almost 40% 

lower. Such difference is explained by different conditions of measurements, and for tubular 

burners the volume of the response zone was much smaller in comparison with the combustion zone 

for JNS. 

5. CONCLUSIONS 

The analysis of the obtained results allows to draw the following conclusions: 

 The conducted data of the CFD-modeling confirmed work [14] assumption that there is a 

circulation flow in the niche cavity under gas stream jets, which in turn significantly influence the 

burner flow structure. Thus, with the increase of air excess coefficient from 1.12 to 3.62, the flows  

hydrodynamic structure in the niche changes as a result of which the torch length is reduced; 

 The verification of the CFD-model performed by comparing the experimental 

measurements of the mixture along the flue tube temperature indicates that the deviation of the data 

from the CFD-model from the experimental does not exceed 10%. As for the range of air excess 

coefficient from 1.12 to 3.62, the temperature measured experimentally varies from 1220 °C to 

860 °C, while the estimated data vary from 1320 °C to 720 °C; 
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 Conditions realized in the work, namely for the specified range of NOx, an excess of air  

and methane velocities Wg = (61.5-20) m/s and air Wa = (13.9-12.2) m/s, are determined, the CFD-

developed model accurately predicts the behavior of nitrogen oxides. The data deviation from the 

CFD-modelling from the experimental for  = 1.27-3.62 does not exceed 8%; 

 The results of mixing processes modelling in the JNS confirmed combustible concentration 

field presence in the niche cavity zone when changing the regime parameters of the system in a 

wide values range; 

 The presented numerical results confirm efficiency of the investigated flame stabilizer for 

ensuring combustion stability without flame failure in a wide range of systems operating loads; 

 The data from numerous calculations can be used in the design process of energy-

ecological gas burner equipment. 
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ABSTRACT 

One of the alternatives to fossil fuels in the production of thermal energy is the combustion of the biomass, 

which is also used for district heating. In the cold period, in case of a high demand for the heat energy, 

biofuel furnaces often burn low-quality biofuels, with humidity fluctuating and often reaching 60% on wet 

basis (w.b.), which results in the unstable furnace operation and the incomplete burning of the fuel. Such a 

negative effect could be avoided by intensifying the fuel drying on the furnace grates and optimizing the 

control of the furnace, however, in order to accomplish such goals, firstly, it must be determined how the 

controllable furnace parameters affects the drying of the wet biofuel. 

The aim of this work is to study the processes occurring during the drying of the wet biofuels in the drying 

zone of the furnace and to determine the influence of the parameters on the fuel drying intensity. To achieve 

such aims the experiments were carried out at the experimental rig with the operating parameters 

corresponding to the operational parameters common to 6 MW grate furnace. The experiments were 

performed by simulating the influence of primary air, exhaust gas recirculation through the grates and the 

influence of the primary air with the radiation from the inside surfaces of the furnace. Poor quality wet (60%) 

wood chips of different lineage were used. It was determined that the highest intensity of the moisture loss 

from the biofuel was when it was dried using infrared lamps, which simulated the radiation from the hot 

surfaces of the furnace. Within 30 minutes the moisture content decreased by 17% from the initial value 

when the temperature of the supplied primary air was 200 °C and the infrared lamps were radiating thermal 

energy. Additional experiments were also carried out to simulate the movement of furnace grates and to 

determine how the mixing intensity affects the biomass drying. Radiation of the hot surfaces inside the 

furnace has the largest effect on biofuel drying intensity, whereas injection of recirculating flue gas into the 

drying zone in the furnace reduces the biofuel drying intensity. 

Keywords: biofuel, furnace, moisture content, drying, radiation 

1. INTRODUCTION 

Widespread and long-term use of fossil fuel resulted in global climate warming, which causes 

more frequent heat waves, storms and floods [1]. Due to these reasons more stringent environmental 

regulations were introduced to decrease the emissions of CO2 and to substitute fossil fuel with 

renewable energy sources. Biomass is the most prospective alternative to fossil fuel in thermal 

energy production, therefore, biomass is also used for district heating in small countries such as the 

ones in North Europe. As an example, in Lithuania two thirds of fossil fuel used to produce heat for 

district heating has been replaced by biomass [2]. Mostly, fossil fuel has been substituted by 

building small and medium-scale heating plants, in which reciprocating grate biomass furnaces (5–

10 MW) equipped with water boilers and condensing economisers are installed. These systems are 

designed for high thermal efficiency with low emissions of gaseous pollutants (CO, NOx, etc.) 

firing good quality biomass with a 30–55% moisture content [3]. However, the continued 

development of renewable energy source usage for heat production leads to increased demand for 

biomass (wood chips), resulting in price increase of good quality biofuel. Due to this reason, in 

order to remain in the market and to stay competitive, heat producers choose to use moist biofuel of 

lower quality such as stem wood, coniferous bark, with varying moisture content that can reach up 

mailto:lina.vorotinskiene@lei.lt
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to 60% wt. Besides, the lower heating value of such fuel is only 6 MJ/kg, while the lower heating 

value of biofuel with moisture content of 30% wt. is about 12 MJ/kg [4]. In this case, combustion 

on the grate of so moist fuel becomes complicated as drying process occupies most of the space in 

the furnace and combustion heat from lower layer is consumed for drying up the upper fuel layer 

[5]. Moreover, it could cause burning instability and incomplete combustion, which leads to 

increased CO emissions.  

One of the solutions to avoid these problems is an additional fuel drying before supplying to 

the furnace. For this purpose, superheated steam dryers, rotary dryers, bed dryers and fluidized bed 

dryers [6–8] are used. Using these systems, biomass could be dried out to required moisture content 

resulting in improved energy quality, energy efficiency and reduced negative environmental 

impacts during combustion. However, these advantages come with certain drawbacks. The drying 

system must be selected precisely evaluating the energy efficiency, risk of fire and drying emissions 

in order to reach the desired moisture content of supplied biofuel. Pang and Mujumdar [9] reviewed 

packed moving bed, rotary and pneumatic drying systems. According to the authors, these systems 

are suitable for drying of wood chips. The packed moving bed dryer is working with lower drying 

temperature (80–150 °C) and occupies a larger land area in the heating plant, while the rotary dryer 

operates at drying temperature from 200 °C to 500 °C resulting in high drying capacity, but it is 

with higher risk of fire. Myllyma et al. [10] studied the prospect of drying biomass at a municipal 

CHP plant using excess heat and solar energy by performing drying experiments in a fixed-bed 

batch-dryer. The results revealed that the drying time for the bed height of 300 mm decreases in half 

when the drying air temperature increases from 50 °C to 70 °C, whereas the drying time changes 

only slightly when the temperature increases from 70 °C to 90 °C. The author determined that the 

temperature of drying air should be over 70 °C. Myllyma et al. [10] also performed the economic 

evaluation and determined that biomass drying at a municipal CHP plant using excess heat and 

solar energy could be profitable if the investment costs are reasonable and the price of the wood 

chips is sufficiently high. Similar drying experiments using different drying air temperatures 

(120 °C, 140 °C, 160 °C and 180 °C) were performed by Danielsson and Rasmuson [11]. The 

authors also investigated the release of volatile organic components during the drying process. The 

results showed that part of the calorific value is lost when drying biofuel with air at the temperature 

exceeding 100 °C because of evaporation of monoterpenes. Release of these monoterpenes is most 

intense in the beginning of the drying process during the periof of up to 30 minutes, and the amount 

depends on the nature of biomass and the temperature of the drying agent. The higher is the 

temperature of the drying agent, the more intense is evaporation of VOC and therefore the loss of 

calorific value. It has been also determined that heating biofuel with superheated steam leads to 

higher VOC release rate compared to the case when using the air as the drying medium. 

In summary, additional drying systems require additional costs for installation in the heating 

plant and equipment, occupy large spaces and lead to release of VOC during biomass drying with 

medium at a temperature of over 100 °C, resulting in lowered heating value. In order to avoid the 

loss of VOC and additional expenses for biofuel drying when firing wet biofuel, optimizations of 

furnaces are necessary, such as corrections of the grate motion regimes using the moisture 

prediction method [12, 13] or intensification of fuel drying on the grates. For this purpose, biomass 

drying experiments were performed to determine the influence of the primary air supply and flue 

gas recirculation products injected through the bottom of the grate and exposure of biofuel bed to 

radiation from incandescent surfaces of the furnace to biofuel drying in the furnace. 

2. MATERIALS AND METHOD 

2.1. Equipment 

Biofuel drying was analysed in an experimental setup (reactor) equipped with a fixed fuel 

bed. The scheme of the setup is shown in Fig. 1. The experimental equipment consists of four main 
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components: electrical heater, steam generator, drying chamber and two infrared lamps. Air needed 

for the experiment is supplied from a compressor through two heating coils to preheat air to the 

desired temperatures of 50 °C, 100 °C, 150 °C, 200 °C. The temperature of hot air was measured 

and controlled by means of a K-type thermocouple installed in front of the reactor. The readings of 

the thermocouples were collected and processed by a PICO TC-08 application. The drying air flow 

rate was maintained constant at 18 ±1 m3/h. The fuel bed height was 0.23 m, with thermocouples 

embedded at various heights to determine the drying zone progression through the bed (Fig. 1). Air 

humidity was measured by a measurement unit Testo 454 with a connected relative humidity (RH) 

sensor. To simulate the furnace radiation, two infrared lamps were installed above the biofuel bed 

with power output of 2 kW each. This corresponds to the furnace radiation of 50 kW/m2.  

 

 

Fig. 1. Scheme of experimental rig for biomass drying 

2.2. Procedure 

It is known, that biofuel does not stay longer than ten minutes in the drying zone on a grate in 

a furnace of heating plant. If biofuel with high moisture content (approx. 60% wt.) is supplied into 

the furnace, it does not dry out completely in 10 minutes, therefore, in largest part of the furnace 

fuel is drying out rather than burning. The part of a 6 MW furnace that was simulated corresponds 

to the drying zone. In this furnace, the grate movement velocity is 0.003 m/s. Therefore, the time 

fuel spends until it burns out in the furnace is approximately 30 minutes. The drying zone occupies 

1/3 of the furnace length, therefore, the actual time spent in this zone is approximately 10 minutes. 

By adjusting the grate movement velocity in the drying zone, the biofuel residence time in this zone 

can be extended. In order to clarify the influence of residence time to biofuel drying, biofuel was 

left to dry out for 30 minutes during experiments. 

Before performing experiments in the biofuel drying chamber, biofuel was specifically 

prepared. To imitate the situation when moist biofuel (approx. 60% wt. moisture content) can enter 

the furnace in certain seasons, it was additionally soaked in water to saturate it sufficiently with 

humidity in the lab. Wood chips were loaded into a steel crate and submerged to a vessel filled with 

water together with the crate and left to soak in the vessel for 16 hours. After the crate containing 

biofuel is lifted out, the sample is left to drain for 2 hours in the temperature of a closed room. 

To imitate feeding of wet cold biofuel to a hot furnace, the entire rig was preheated during 

experiments. The temperature of drying air was selected to replicate the temperatures of primary air 

supplied to the medium power capacity (6 MW) furnace. After the parameters of the unloaded 
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experimental setup (the specified air flow rate and temperatures) reached the steady state, the drying 

chamber was loaded with a layer of wood chips for an experiment. The data from thermocouples 

were collected and processed by the PICO TC-08 software. The loss of moisture content in biofuel 

samples is estimated by measuring the humidity of outflow air. 

Since the initial sample mass was different in all the experiments while maintaining the same 

height of the bed and the initial moisture content varied (60 ± 3%), the normalized residual moisture 

content of solid fuel Ym is calculated based on minimum and maximum values by Eq. (1) [14]. The 

fraction of residual moisture content in biofuel is estimated by measuring the humidity of outflow 

air and recalculating it into the moisture content of exhaust flow by calculations presented in 

previous work [12].  

 , (1) 

where:  ‒ maximums value ratio of the moisture content in the sample and dry sample mass 

initial weight of sample (over all during of the study in 30 min.),  ‒ ratio of the moisture 

content in the sample at the time moment t and dry sample mass, it is accepted that  

(  > ,  ‒ initial mass of the sample g,  ‒ dry sample mass g).  

These calculations are suitable only for wet biofuel and not fit for dry fuel as a combustion 

process starts earlier. Thunman and Leckner [15] stated that the combustion of biofuel on grates 

could start when the moisture content of biofuel is less than 45%.  

2.3. Wood chips characteristics 

A biomass mix of bark chips with chips of different tree branches were used for the 

experiment. The main characteristics of the used samples are presented in Table 1. Before feeding 

the sample into the experimental drying chamber and after the experiment is complete, samples 

were taken and its moisture content was determined conform the LST EN ISO 18134-1:2015 

standard. The proximate analysis of this wood chips sample was performed using an IKA C5000 

calorimeter and a Flash 2000 CHNS analyser in accordance with: LST EN 14918 (HHV), LST EN 

14775 (ash content), LST EN 15148 (volatile content) and LST EN 15104 (CHNS content). 

Table 1. The characteristics and compositions of used samples 

Fuel HHV, 

(kJ/kg) 
MC 

% wt.  
A,  

% 
C,  

% 
H, 

% 
N,  

% 
S, 
% 

O (diff.), 

% 
Chips of various species 

of tree branches with bark 
18998 36 3.50 48.6 5.80 0.60 < 0.01 49.99 

 

 

Fig. 2. Distribution of particles of different lengths as cumulative percentages of mass 
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Granulometric composition of biofuel was determined by using sieves (Fig. 2). The biofuel 

particle size parameter is important because many particle systems can be homogenized for a 

simpler heat and mass transfer considerations. The major part (more than 60%) of biofuel samples 

used in the experiments consisted of particles larger than 10 mm in length. 

3. RESULTS AND DISCUSION 

3.1. Effect of primary air temperature and radiation on biofuel layer drying intensity 

Particle size distribution of the tree bark samples used for experiments can be very different 

and this might influence significantly the shapes of the drying curves, therefore, each experiment 

was repeated five times.  

Comparison of the residual moisture content in the samples revealed that the trends of biofuel 

samples drying is very similar during the first 5 minutes (from the beginning of the experiment), 

regardless of the temperature of air supplied from the bottom of the grate. The resulting moisture 

loss curves confirmed that the drying process starts immediately after the biofuel sample is placed 

into the biomass rig. After the biofuel samples are being dried for 5 minutes, the moisture content 

decreases by up to 1% (Fig. 3). When drying biofuel samples for 10 minutes by preheated air and in 

presence of radiation from above, intensity of moisture evaporation was observed depending on the 

temperature of the drying air. When supplying air with the temperature of 50‒150 °C, the moisture 

content reduces by no more than 2% after 10 minutes, and when the drying temperature increases to 

200 
o
C ‒ by 2.5%. The influence of primary air becomes even more pronounced when drying 

samples for 30 minutes. When supplying 50 °C air from below and irradiating the biofuel bed by IR 

lamps from above, the moisture content in the sample reduces by 8%, and when drying with higher 

air temperatures of 100‒150 °C, moisture content in wood chips reduces by 10%. The most intense 

moisture loss was observed when exposing wood chips to air with the temperature of 200 °C in this 

case, moisture content in the sample was reduced by approx. 17% in 30 minutes.  

 

Fig. 3. Normalized of the residual moisture content (Ym) and moisture lost rate (-dYm/dt): biomass 

drying with radiation and different air temperatures 
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Despite the fact that the temperature change in the top layer of biofuel was not observed, due 

to intense moisture evaporation together with the escaping flue gas, and taking into account the 

experiments of the previous phase involving only preheated drying air, it was determined that most 

moisture evaporated from the top layer of the sample due to effect of radiation. Experiments with a 

stationary layer (fixed bed) of biofuel revealed that fine particles of the biofuel sample at the top of 

the fuel bed not only dried out, but ignited as well, thereby intensifying the biofuel bed drying even 

more, therefore, the following experiments were conducted for a moving bed of biofuel. 

3.2. Effect of primary air temperature and radiation on drying intensity of nonstationary 

biofuel bed 

Mixing of biofuel is necessary in order to make optimal use of radiation energy for biofuel 

drying rather than drying out the surface particles only, which leads to low intensity of heat transfer 

to inner layers, and to speed up the drying process and obtain homogeneous heating in all the layers 

of the bed. During mixing of biofuel layers, drying process is influenced by both convection and 

radiation leading to more intense and homogeneous drying. In real furnaces, biofuel is stirred by 

natural grate motion. In order to imitate the grate motion and mixing of layers in the furnace, a 

screw mixer was installed in the experimental biofuel drying chamber (Fig. 1). To monitor the 

drying tendency and influence of mixing, biofuel was selected having the same properties as in 

previous experiments. During these experiments, mixing periods of 600 s, 300 s and 150 s were 

selected. The drying results using the samples of wood bark chips in case of mixing were compared 

to those obtained in experiments with the same operating conditions, but without mixing. Changes 

in normalized mixture content depending on the primary air temperature and mixing period were 

determined and the obtained data are presented in Fig. 4. 

 

  

  

Fig. 4. Residual normalized moisture content (Ym) in wood chips with bark when drying with 

different air temperatures, presence of radiation and changing of mixing period 

It was noticed from the drying experiments in nonstationary fuel bed and analysis of the 

results obtained that the mixing period does not influence the biofuel drying rate at the drying air 
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temperature of 50 °C and the moisture content in the sample decreased by approximately 10% after 

30 minutes in presence of mixing (Fig. 4a). With the increase of the drying air temperature to 

100 °C in presence of mixing, moisture evaporation increased to 13–16% (Fig. 4b), and its increase 

to 150 °C led to increased moisture evaporation by approximately 12% when mixing every 

600 seconds, and up to 18% when mixing every 150 seconds (Fig. 4c). When exposing the biofuel 

samples to drying air of 200 °C (the highest in these experiments), moisture evaporation is 

approximately 7% when mixing the layer every 600 seconds, and up to only 16% when mixing 

every 150 seconds (Fig. 4c). It was determined from the normalized moisture content curves that 

the mixing period when drying biofuel for approximately 30 minutes becomes significant only 

when supplying primary air with the temperature not lower than 150 °C (Fig. 4c). After increasing 

the drying air temperature to 200 °C, the mixing period became less significant. Analysis of the 

obtained results when drying wood chips, estimating the influence of the mixing rate, revealed that 

the drying intensity increases already after 20  min when supplying primary air at the temperature of 

100–150 °C, and after the primary air temperature is increased to 200°C, influence of mixing to 

drying intensity decreases, whereas the influence of the mixing period rate increases (by up to 9%). 

Experiments conducted in the stationary biofuel bed revealed that high temperature (200 °C) 

of the primary air influences the highest drying rate, therefore, the mixing process has lower effect 

to sample drying intensity when comparing the cases of samples dried out using the primary air 

temperatures of 100–150 °C. When drying wood chips at the primary air temperature of 200 °C, it 

was determined that the influence of the mixing period (150, 300 and 600 s) to drying process is 

significant and the change of the normalized moisture content increases linearly with increasing 

intensity of mixing. This dependence of the drying rate on the mixing rate shows that the influence 

of radiation to biofuel drying is high when the primary air temperature is high (200 °C). 

Despite the fact that the highest drying intensity  at the primary air temperature of 200 °C 

there was established that the most efficient mixing of the fuel bed is in case when wood chips are 

being dried out for 30 minutes, the drying air temperature is 150°C and the bed mixing is repeated 

every 150 seconds. 

4. CONCLUSIONS 

The results of the experimental studies of the stationary and non-stationary biofuel layer can 

be summarized as follows: 

1. Radiation from the hot internal surfaces of the furnace was imitated by infrared lamps of 

4000 W power output, corresponding to radiation intensity in the furnace of 50 kW/m
2
. 

High temperature of primary air of 200 °C and radiation from hot surfaces of the furnace 

can reduce the moisture content in biofuel from 60% to 43% in 30 minutes. 

 

2. Analysis of influence of the mixing period (150, 300 ir 600 s) to the drying intensity 

depending on the primary air temperature revealed that the mixing period is significant only 

when drying the samples using the drying agent at the temperature of 200 °C, i.e., dry air, 

and the change of the normalized moisture content increases linearly with increasing 

intensity of the bed mixing. 

 

3. Experiments with imitated biofuel mixing determined the optimal conditions when the 

influence of biofuel bed mixing is highest: i.e., when wood chips are dried using the drying 

air at the temperature of 150 °C for 30 minutes and the fuel bed mixing is repeated every 

150 seconds. 
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ABSTRACT 

Swirling flows increase combustion performance via favoring flame stability, pollutant emissions and 

combustion intensity, and strength of a swirling flow is characterized by a parameter known as swirl 

number, which is highly related to dh/do ratio. In this study, effects of swirler dh/do ratio on 

combustion and emission characteristics of premixed 20%CNG-30%H2-30%CO-20%CO2 mixture 

synthetic gas flames were experimentally investigated in a laboratory scale, swirl stabilized 

combustor. For this purpose, twelve different swirl generators were designed and manufactured. dh/do

ratios of these swirlers were set as 0.30 and 0.50, and geometric swirl number was varied between the 

values of 0.4 and 1.4 (at 0.2 intervals). All experiments were conducted at fuel-lean equivalence ratio 

(ϕ = 0.6), room temperature and local atmospheric conditions of city of Kayseri, Turkey. A data 

logger was utilized to plot axial, radial temperatures and NOx, CO, CO2 profiles, which were exploited 

to assess combustion and emission performance. Results showed that dh/do ratio has a non-monotonic 

effect on combustion and emission behaviour of tested synthetic gas mixture. Depending on the swirl 

number, increments and decrements were observed in temperature and emission values. 

Keywords: Synthetic gas, dh/do ratio, swirler, combustion, emission  
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ABSTRACT 

In a combustion device, unsteady heat release causes acoustic energy to increase when acoustic 

damping (energy loss) is not that effective, and as a result, thermos-acoustic flame instabilities occur. 

In this study, effects of swirler dh/do ratio (at different swirl numbers) on dynamic flame behaviour of 

premixed 20%CNG-30%H2-30%CO-20%CO2 mixture under externally altered acoustic boundary 

conditions and stability limits (flashback and blowout equivalence ratios) of such mixture were 

investigated in a laboratory scale, variable geometric swirl number combustor. Therefore, swirl 

generators with different dh/do ratio (0.3 and 0.5) and geometric swirl number (0.4, 0.6, 0.8, 1.0 1.2 

and 1.4) were designed and manufactured. Acoustic boundary conditions in the combustion chamber 

were altered using loudspeakers, and flame response to these conditions was perceived using 

photodiodes and pressure sensors. Dynamic flame behaviour of respective mixture was evaluated 

using luminous intensity and pressure profiles. Results showed that dh/do ratio has a minor impact on 

dynamic flame behaviour.  

Keywords: Synthetic gas, dh/do ratio, thermo-acoustic, dynamic flame behavior 
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ABSTRACT 

The structure of the fluid flow in cavity driven by the interactions of boundary layer is an attractive area of 

research due to various applications in environmental, industrial and biomedical applications as well as due 

to huge importance of this kind of flow to the basic study of fluid dynamics. In this study flow visualizations 

using micro-particle image velocimetry system and numerical simulation using Ansys Fluent software are 

carried out in open-type cavity located in straight square-cross section channel. The study is conducted by 

changing Reynolds number in the channel in order to investigate flow structure at different flow regimes. 

Also, measurements are performed at different measurement planes across the width of the cavity in order to 

understand the spatial development of velocity components. The main attention is paid to the spatial structure 

of primary vortex in the cavity. Additionally, three-dimensional simulation is performed and experimental 

and simulated results are compared. It is learned that flow structure in cavity highly depends on flow regime 

in the channel. In turbulent flow regimes flow is bifurcated near side walls of the cavity. Scheme of 

explanation of formation of vortical flow in open-cavity is proposed. 

Keywords: cavity flow, open-type cavity, flow structure, vortex structure, micro-particle image velocimetry, 

CFD 

1. INTRODUCTION 

Recirculating flow in deep, wall-bounded geometries is a benchmark case for many industrial 

problems. Many experimental studies investigated flow structure inside both lid-driven and shear 

layer driven cavities of various shapes [1–6]. The configuration of geometry and flow is relevant to 

various industrial applications such as heat transfer enhancement [7, 8], mixing process 

improvement [9] and wide area of biomedical applications [10–12]. These flows also have great 

scientific interest because of difficult flow structure consisted of corner vortices, longitudinal 

vortices and instabilities in shear layer occurring in the same geometry. 

Open-type cavity is characterized by its length-to-depth ratio L/h1 > 8–6. Open-type cavities 

can be further classified into “deep” (L/h1 ≤ 1) or “shallow” (L/h1> 1). Flow in these types of 

cavities exhibits different recirculating flow topology [13]. 

The three-dimensional structure of flow in open-type cavity has been widely investigated over 

past decades. Both experimental and numerical studies get a lot of attention. Experimental 

investigation is mostly performed using particle streak and dye emission techniques giving spatial 

information on flow structure. Migeon et al. [14] showed that quasi-toroidal corner vortices 

develops near side walls in square and rectangular cross-section open-type cavities at Re = 1000. 

These vortices have a centrifugal origin and surround the primary eddy core. Countanceau et al. 

[15] showed that Taylor-Gortler-like vortices and corner vortices formats in cylindrical semi-

circular shell. These vortical structures become blurred after short period of time as Reynolds 

increases because of onset of turbulence. These authors also proposed a schematic vortical structure 

in semi-circular geometry.  

Faure et al. [16] investigated vortex morphology in open-type cavities with different cavity 

aspect ratio (L/h1) and span ratio (b/h1). Authors found that centrifugal instabilities are generated in 

open-type cavity flow. The amount of instabilities highly depends on cavity geometry. The amount 

of Görtler-like type vortices on the floor of the cavity increases as cavity aspect ratio decreases and 
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span ration increases. The Görtler-like type vortices are developing in spanwise row but structures 

disappear at small span ratio. 

Yao et al. [13] numerically showed that the appearance and structure of longitudinal vortices 

in open-type cavity depends on Re number and boundary layers thickness. Feldman [17] found that 

in diagonally lid-driven cavity existence of oscillation amplitude peak is the result of centrifugal 

effects of the flow.  

This paper presents experimental and numerical study of velocity distribution across the 

centre of primary vortex in “deep” open-type cavity. The study is based on measurements of 

velocity profile at different flow regimes and three-dimensional numerical simulation. Effects of 

Reynolds number on velocity distribution across the centre of primary vortex are showed. The aim 

of this study is to investigate primary vortex dynamics in open-type cavity depending on Reynolds 

number. This study is continuous research, where the previous studies [18, 19] were based on 

investigation of flow topology in open-type cavity in stationary and pulsatile flow conditions. In 

this article is presented more detailed analysis of flow structure based on Reynolds number. 

2. METHODOLOGY 

2.1. The cavity 

The cavity used for experimental and numerical investigations is shown in Fig. 1 a. The 

cavity has length L = 0.5 mm, depth h1 = 1.0 mm and width b = 0.5 mm. The channel is of square-

cross section with h = b = 0.5 mm. Cavity is located at a distance of 40 mm from the channel inlet, 

therefore flow is fully developed before the cavity. Measurements are performed at different x-y 

planes across the width of cavity as shown in Fig. 1 b. 7 to 9 measurements are performed for each 

investigated Re number with distance between successive measurements planes equal to 40 µm. 

Red line indicates the location where velocity profiles were analysed. 

 

Fig. 1. Geometry of open-type cavity used for investigation (a) and location of measured velocity 

profiles (b) 

2.2. Experimental setup 

Flow visualization inside cavity is performed using micro particle image velocimetry (µPIV) 

system. Fluorescent tracer particles immersed in working fluid (water in our case) is illuminated by 

laser sheet and generated fluorescence signal is collected by CCD camera. Flow images are 

processed using DynamicStudio software provided by Dantec Dynamics. Flow velocity is measured 

calculating particles displacing within know period of time. Images pairs are captured at 15 Hz rate 

while time period between successive images depends on flow rate and is in the range from 10000 

to 50 µs. Particle images are analysed using Adaptive correlation method with interrogation 

windows size of 16 × 32 pixels. In this case objective lenses of 20× magnification and 0.4 

numerical aperture were used achieving spatial resolution of 20.6 × 41.2 µm and depth of 

correlation 42.4 µm. 
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The µPIV system provided by Dantec Dynamics consists of double pulsed neodymium-doped 

yttrium aluminium garnet (Nd:YAG) laser (λ = 532 nm), laser control system LPU 450, FlowSense 

EO CCD camera providing an image field of 2048 × 2048 pixels mounted on the inverted Leica 

DM ILM microscope. The microscope is equipped with dichroic mirror used to filter out 

background noise and only florescent light from excited tracer particles can reach the camera. 1 µm 

diameter tracer particles (Invitrogen) with a specific gravity of 1.05 were used, particles excitation 

and emission wavelengths of 535 nm and 575 nm, respectively. Deionized water flow rates from 

0.001 µl/h to 7635 ml/h in the microchannel are formed by syringe pump WPI AL4000 (World 

Precision Instruments). 

2.3. Numerical setup 

Three-dimensional numerical simulation is performed using commercially available Ansys 

Fluent package. Reynolds Stress – Baseline model (RSM-BSL) is employed for computation of 

time-averaged flow parameters. SIMPLEC solution algorithm together with second-order upwind 

discretization schemes are used in the simulations. A convergence criterion is set to 10
-6

 for all 

variables. 

Grid is generated using Ansys Meshing. Mesh is generated with clustering nodes for 10 cell 

layers near wall region in order to simulate pressure and velocity gradients in greater accuracy and 

to ensure y
+
 value below 1. Grid with minimum element size of 7·10

-4 
mm and maximum face size 

of 1.5·10
2
 consists of 1.13·10

6
 nodes and 5.12·10

6 
elements leading to average element quality of 

0.78 and average orthogonal quality of 0.87. CFD-Post is used for results post processing. 

3. RESULTS AND DISCUSSIONS 

3.1. Velocity distribution across centre of vortex 

Reynolds number considered is this study is based on channel hydraulic diameter Dh and is 

calculated as follows: 

      
   
 
 , (1) 

here v – mean velocity in channel, m/s and ν – kinematic viscosity, Pa·s. 

It should be noted that measurements were performed in two-dimensional plane. Since vz 

velocity component is not measured, total velocity magnitude is sum of two velocity components vx 

and vy: 

              (2) 

Measured and numerically simulated velocity distribution across the centre of vortex is 

presented in Fig. 2 and 3 respectively. Here flow direction in channel is from left to right. x/L = 0 

corresponds to trailing cavity wall and x/L = 1 – leading cavity wall. Positive values of vx 

corresponds to flow direction in channel, also positive values of vy corresponds to flow direction 

entering the cavity (from cavity lid to bottom) and negative values of vy – flow directed from cavity 

bottom to its lid. 

As can be seen from Fig. 2, velocity distribution across centre of primary vortex depends on 

flow regime. In the case of laminar flow regime (ReDh = 100) maximum total velocity v is located 

near the leading wall. Maximum positive vx velocity component is located in the central part of 

cavity and near trailing wall while negative velocity zones appear near side walls and are stretched 

from central part of cavity towards leading wall. vy velocity component distribution is similar to the 

case of total velocity since vy contributes most to the total velocity (note the velocity values). In this 

case measured velocity scalar maps are in good agreement with simulated ones (Fig. 3).  
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ReDh v vx vy 
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Fig. 2. Measured velocity scalar maps across the centre of primary vortex 

Velocity profiles near trailing wall are measured at x/L = 0.2 and at x/L = 0.8 near leading 

wall for all cases. Flow in cavity is laminar as it can be seen from measured and simulated velocity 

profiles having parabolic shape in the case of total velocity. (Fig. 4 a, d). Simulated velocity values 

are higher than measured ones in all cases of v and vx. Also velocity near leading wall is about 1.8 

times higher than near trailing wall, this ratio appears to be about the same for all Re numbers 

investigated. Velocity differences between measured and simulated profiles can be explained by 

spatial illumination nature of µPIV system. In present case depth of correlation is 42.4 µm. It means 

that measured fluorescent signal is the average value coming from volume of fluid which height is 

42.4 µm. Therefore measured velocity values are always lower than actual ones. 
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1 

0 

0 

   
 

 

1 

0 

0 

0 

   
 

 

2 

0 

0 

0 

   
 

 

3 

0 

0 

0 

   

Fig. 3. Simulated velocity scalar maps across the centre of primary vortex 

In the case of ReDh = 1000, total maximum velocity v is stretched across leading wall. 

Velocity profiles are flattened near trailing wall, with slightly higher velocity zones near side walls, 

(Fig. 5 a, c) but maintain parabolic shape near leading wall for v and vy (Fig. 5 d, f). Also vx velocity 

component changes its direction near trailing (Fig. 5 b) wall. Velocity minimum located between 

higher velocity zones represents the centre of cavity. As can be seen from velocity scalar maps, 

vortex centre changes its location from x/L = 0.55–0.6 at ReDh = 100 to x/L = 0.7 at ReDh = 1000. 

Also velocity distribution in the centre changes its shape from straight line at ReDh = 100 to arched 

at higher ReDh. It can be explained by changes of velocity distribution at different planes which is 

presented in previous investigation [18]. 

At ReDh = 2000 transition to turbulent flow regime is observed. As can be seen from velocity 

profiles near trailing wall, total v and vy velocity component have increased values near side walls 

and velocity minimums in the mid-plane (Fig. 6 a, c). Near leading wall velocity profiles maintain 
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its flattened shape corresponding to the turbulent flow regime (Fig. 6 d, f). In this case maximum 

positive velocity zones appear in the corner near trailing wall in vx component scalar map (Fig. 2, 3). 

Simultaneously, velocity in the centre part of cavity decreases compared to ReDh = 1000. 

   

   

Fig. 4. Comparison of measured (dots) and simulated (lines) velocity profiles near trailing (a, b, c) 

and leading (d, e, f) walls at ReDh = 100: a and b – total velocity v; d and e – vx component;  

c and f – vy component 

   

   

Fig. 5. Comparison of measured (dots) and simulated (lines) velocity profiles near trailing (a, b, c) 

and leading (d, e, f) walls at ReDh = 1000: a and b – total velocity v; d and e – vx component;  

c and f – vy component 

After transition to the turbulent flow regime at ReDh = 3000, experimental velocity scalar 

maps (Fig. 2) show flow division to two symmetrical structures in respect of cavity mid-plane. This 

velocity bifurcation is also observed in velocity profiles (Fig. 7 a, c, d and f) and it appears stronger 

in experimental measurements than in numerical simulation. As can be seen from Fig. 7 a and 

Fig. 7 d, in the case of experimental measurements two velocity peaks near side walls of cavity 

appear near trailing and leading walls. These measurements are in good agreement with numerical 

simulation except one case of total velocity near trailing wall (Fig. 7 a) where additional peak 

instead of velocity minimum is observed.  
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Fig. 6. Comparison of measured (dots) and simulated (lines) velocity profiles near trailing (a, b, c) 

and leading (d, e, f) walls at ReDh = 2000: a and b – total velocity v; d and e – vx component;  

c and f – vy component 

   

   

Fig. 7. Comparison of measured (dots) and simulated (lines) velocity profiles near trailing (a, b, c) 

and leading (d, e, f) walls at ReDh = 3000: a and b – total velocity v; d and e – vx component;  

c and f – vy component 

Also it is observed that at ReDh > 2000, scalar maps show total vy velocity component to have 

toothed form distribution near trailing wall. Stretched velocity zones near side walls can be related 

to vx velocity component values in the same position. 

3.2. Flow structure across centre of vortex 

Streamlines at the x-z plane across the centre of vortex at different flow regimes are 

presented in Fig. 8 and velocity vectors at the same planes are presented in Fig. 9. In the case of 

laminar flow regime (Fig. 8 a and 9 a) flow is two-dimensional. No longitudinal vortices are 

observed. After flow velocity in channel increases up to ReDh = 1000 corner vortices near trailing 

wall is formed. Flow structure is symmetrical with respect to mid-plane of the cavity. Inward out-

of-the-plane current formed in the centre part of cavity and directed towards lid of the cavity is 

observed. Similar inward flow structures are observed in square and rectangular lid-driven 

cavities at Re = 1000–3200 [14, 20]. While increasing ReDh this inward flow intensifies. Bigger 
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volume of flow crosses the plane as it can be seen from wider “V” shape structure at the centre of 

cavity. As a result vortices near the trailing edge are squeezed into the corners. As ReDh increases 

the gap of lover velocity flow between vortices also increases. At ReDh = 3000 new velocity peak 

between vortices occurs as seen in Fig. 7 a. 

In general flow structure overcomes drastic changes in the range of 100 < ReDh < 1000, where 

signs of flow three-dimensionality occurs. At ReDh > 1000 changes in flow topology are not such 

drastic and for further analysis only the case of ReDh = 3000 is investigated. Flow is regime is fully 

turbulent at this ReDh. 

Streamlines at y-z plane for ReDh = 3000 at different x/L (near trailing wall (a), in the mid-

plane of cavity (b) and near the leading wall (c)) planes of cavity are presented in Fig. 10. As can be 

seen from presented streamlines corner vortices are formed in the main channel. The existence of 

secondary corner vortices in square-cross section channel is already analysed by other authors [21, 

22]. Near trailing wall of cavity corner vortices are formed in all corners but they disappear from 

upper side of channel while approaching the leading wall of cavity. Nevertheless, corner vortices 

are observed in the middle plane (Fig. 10 b) just immediately above intersection with cavity. 

Flow structure inside the cavity is fully three-dimensional and topology changes rapidly with 

x/L. In the plane near trailing wall of cavity (Fig. 10 a) intersection between primary and secondary 

vortices is clearly visible. The direction of flow in the intersection is towards the reader corresponding 

to direction of primary vortex. Whereas, the direction of secondary vortex in the channel and direction 

of primary vortex are opposite small vortices just above the main channel are formed near side walls 

of the cavity. Vortical nature of cavity flow is clearly visible in the mid-plane of cavity (Fig. 10 b). 

Three vortices pairs located just above main channel, in the intersection between primary and 

secondary vortices and above secondary vortex are well defined. Since the vortical flow is stronger in 

the mid-plane, vortices near the lid of the cavity are better defined despite the lack of corner vortices 

in the channel. Also, inward flow discussed above, directed towards cavity lid is observed. By 

analogy, flow direction near the leading wall of cavity in the interception between primary and 

secondary vortices (Fig. 10 c) is directed towards the reader since flow is entering the cavity near 

leading edge. For the same reason flow direction in the upper corners of channel and lower side of 

cavity is the same, thus corner vortices are not observed in the intersection.  

 

Fig. 8. Streamlines at x-z plane across the centre of vortex at ReDh: a) 100; b) 1000; c) 2000; d) 3000 

  

  
 

  

  

a b 

c d 
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Fig. 9. Velocity vectors at x-z plane across the centre of vortex at ReDh a) 100; b) 1000; c) 2000;  

d) 3000 

 
Fig. 10. Velocity vectors and streamlines at y-z plane at different x/L distances for ReDh = 3000:  

a) x/L = 0.2 (near trailing wall); b) x/L = 0.5 (mid-plane); x/L = 0.8 (near leading wall). Red lines 

indicate position of primary vortex centre 

Scheme of flow streamlines at different measurement planes of cavity is presented in Fig. 11. 

All flow fields are obtained by using three-dimensional numerical simulation. Present figure 

summarises obtained results. Flow structure is symmetrical in respect of cavity axis. Vortical flow 

in deep open-type cavity at turbulent flow regime (ReDh > 1000) is a system of counter rotating 

vortices. Additional vortical structures are formed in the interception between main flow in the 

main channel and recirculating flow in the cavity and between primary and secondary vortices in 

the cavity. Unfortunately, in this study experimental measurement results alone are not sufficient 

enough to present information of three-dimensional flow structure, therefore, numerical three-

dimensional simulation must be used. 
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Fig. 11. Streamlines at different planes in open-type cavity 

4. CONCLUSIONS 

In this article flow structure in open-type cavity was discussed in wide range of Reynolds 

numbers covering laminar, transitional and turbulent flow regimes. Measured and numerically 

simulated velocity distribution was analysed in the plane crossing the centre of primary vortex. In 

the case of laminar flow regime (ReDh = 100) flow in the cavity is two-dimensional consisted of 

single vortex near the lid of cavity. Vortical structures in the corners near trailing wall of cavity and 

inward current in the centre of cavity form at ReDh ≥ 1000. While further increasing Reynolds 

number up to ReDh = 3000 vortices are squeezed into the corners and low velocity zone appears 

between vortices. Vortical flow in cavity bifurcates into two separate symmetrical structures.  The 

volume of inward out-of-the-plane flow also increases with ReDh. 

System of counter-rotating vortices in cavity is observed using three-dimensional numerical 

simulation. Streamlines at different planes of cavity reveal three-dimensional flow nature in the 

cavity. Experimental flow-visualization at different cavity planes should be performed to obtain full 

picture of flow structure in deep open-type cavity. 
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ABSTRACT 

A new technique for implementing external (particle-to-wall) and particle-to-particle radiative heat transfer in 

discrete element method (DEM) simulations is proposed. It is based on view factor calculation. The idea 

behind the article is to find relevant local bed parameters and establish relations between them and 

statistically averaged view factors. Calculation of view factors via formula evaluation requires considerably 

less computational effort then in situ integration, while providing comparable accuracy. The proposed 

method is more robust than transient direct calculation of instant view factors, but more accurate than simple 

averaging among neighbours. Both mono- and polydisperse mixtures of spherical particles were considered. 

It was shown that for dense beds simple linear dependence on particle to wall distance is valid for external 

radiative heat flux. Also, relation between relative particle size and its view factor to the wall was found for 

polydisperse beds. Exponential fit was proposed for particle-particle radiative heat flux estimation. 

Generalisation of obtained formula for various bed porosities is proposed. A DEM implementation of 

proposed relations is showcased using the simple example of external radiative heat-up of cylindrical particle 

bed. 

Keywords: configuration factor; radiative heat transfer; packed bed; discrete element methods 

1. INTRODUCTION 

There are a few ways of transmitting thermal energy in gas-solid systems. Radiative heat 

transfer is one of them. Importance of its effect varies severely depending on situation, due to the 

fact that radiative heat flux is proportional to temperature in the fourth degree. There are several 

indicators that radiative transfer matter a lot for current application: if particles are large and 

temperature is high, or if other ways of heat transfer are suppressed.   

Examples of such applications are particle beds that are used for heat transportation, say, in 

heliothermal stations; combustion of particles (especially when high temperature gradients are 

expected); and so on. 

If we consider specifics of DEM techniques, there are several key targets: computational 

robustness, parallelisation, accuracy. DEM program codes that are used nowadays (LIGGGHTS, 

XDEM) are evolving steadily, yet there are many assumptions that would hardly be terminated 

soon. One of them is homogeneous temperature of particle surface. 

There are several approaches commonly used for modelling radiative transfer in dispersed 

media. Historically the most common way to describe heat transfer in gas-solid systems, such as 

packed or fluidised beds, is to make use of effective heat conductivity model. 

Review of radiation transfer equation can be found [1]. 

Diffusion-like description of heat transfer in particle systems, especially through radiative and 

conductive mechanisms, uses several assumptions and empirical coefficients that are hard to 

validate.  

In contrast, Discrete Elements Method (DEM) makes it possible to resolve that issues by 

natural consideration of system on the particle scale.   

mailto:a_malin@hmti.ac.by


             CYSENI 2019, May 23-24, Kaunas, Lithuania 

             ISSN 1822-7554, www.cyseni.com 

 
 

 

IX-342 

It is safe to say that technique of description for both conductive and convective heat transfer 

in DEM calculations has been firmly established by now and has only slight variations between 

many modern papers [2]. 

However, as stated earlier, for a number of processes radiative heat transfer is crucial and 

should be also taken into consideration. Unlike conduction and convection, there is no widely 

approved standard in its implementation. 

1.1. Overview of existing approaches to modeling radiative heat transfer in particle + gas 

systems 

Heat transfer in beds with large particles (~ 1 cm) is studied usually in context of 

investigating projects of pebble-bed nuclear reactors. Relations were formulated for effective heat 

conductivity in particle bed with static gas, taking into account gas conductivity and radiative heat 

transfer [3]. 

Though, in this case conductivity through contacts was neglected, that considerably 

constraints class of problems where it can be used - it is viable only for large, stiff, spherical 

particles under no convection. 

In article [4] it is proposed to use temperature       
 , obtained as an average among particles 

in some neighbourhood of given particle, as an effective ambient temperature in calculation of 

radiative heat flux from ith particle:  

                      
    

  ,        (1) 

where   is Stefan-Boltzmann constant,      – greyness coefficient,   
  – temperature of ith particle, 

   
 – its surface area. 

Shortcomings are averaging of temperature and nondirected heat flux. As a result, one can 

encounter significant errors when calculating temperature in presence of high temperature gradients 

in bed; moreover, it is hard to establish conservation of integral heat using this approach. Principal 

advantage of this method is its numerical robustness. 

Another approach is presented in work [5]. It is assumed that particles are grey, opaque 

spheres. Voronoi tesselation is applied, with polyhedra substituted with cones of the same volume. 

Radiative heat transfer between opaque surfaces is commonly described through view factor, which 

is defined as the proportion of the radiative flux which leaves surface A that strikes surface B. 

Formula for view factor between sectors on two spheres are well known, then the equation for 

radiative heat flux could be obtained:  

        
    

    
  

      
      

 
 

                       
   

      

      

        (2) 

here        – radiative heat flux from ith to jth particle,       – visible surface area of particles, 

     – greyness coefficient,     – view factor between hemispheres. 

One of the shortcomings of this approach is inability to correctly account for possible effect 

of other particles, that can reduce visible area. Therefore, method is correct only for calculating flux 

towards the closest neighbours. Moreover, Voronoi tesselation is relatively computationally costly 

procedure. 

Collaboration working on CFDEMcoupling implemented an approach to calculate view 

factors between spherical particles during main calculation. Their idea [6] is to substitute view 

factors between particles with body angles. This method deals with overlaying projections on the 

surface of ith particle of every jth particle. View factors are proportional to body angles that are 

seen from the centre of ith particle. This approach allows to account correctly for partial obstruction 
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between different neighbours, but yields substantial error for nearest (and most relevant) 

neighbours; that problem is partially solved by introducing additional correction factor. 

XDEM collaboration [7] has another, simplier but arguably coarser implementation. The 

view factor between particles        is determined as the ratio of the surface of particle i to the sum 

of the surfaces    of all neighbouring particles j with  

       
  

    
             (3) 

Thus, it is assumed that particle i emits a radiative flux at surface temperature    and adsorbs a flux 

from all neighbouring particles j weighted by the respective view factor       .  

There are also several ways of using ray tracing for calculating view factors for heat transfer 

calculations. Starting from using well-established hemicube method implemented in standard 

OpenGL libraries [8]. Another authors [9] implemented a transient variation of ray tracing between 

the particles in bed. For every (ith) particle in every time step (Δt) a ray is generated that emits from 

random point on particle surface in random direction, and a certain amount of thermal energy is 

associated with it that is equal to integral energy emitted from whole particle surface during 

timestep (       
   

   ); this amount of energy now travels with the ray. When ray intersects 

another particle, it transfers      to it, and          is reflected as another ray; this procedure is 

repeated until ray travels to the cut-off distance from the initial particle. If until that ray didn't meet 

any particle, it is considered to go to ambient space. In that case the first particle gets additional 

         
     

    from ambient source. 

That way, because timestep for particles is considerably smaller then characteristic time of 

thermal relaxation for particle bed, in the long run amount of transmitted heat between the particles 

would be proportional to view factor between them.  

In [10] Spherical Nodalization Unit method was proposed. It is based upon finding empirical 

relation for particle-to-particle view factor in generated particle bed with natural porosity. In many 

cases – for packed bed, and in emulsive phase of fluidized bed – porosity is virtually the same, as is 

distances between particles. In that very cases obtained relation can be used. In the same way view 

factors between particle and external boundary can be found for problems of external radiative heat 

transfer. 

This method has remarkably easy and computationally robust implementation, but it has its 

weak spots – for example, it would struggle to deal with any inhomogenuities in bed (say bubbles in 

fluidized bed), and it lacks implementation for polydisperse beds. 

The idea of this work is to make radiative heat transfer algorithm similar to conductive heat 

transfer. In order to do so, we should find relation between statistically expected value of view 

factor and a set of particle and bed properties. Heat transfer calculation, therefore, would require at 

minimum, distance between particles and their radii. Optional is accounting for particle size 

distribution bed-wise, emissivity, local porosity. 

2. METHODOLOGY 

2.1. Particle bed generation 

It is essential to formulate the model system such that it would possess the properties of real 

particle beds and would be compatible with DEM approach to particle systems. In order to generate 

packed bed of particles for further investigation, DEM code LIGGGHTS® version 3.8.0 was used. 

Cylindrical shape of bed was chosen (typical view in Fig. 1), with average particle to bed diameter 

ratio 30, number of particles in bed 20000. Particle to wall view factors were calculated against the 

cylinder wall. The bed was big enough to neglect the effects of top and bottom boundaries by 

considering only particles at least 5 diameters away from them.  
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To simulate real-world polydisperse beds for investigation of radiation factors, we used 

empirically obtained Rosin-Rammler distribution for particle size 

              
 

  
 
 

           (4) 

where Y is cumulative mass fraction, x is particle radius,    and n are distribution parameters.  

Numerically array of particle radii was generated with random.weibull function from numpy 

library 

           
   

         (5) 

using uniform pseudorandom distribution U, with scale parameter   = 0.0003, and with spread 

parameter s (which essentially inversely related to width of particle size distribution) values 4, 5, 6, 

8, 10, 12, 15, 18. Typical distribution curves are presented in Fig. 2. 

 

 

Fig. 1.  General view of generated polydisperse particle bed 

 

Fig. 2.  Typical probability density function of particle radii with Rosin-Rammler distribution for 

several values of spread parameter s 



             CYSENI 2019, May 23-24, Kaunas, Lithuania 

             ISSN 1822-7554, www.cyseni.com 

 
 

 

IX-345 

2.1.1. Generation of beds with specific porosity values 

Ensuring that packing of particle bed is realistic is generally important for granular 

applications, and may be even more so for calculation of view factors as they essentially are 

functions of relative position of particles. Typical case is random close packing of spheres with 

porosity 0.36-0.39. In fluidized systems there could be regions with higher porosity.  

In this work, we used a model of elastic spheres with Hooke law of mechanical interaction 

and friction. Material properties are listed in Table 1.  

Table 1. Properties of generated particles 

Parameter Value 

Young’s modulus 5.0·10
6
 Pa 

Poisson’s ratio 0.45 

Coefficient of restitution 0.9 

Friction coefficient 0.5 

Particle count 12 000 

Particle density 2000 kg/m
3
 

Bed to average particle 

diameter ratio 
30 

 

After the necessary number of particles were generated inside cylindrical vessel, they were 

relaxed in gravity field to form a fixed bed. This way the porosity that corresponds to close random 

packing was naturally obtained.  

To reproduce higher porosities, special procedure was implemented. Again, the same number 

of particles were generated inside cylindrical vessel; but this time the height of the vessel was 

adjusted to correspond to desired value of porosity. The particles were constrained in cylinder, and 

their velocity vector was modulated with random function. In this case, no external field (e.g. 

gravity) was applied. The final particles positions were obtained after the velocity vanished due to 

energy dissipation at collisions. 

As a result, particle beds with natural porosity (0.39) and series of values from 0.45 to 0.62 

were generated. Fig. 3 illustrates that porosity is uniform except for the near-wall effects. It is not 

efficient to consider porosities higher than that with proposed method. The reason for that is 

characteristic distance of radiative transport that becomes much higher than reasonable distance for 

calculating mechanical interaction, therefore, it requires separate algorithm for detecting 

neighbours. 

 

 

Fig. 3.  Histograms of particle’s centres distribution for porosity 0.52 in vertical direction (left) and 

in radial direction (right) for the whole bed (in red) and without ¼ of particles near its top and 

bottom (blue) 
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2.2. View factor calculation 

Numerical procedure of calculating view factors implies numerical integrating of view factors 

from elemental patches      over surfaces of two objects (spheres) with surfaces    and   .  

     
          

   
          

 

  
  

          

       
             (6) 

This procedure is classical way of view factor calculation, and described in detail, for 

example, [11]. For calculation in our work simple spherical discretization was implemented, as it is 

better suited for calculation with arbitrary position of neighbour spheres.  

In case of calculating view factors between particle and wall, cylindrical wall was substituted 

with disk oriented tangentially with center at the point where normal from particle center intersects 

wall surface (Fig. 4). If spheres are deformed, body angle that corresponds to contact spot is 

included in view factor. 

  

Fig. 4.  Sketch of view factor calculation between particles (left) and between particle and wall 

(right) with respect to obstructing particle (red) 

2.3. Verification and accuracy optimization 

In order to ensure correct numerical implementation, we checked it results in asymptotic cases 

where analytical solutions are available. For particle-particle view factor, there is a semi-analytic 

correlation for two spheres with radius ratio R = r1/r2 and nondimensional distance S = s/r2 [12]: 

              
 

     
 
 

        
 

     
 
 

  
     

 
 
 

      (7) 

Discrepancy was under 2% for discretization of mutually visible sphere areas into 40 by 40 

patches. Higher discretization causes considerable increase in computation time. 

For particle to wall view factors, we tested what diameter of disk that imitates wall and 

dimension of grid discretization of particles would be optimal. 

We conducted several calculations with different discretization number and size of boundary 

disk, as shown in Fig. 5. As a result, serial calculations were made with D = 4L, discretization of 40 

for every dimension in spherical coordinates. 
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Fig. 5.  View factors of selected particles with different discretization number and diameter of 

boundary disk, normalized by the most accurate obtained value  

3. RESULTS AND DISCUSSIONS  

The general idea proposed in the article is to find relevant local bed parameters and establish 

relations between them and statistically averaged view factors. When implemented in DEM code, 

calculation of view factors via formula evaluation requires considerably less computational effort 

then in situ integration, while providing comparable accuracy. 

3.1. Particle-to-boundary view factors 

One can expect view factor between particle and wall to decrease rapidly while increasing the 

distance between them. Given all the assumptions we implicitly make (and first of all uniform 

temperature of particle surface), in most actual cases it is safe to neglect radiative heat transfer to 

the wall if expected corresponding view factor is 0.01 or less. We were able to find out several 

parameters that make it possible to formulate relatively simple relations for view factor between 

particle and nearby boundary.  

First, we introduce normalized distance L* = H/R, where H is distance from sphere to wall 

(equals 0 when they touch each other), and R is radius of the particle. 

It turns out that for particle bed of uniform spheres with close random packing relation 

between view factor     and distance to the wall is fitted well by linear function in region where  

        . Its accuracy is sufficient for most applications. To even more surprise, this function 

seems to be the same for every polydisperse system we considered. Linear relation (valid for L* < 1.5) 

                          (8) 

We recommend for a moderate accuracy use equation (7) for L* < 1.5 or for non-negative 

function values, and equal to 0 for all other particles. 

Another possible fit is simple exponential relation 

               
 
.         (9) 

3.1.1. Polydisperse correction 

We can further enhance the accuracy of prediction for polydisperse mixtures. It turns out that 

smaller particles has on average higher view factor with wall, as they centers can be closer to wall. 

In this situation we can introduce another parameter   : size of the current particle R relative to the 

average particle size of the mixture    . 
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                         (10) 

We search for the best fit in the following form: 

        
     

           (11) 

Using native linear fitting module from R framework, we found following values (Table 1).  

Table 1. Results of fitting data with formula (5) 

Parameter Estimate Std. Error 

   0.306 0.0003 

   -0.189 0.0007 

   -0.103 0.0012 

 

As fitting is sufficiently accurate (adjusted R-squared 0.962) and simple, we can recommend 

using following general correlation for view factor between particle and wall in polydisperse bed 

with close random packing: 

                             (12) 

3.1.2. Variable porosity 

Porosity is another parameter that should be considered. We propose to keep the linear 

dependency in the form of (12) for the sake of simplicity and consistency.  

        
           

   .      (13) 

Fitting for monosized particles showed that linear approximation becomes rougher for higher 

porosity. Yet, adjusted R-squared for linear law remains reasonably high (       ) in studied 

range of porosities to stick with this form of relation.  

Table 2. Results of Direct fitting for monodisperse particles with formula (13) 

Parameter Estimate Std. Error 

   0.201641 0.001564 

   -0.311920 0.003168 

   0.279812 0.003114 

    0.309267 0.006146 

 

Coefficients are changing steadily with porosity; so, we can generalize them as  

                                                           (14) 

3.2. Particle to particle view factor 

3.2.1. Parametrisation 

In case of particle to particle view factors, the parameters that were chosen for correlation 

search were ratio of particle radii and distance between them. 

There is another aspect to be consider. For the reason of energy conservation correlation 

should be reversible, e.g. yield the same flux when calculated for any of two particles. Obviously, 

for monodisperse systems this feature is implemented by default; but to deal with polydisperse 

mixtures this mean that condition  

                       (15) 

should be met. 



             CYSENI 2019, May 23-24, Kaunas, Lithuania 

             ISSN 1822-7554, www.cyseni.com 

 
 

 

IX-349 

 

Fig. 6. Histogram of integral view factor between bins of particle neighbours according to their 

distance 

3.2.2. Correlation 

Average distribution of view factors for the neighbour particles sorted by their distance is 

illustrated in Fig. 6. One can see that although values are quickly decreasing for larger distances for 

individual particles, and major part is indeed related to closest neighbours, other particles combined 

account for more then 20% of view factor and, hence, heat flux. It should also be noted that every 

further bin consists of more particles (roughly as d
2
). 

We obtained relation only for close random packing (porosity 0.37 ). It consists of two 

cases: 

for particle j with radius    within direct contact of particle i with radius    

                          
    

,        (16) 

for all other particles 

                       .        (17) 

where d is distance between particle centers, r is average particle radius. 

For polydisperse mixture (17) is valid if      , in the opposite direction – it should be 

adjusted according to (15). 

3.2.3. Comparison to existing calculations 

We compared the correlations that we propose with data from direct calculation of view 

factors, available from [11] particle to particle view factors. The results shown in Fig. 7 suggest that 

correlation predicts actual view factors both qualitatively and quantitatively. 

4. CONCLUSIONS 

In this paper we propose several correlations to calculate view factors in beds both between 

particles and between particle and boundary wall. The correlations use parameters of particles 

(radius, distance between them) and collective parameters (average particle radius, porosity). We 

have found several nondimensional parameters that enable general formulation for particle-wall 

view factors in polydisperse mixtures and for a certain range of bed porosity. 

The correlations were verified against asymptotic cases and data obtained in direct 

calculations of view factors. 

The correlations are formulated in a way that is natural for accounting for radiative heat 

transfer in DEM. 
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Fig. 7.  Cumulative view factors of selected particle to its neighbours laying within sphere of radius 

L (according to direct calculations in [11]; and using formula proposed in current work)  
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ABSTRACT 

In this paper, the energetic and exergetic assessment for triple effect absorption cooling process integrated 

with waste energy is given to investigate the system performance. Against the vapor compression-based 

cooling systems, the triple effect absorption cooling process demonstrates an effective solution from the 

approaches of smart solution and ecological protection. The most important role of absorption cooling 

process is the utilization of the low-grade or waste energy to generate cooling effect. Nowadays, the single 

and double effect-based absorption cooling processes are frequently obtainable, although the triple and also 

quadruple effect-based cooling processes have been examined for effectively system design. The energy and 

exergy efficiency of triple effect absorption process have computed as 62.37% and 59.03%, respectively.  

Keywords: Energy, Exergy, Absorption cooling, waste energy, thermodynamic analysis 

1. INTRODUCTION 

As standards of life increase, human should find new energy sources to meet their needs. One 

of the important energy consuming areas is the heating and cooling processes. As alternative to the 

vapor compression-based cooling cycles, the absorption cooling systems have started to be used. 

The advantage of absorption cooling (AC) systems is that they are able to use low gradient heat or 

waste heat [1]. On the other hand, there are some types of absorption cooling processes such as 

single, double, triple and quadruple effect in accordance with how many times heat is supplied to 

the system. A double effect AC system is better than the single effect AC system in terms of 

performance. Similarly, a triple effect AC system performs better than the double effect AC systems 

in certain temperature conditions [2]. In literature, there are many studies about the absorption 

cooling processes. According to studies, a coefficient of AC system performance is not directly 

proportional to the number of effects. Also, as number of effects increase, the complexity of system 

increases too. Finally, it can be said that the double effect AC cycle is suitable for commercial use 

[3-5]. In this study, authors have presented an effective triple effect absorption cooling cycle 

without being too complex to integrate a waste heat source. Also, some parametric analysis results 

have been shared in order to see the effects of parameters on system performance. 

2. TEAC CYCLE 

The schematic diagram of triple effect absorption cooling (TEAC) cycle is illustrated in Fig. 1. 

The waste energy from any external source is provided to the high temperature generator (HT-

generator) of triple effect absorption cooling (TEAC) cycle to generate cooling effect. The supplied 

heat energy is utilized in the HT-generator, where the strong ammonia-water working fluid coming 

from the high temperature heat exchanger (HT-HEX) at point 12 is heated. After that, the weak 

solution and ammonia-water vapor leave from the HT-generator at points 18 and 13, respectively.  

mailto:yeyuksel@aku.edu.tr
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Fig. 1. Schematic diagram of waste heat based triple effect absorption cooling system 

The weak working fluid at point 18 releases heat energy in the HT-HEX and integrates with 

the weak working fluid coming from mid temperature (MT) generator at point 17, providing a weak 

working fluid at point 20. The weak working fluid at point 20 leaves heat energy in the MT-HEX 

and integrates with the weak working fluid at point 24 to provide the solution at point 25. The weak 

working fluid goes into the low temperature heat exchanger (LT-HEX), where this solution heats 

the strong working fluid joining at point 5. After that, the weak working fluid at point 26 goes into 

the valve 2, where this solution temperature reduces and goes into the absorber at point 27. The 

working steam at point 13 goes into the MT-generator, where this steam heats the strong working 

fluid at point 10, which exists as an NH3-H2O vapor solution at points 14 and 15. After that,  two 

NH3-H2O vapors are integrated at point 16, and go into the LT-generator, here the integrated vapors 

heat the strong working fluid, entering at point 29 and leaving as the NH3-H2O vapor at points 22 

and 23. The working fluid at point 23 goes into the condenser, and also, at point 22, it goes into the 

condenser-HEX, here heat energy could be transferred to the working fluid entering at point 4 and 

leaving at point 28. The NH3-H2O vapor exiting from the condenser-HEX at point 30 goes into the 

condenser, releases heat energy, and exits at point 31. After that, the working fluid stream enters the 

valve1 at point 31, than goes into the evaporator at point 32. In this component, heat energy should 

be gained by the process and the heated working fluid leaves at point 33 to the absorber, where all 

three working mixtures, release the heat energy, and go into the pump at point 34 in the liquid 

phase. 

3. ENERGETIC AND EXERGETIC ANALYSES 

This sub-chapter is arranged in the following layout; first, the mass, energy, entropy and 

exergy balance equalities are defined. Next, the balance equalities for all sub-components of TEAC 

cycle are presented. Finally, the energetic and exergetic performances are defined, and efficiency 

equalities of sub-components are written [6].  

The mass balance is: 

                     (1) 

The energetic balance is: 

           
                     

                                    (2) 

The entropy balance is: 

                                                     (3) 

The exergetic balance is: 
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              (4) 

The mass, energy, entropy and exergy balance equalities, based on the given above 

procedures, for sub-parts of TEAC cycle can be defined as given below. 

For HT-generator sub-component: 

                                          (5) 

                                          (6) 

                                                          (7) 

                                                               (8) 

For MT-generator sub-component: 

                                              (9) 

                                           (10) 

                                                                    (11) 

                                                               (12) 

For LT-generator sub-component: 

                               (13) 

                                           (14) 

                                                                   (15) 

                                                               (16) 

For condenser-HEX sub-component: 

                          (17) 

                                 (18) 

                                                          (19) 

                                                               (20) 

For condenser sub-component: 

                                               (21) 

                                       (22) 

                                                                     (23) 

                                       
                     (24) 

For valve1 sub-component: 

                                (25) 

                               (26) 

                                                  (27) 

                                           (28) 

For evaporator sub-component: 

                            (29) 

                                 (30) 

                                                            (31) 
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                            (32) 

For absorber sub-component: 

                                         (33) 

                                              (34) 

                                                                    (35) 

                             
                                 (36) 

For pump sub-component: 

                      (37) 

          
                    (38) 

                               (39) 

                
                       (40) 

For valve2 sub-component: 

                     (41) 

                            (42) 

                                   (43) 

                                                  (44) 

For LT-HEX sub-component: 

                          (45) 

                                 (46) 

                                                             (47) 

                                              (48) 

For MT-HEX sub-component: 

                         (49) 

                                 (50) 

                                               (51) 

                                             (52) 

For HT-HEX sub-component: 

                           (53) 

                                    (54) 

                                                                 (55) 

                                                              (56) 

The energetic and exergetic performance equalities are given as [7]; 

  
                      

              
   

            

              
                             (57) 

  
                      

              
   

            

              
                             (58)   

The energetic and exergetic performances, based on the given above procedure, for 

components of TEAC cycle are defined in Table 1. 
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Table 1. Energy and exergy efficiency equations of TEAC cycle components 

Component Energy efficiency equation Exergy efficiency equation 

HT-generator               
                       

          
                

                          

            
  

MT-generator               
                       

             
                

                          

               
  

LT-generator               
                       

             
                

                          

               
  

Condenser            
       

               
             

        

                 
  

Valve 1          
       

       
          

        

        
  

Evaporator             
       

       
              

        

        
  

Absorber            
       

               
            

        

                 
  

Pump 
       

      

             
            

      

               
  

Valve2         
       

       
          

        

        
  

LT-HEX         
           

               
          

             

                 
  

MT-HEX         
           

               
          

             

                 
  

HT-HEX         
               

               
          

                 

                 
  

4. RESULTS AND DISCUSSION  

In this sub-section, the TEAC cycle outputs are submitted and investigated. Table 2 illustrates 

the thermodynamic inlet indicators for modeling TEAC cycle. The exergy destruction rates of 

points are calculated by utilizing the Engineering Equation Solver (EES) software program.  

Table 2. Thermodynamic properties and exergy contents of TEAC each state 

State     
(kg/s) 

T 

(°C) 

P  

(kPa) 

h 

(kJ/kg) 

s 

(kJ/kgK) 

Concentration ex 

(kW/kg) 
    

(kW) 

1 0.3386 280 225 3030 7.765 - 770.53 260.9 

2 0.3386 135 225 2735 7.146 - 655.64 222 

3 1 7.1 400 -197.6 -0.0629 0.6 1181 1181 

4 0.2 7.1 400 -197.6 -0.0629 0.6 252.5 50.5 

5 0.8 7.1 400 -197.6 -0.0629 0.6 945.2 756.16 

6 0.8 54.1 400 535.9 2.329 0.6 974.8 779.84 

7 0.16 54.1 400 535.9 2.329 0.6 195 31.2 

8 0.64 54.1 400 535.9 2.329 0.6 779.9 499.17 

9 0.64 91.1 400 1114 3.991 0.6 840.1 537.66 

10 0.128 91.1 400 1114 3.991 0.6 168 21.5 

11 0.512 91.1 400 1114 3.991 0.6 672.1 344.11 

12 0.512 114.1 400 1916 6.114 0.6 766.3 392.35 

13 0.171 224.3 400 1806 6.106 0.999 237.5 40.62 

14 0.171 176.4 400 1689 5.857 0.999 229.8 39.3 

15 0.04274 344.1 400 1441 5.23 0.999 54.67 2.37 
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State     
(kg/s) 

T 

(°C) 

P  

(kPa) 

h 

(kJ/kg) 

s 

(kJ/kgK) 

Concentration ex 

(kW/kg) 
    

(kW) 

16 0.2137 155.7 400 1639 5.745 0.999 283.7 60.63 

17 0.08526 111.1 400 1186 3.938 0.4 119.4 10.18 

18 0.341 134.1 400 2264 6.674 0.4 573.6 195.6 

19 0.341 107.3 400 1060 3.608 0.4 467.3 159.35 

20 0.4263 108.1 400 1085 3.674 0.4 547.4 233.36 

21 0.4263 62.8 400 217.4 1.276 0.4 514.5 219.33 

22 0.2137 -0.9 400 1228 4.522 0.999 271.9 58.1 

23 0.1202 17.2 400 1313 4.824 0.999 152.5 18.33 

24 0.2398 57.2 400 125.3 1 0.4 286.5 68.7 

25 0.6661 60.7 400 184.2 1.177 0.4 800.9 533.48 

26 0.6661 -88 400 -696.7 -2.248 0.4 878.2 584.97 

27 0.6661 -87.9 250 -696.7 -2.247 0.4 878.2 584.97 

28 0.2 27.1 400 71.51 0.849 0.6 237 47.4 

29 0.36 37.2 400 277.9 1.522 0.6 430.4 154.94 

30 0.2137 -1.6 400 976.5 3.599 0.999 275.6 58.89 

31 0.3339 -1.7 400 378.7 1.405 0.999 444.2 148.32 

32 0.3339 -13.5 250 378.7 1.474 0.999 437.5 146.08 

33 0.3339 -13.3 250 1058 4.081 0.999 411 137.23 

34 1 6.7 250 -199.5 -0.0683 0.6 1181 1181 

 

The energetic and exergetic efficiencies of TEAC cycle and its sub-components are given in 

Fig. 2. The last column illustrates the energetic and exergetic performances of TEAC cycle. The 

energy and exergy performances of LT-HEX and condenser sub-components are higher compared 

to the other sub-components and TEAC cycle.  

 

 

Fig. 2. Energy and exergy efficiency of TEAC cycle and its sub-components 

The irreversibility rates for the main parts of TEAC cycle are illustrated in Fig. 3. The highest 

irreversibility rates occur in the HT-generator and absorber, while the lowest are in the pump and 

valves. On the other hand, based on the exergy destruction rate, 195.03 and 158.27 kW of power are 

lost in the HT-generator and absorber, respectively, and 1465 kW is lost in the TEAC cycle. The 

reason of this high irreversibility occurs because high temperature generator works greater 

temperature than reference temperature. High temperature difference causes more irreversibility. 

The graphic and values of irreversibility rates are the beneficial to tool to focus on the sources of 

exergy destruction rates.  
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Fig. 3. Exergy destruction rates of TEAC cycle and its sub-components 

Fig. 4 illustrates the impact of HT-generator temperature on a number of generator numbers 

and corresponding the performance levels. The increasing HT-generator temperature affects the 

TEAC cycle and its sub-components energy performance efficiencies directly in Fig. 4. The 

energetic efficiencies of HT-generator and TEAC cycle rise from 73.81% to 80.83% and 59.56% 

and 64.47%, respectively. Supplied heat is firstly utilized in HT-generator therefore increasing HT-

generator temperature causes positive impact on the efficiency of the components of TEAC system.  

      

Fig. 4. Effect of HT-generator temperature on 

energy efficiency of TEAC cycle and its sub-

components 

Fig. 5. Effect of HT-generator temperature on 

exergy efficiency of TEAC cycle and its sub-

components 

Fig. 5 illustrates that when the HT-generator temperature is increased from 185 to 255 °C, the 

exergetic performance of TEAC cycle and sub-components increase. The energetic and exergetic 

performances of TEAC cycle and components are affected positively because heat inlet to the HT-

generator component rises. As given in this figure, the exergetic efficiencies of HT-generator and 

TEAC cycle rise from 69.54% to 77.22% and 55.82% and 61.44%, respectively.   

 

In Fig. 6, the irreversibility rates of TEAC system and its sub-systems versus HT-generator 

temperature are investigated. All the irreversibility rates rise with the increasing HT-generator 

temperature of the TEAC system. The most important rise is in the HT-generator, followed by MT-

generator irreversibility rate. Also, the irreversibility rate of TEAC cycle rises from 751 to 

1453 kW.  
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Fig. 6. Effect of HT-generator temperature on 

exergy destruction rate of sub-components 

Fig. 7. Effect of reference temperature on energy 

efficiency of TEAC cycle and its sub-

components 

Another parametric analysis is performed for the reference temperature in order to see the 

effects of it on the system performance. The range of reference temperature is chosen as 0-40°C as 

done in literature. The reference temperature affects the energetic performances of whole cycle and 

its sub-plants. All the energetic performances rise with the increasing reference temperature as 

illustrated in Fig. 7, because the heat energy loss from cycle components to the environment 

decrease with increasing reference temperature. In addition to that, the energetic efficiency of whole 

cycle rises from 59.96% to 64.78%. 

Fig. 8 illustrate that the exergetic performance of cooling cycle and its sub-components rises 

with the increasing reference temperature. The exergetic performances of HT-generator, Mt-

generator and LT-generator rise from 69.92 to 77.91%, 72.47 to 79.69% and 74.26 to 80.28%, 

respectively. In addition to that, the exergetic performance of whole cooling cycle rises from 

56.22% to 61.84% with increasing reference temperature.   

   

Fig. 8. Effect of reference temperature on exergy 

efficiency of TEAC cycle and its sub-

components 

Fig. 9. Effect of reference temperature on exergy 

destruction rate of sub-components 

All the irreversibility rates rise by increasing reference temperature in Fig. 9. The reference 

temperature range is between 0 and 40 °C. As can be observed from these outputs, the 

irreversibility rate of HT-generator, absorber and HT-HEX increase from 174 to 216 kW, from 

137.6 to 178.5 kW, and from 102.8 to 142.7 kW, respectively. The exergy destruction rates increase 

because the heat energy transfer rates of whole cycle components increase. 
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5. CONCLUSIONS 

In the TEAC cycle, waste energy is used to generate heating and cooling effect. This TEAC 

cycle is consisting with high, medium and low temperature generators, high, medium and low 

temperature heat exchangers, condenser heat exchanger, condenser, evaporator, absorber, pump and 

two valves. In this paper, to investigate cooling cycle performance, the thermodynamic analysis of 

TEAC is given. In addition to that, the parametric studies of TEAC cycle are investigated to analyze 

the effect of increasing HT-generator and reference temperature on the system performance. Lastly, 

the increasing reference and HT-generator temperature has positive impacts on the TEAC cycle and 

its sub-parts. But at the same time, the irreversibility rates of these sub-parts rise by the increasing 

these variable from 0 to 40 °C, and from 185 to 255 °C. Moreover, it can be suggested that other 

cycles such as single, double and quadruple effect absorption cooling systems can be compared in 

further studies both thermodynamically and economically in order to find out the feasibility of 

them. 
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ABSTRACT 

Fluidized bed (FB) technology is very promising for the production and processing of nanomaterial powders. 

However, uniform fluidization and perfect mixing of nanopowders during their synthesis is difficult due to 

the strong cohesion of nanoparticles and their agglomerates. Acoustic waves contribute to the perfection of 

nanomaterial fluidized bed. The experimental and theoretical study was aimed at the determination of 

acoustic parameters that ensure high quality of the FB of carbon nanotubes (CNT).  

Recordings of sound in the line of microphones placed along the height of FB of CNT agglomerates were 

used to determine the speed of sound and the degree of its attenuation. Nitrogen was used as fluidizing gas. 

Investigation was performed in the frequency range from 50 to 1000 Hz. An acoustic speaker, placed in the 

upper zone of FB freeboard, has provided the sound intensity up to 140 dB. It was found that the sound speed 

depends on the gas flow rate and the vertical position, and lies in the range from 20 to 100 m/s. The detailed 

measuring was performed at the first resonance frequency of the system, which provides maximal acoustic 

energy input to the FB. The increase in gas flow rate leads to the expansion of the bed and, consequently, to 

an increase in the speed of sound in it. The value of attenuation coefficient also varies and lies in the range 

from 7 to 15 np/m. 

Axisymmetric 2D numerical model of sound propagation in the system “CNT fluidized bed - freeboard” was 

investigated within the framework of COMSOL acoustic module. The spectrum of resonance frequencies 

was determined and the good correlation with experimentally found values was shown.  

The obtained results allow us to formulate a strategy for maintaining highest heat and mass transfer rates in a 

fluidized CNT bed by changing the sound frequency when the height of CNT FB increases during CNT 

synthesis.  

Keywords: Carbon Nanotubes, Fluidized Bed, Sound Waves, Sound Velocity, Attenuation, Resonance, 

Modelling 

1. INTRODUCTION 

An important factor determining the development of nanotechnology is availability of high-

performance processes for the synthesis and manipulation of nanoparticles, i.e. transportation, 

dispersion, modification of their surface properties. Fluidized bed technology (FB) is one of the 

most effective methods for implementing all of these operations. The advantages of this technology 

are manifested in relation to nanopowders in particular due, first of all, to a record-high contact 

surface between particles and gas, which allows to significantly intensify the process. It is also 

necessary to point out the environmental advantages of the fluidized bed technology, in which there 

are no liquid and hazardous products. A large amount of research is devoted to the fluidized 

nanopowder systems; a review of the main papers and results on this topic can be found in [1, 2]. 

At the same time, the fluidization of nanopowders faces the problem of the heterogeneity of 

the suspended layer of particles, appearing in piston flows, channeling, jets and stagnant zones 

formation. The reason for this is the dominant role of cohesion forces between nanoparticles in 

relation to the forces of gravity and hydrodynamic drug force in the gas flow, which is a 

consequence of the very large ratio of the surface area of a particle to its volume (Sp ⁄Vp = 6/dp). As a 

result, the structural unit of a fluidized nanomaterial powder is not a single nanoparticle, but a 

nanoparticle agglomerate, the size of which depends both on the characteristics of the nanoparticles 
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and on the hydrodynamic environment in the layer. In particular, multi-walled carbon nanotubes 

(MWCNTs), synthesized in a catalytic fluidized bed (see [3, 4]), are a mixture of agglomerates with 

sizes ranging from 10 to 50 microns. However, for agglomerates of this size, the role of cohesion in 

their fluidization is still significant. In accordance with the classification of fluidizable systems [5], 

the parameters of the agglomerates in this case correspond to the lower part of the region “C” of the 

Geldart diagram, characterized by poor fluidization homogeneity. Thus, for agglomerates of 

nanoparticles of the specified type, it is necessary to apply special methods of influencing the 

fluidized bed in order to ensure its homogeneity and good mixing. 

Sound-assisted fluidization is an effective technique to achieve a homogeneous fluidized bed 

of nanoparticle agglomerates. The imposition of acoustic oscillations with frequencies of 100–

400 Hz and high intensity (with a sound pressure level of 120–160 dB nanopowder, achieved as a 

result of resonance) leads to the disappearance of channels and stagnant zones in the fluidized bed 

of nanopowder; to the increase of fluidized bed hight; to the reduction of the minimum fluidization 

rate. The first scientific publication on this subject appeared in 1955 [6]. Sufficient information 

about the state of research related to acoustic effects on powder nanosystems can be found in [1, 7–

12]. In a large number of publications on the topic under consideration, the effect of sound waves 

on the characteristics of fluidization, namely on the minimum fluidization velocity, on the height of 

the fluidized bed and the terminal velocity of bed solids, was experimentally investigated. The main 

focus was on the formation and destruction of nanoparticle agglomerates. The model of sound wave 

attenuation by nonoparticle agglomerates with assumption of elastic forces between cluster and 

subclasters was proposed in [7]. In accordance with this model, the absorption of sound energy by 

agglomerates increases with increasing frequency.  

The structure of coupled sound waves in the FB of nanoparticle agglomerates and in the 

freebord was first investigated in [13]. However, the analytical model used in this work did not take 

into account the waves reflected from the interface between the particle layer and the gas, as well as 

from of the gas distributor. The values of the speed of sound and the absorption coefficient in the 

fluidized bed were only estimated. 

This paper presents the results of a detailed experimental study of the characteristics and 

resonance parameters of sound waves in a fluidized-bed reactor of MWCNTs, as well as the results 

of sophisticated mathematical modeling of acoustic phenomena. The basic idea of the work is that 

the achievement of the maximum expansion and homogeneity of the fluidized bed of nanoparticles 

in the bubble-free fluidization mode (Agglomerate particle fluidizatiom, APF) does not provide 

good mixing of the layer. In this mode, significant gradients of temperature and concentration of 

gaseous reactants can occur, which will reduce the efficiency of the process. The best mixing of the 

nanoparticle FB occurs in the bubble fluidization regime (Aglomerate bubling fluidization, ABF), 

which is achieved with the maximum contribution of acoustic energy to the layer, that is, under the 

condition of acoustic resonance. 

2. EXPERIMENTAL STUDY 

2.1. Experimental setup and procedure 

An experimental device for studying the effects of acoustic impacts on FB MWCNT (Fig. 1) 

included two “cold” hydrodynamic models of reactors with transparent walls. The structure of a 

fluidized bed (5) under sound impact was studied on a rectangular section model with a height of 

0.5 m, a width of 0.1 m and a thickness of 0.02 m. The speed of sound waves and their absorption 

coefficient were determined using a circular section model, a plexiglas tube with an internal 

diameter of 56 mm and a height of 1 m. The sound source was located at the top of the models (6). 

The length of the second model was chosen from considerations of minimizing the influence of the 

sound wave reflected from the gas distribution plate (4), which simplifies the measurement of the 

https://context.reverso.net/%D0%BF%D0%B5%D1%80%D0%B5%D0%B2%D0%BE%D0%B4/%D0%B0%D0%BD%D0%B3%D0%BB%D0%B8%D0%B9%D1%81%D0%BA%D0%B8%D0%B9-%D1%80%D1%83%D1%81%D1%81%D0%BA%D0%B8%D0%B9/sufficient+information
https://context.reverso.net/%D0%BF%D0%B5%D1%80%D0%B5%D0%B2%D0%BE%D0%B4/%D0%B0%D0%BD%D0%B3%D0%BB%D0%B8%D0%B9%D1%81%D0%BA%D0%B8%D0%B9-%D1%80%D1%83%D1%81%D1%81%D0%BA%D0%B8%D0%B9/can+be+found
https://context.reverso.net/%D0%BF%D0%B5%D1%80%D0%B5%D0%B2%D0%BE%D0%B4/%D0%B0%D0%BD%D0%B3%D0%BB%D0%B8%D0%B9%D1%81%D0%BA%D0%B8%D0%B9-%D1%80%D1%83%D1%81%D1%81%D0%BA%D0%B8%D0%B9/acoustic+impacts
https://context.reverso.net/%D0%BF%D0%B5%D1%80%D0%B5%D0%B2%D0%BE%D0%B4/%D0%B0%D0%BD%D0%B3%D0%BB%D0%B8%D0%B9%D1%81%D0%BA%D0%B8%D0%B9-%D1%80%D1%83%D1%81%D1%81%D0%BA%D0%B8%D0%B9/acoustic+impacts
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specified acoustic characteristics of the fluidized bed of the nanomaterial. Nitrogen was used as a 

fluidizing agent.  

The acoustic part of the device is a sound signal generator GZ-33 (ГЗ-33) (1), to which the 

sound emitters were connected: the dynamics of model 1 GD-54 (1 ГД-54) (2) for the rectangular 

reactor and YDT613-01 (2) for the circular one. The sound signal generator allows to reproduce 

frequencies from 20 Hz to 20 kHz with an error of ± 2 Hz. The generator output power ensured the 

loudness of sound in the reactor model up to 160 dB due to resonance phenomena. The dynamics 

1GD-54 in the rectangular model of the reactor had a frequency band of 125–10000 Hz, and the 

speaker YDT613 01 ranged from 160 Hz to 18000 Hz. To prevent carbon nanotubes leaking into 

the room through the speaker cone, it was placed in a Plexiglas box. 

To register sound vibrations in the FB 

MWСNT, SoniCrest's HMO06B electret condenser 

microphones were used, having uniform 

characteristics in the range of 50–1600 Hz. 

Measuring line of microphones (7) consisted of ten 

sound receivers located at a distance of 5 cm from 

each other and mounted on a metal rail. All 

microphones were calibrated by one sound signal. To 

measure the amplitude and phase of sound 

vibrations, microphones were connected in pairs 

using a switch to a two-channel oscilloscope, Hantek 

DSO 5062B, with the function of recording 

oscillograms to a file and recording screenshots. 

Pressure drops on the reactor and on the 

nanomaterial layer were measured using an 

electronic micromanometer (3). Differential pressure 

sensors Honeywell DUXL01D (measurement range 

of the constant component -250 Pa – +250 Pa, 

variable – up to 60 Pa) and Honeywell ASCX01DN 

(range on the constant component from 0 Pa to 

6800 Pa, in a variable – up to 1000 Pa) are used in 

this micromanometer. The electronic circuit of the micromanometer ensured the sensor sampling 

frequency of 1 kHz and the recording of data in a file. The relative error in measuring the constant 

pressure component did not exceed 1%. 

Visual observations of the FB MWCNT structure in a rectangular-section reactor model 

showed that at certain values of the sound frequency, the fluidized bed underwent a strong 

expansion (up to 30%) and the formation of layered structures in its upper part. At the same time, 

the lower part of the layer looked denser. 

The pressure drop measurements were made in the following order. A layer of carbon 

nanotubes of a certain height was loaded into the reactor and a certain gas flow rate was set. Then 

the acoustic emitter was switched on and the sound frequency was selected at which the maximum 

homogeneity of this layer and its maximum expansion (resonant frequency) were achieved. At this 

sound frequency, the pressure drop across the bed was measured. At the same sound frequency, the 

pressure drop across the gas distribution plate (without nanomaterials) was measured. 

2.2. Experimental results 

2.2.1. Minimum fluidization rate 

The pressure drop across the gas distribution plate and the fluidized bed of the nanotubes, 

determined for this way, is presented in Figure 2 as a function of the gas flow rate through the bed. 

Fig. 1.  Experimental setup 

scheme 
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After reaching the flow rate that ensures minimal fluidization, as in Figure 2, a homogeneous 

fluidized bed without bubbles was observed. For the layer of the studied nanocarbon material 

(multi-walled carbon nanotubes synthesized in a catalytic fluidized bed (HTMI)), the minimum 

flow rate of fluidization with nitrogen Umf was 3.910
-3

 m/s (under normal conditions). Further 

increase in gas consumption leads to changes in fluidization regime. The graph shows the specific 

breaks, after which some reduction in pressure drop occurs. These reductions in pressure drop 

across the fluidized bed can be associated with changes in fluidization regime, such as bubbling. 

The measurements of the minimum flow rate and the calculation of the minimum fluidization 

velocity for different heights of the fixed bed showed that these parameters do not depend on the 

initial layer height within the error of their determination. 

Figure 3 shows the dependence of the height of the fluidized bed on the flow rate. The initial 

bed height was 0.36 m (at the presence of sound). Figure 3 also shows that in the investigated range 

of gas flow rates (from 1 to 3.5 minimum fluidization velocity) the bed height varies linearly with 

the gas velocity. Obviously, with a further increase in the gas velocity, this dependence ceases to be 

linear and with (U⁄Umf  > 5) the bed height reaches a certain constant value. 

    

H0 = 0.36 m,  f = 225 Hz 

Fig. 2.  The dependence of the pressure drop on the gas distribution plate (a) and on the 

fluidized bed of nanotubes (b) depending on the flow of nitrogen 

 

H0 = 0.36 m,  f = 225 Hz 

Fig. 3.  The dependence of the height of the FB MWCNT on the gas flow 

2.2.2. Sound adsorption and sound velocity 

The sound absorption coefficient  in the fluidized bed of the nanotubes was determined by 

approximating the data on the amplitude of sound using the dependence 
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, (1) 

where z is the vertical coordinate, which is measured from the upper boundary of the layer. 

As the measurements showed, the sound wave passing into the layer with the thickness of 

0.5–0.6 m achieved in the experimental model has no time to be absorbed completely; its amplitude 

at the gas distribution plate is about 5% of the wave amplitude at the upper boundary of the layer. 

The reflection of the incident sound wave on the gas distribution plate leads to its interference with 

the reflected wave, which increases the amplitude of sound near the plate and changes its phase. 

This is clearly seen in Figure 4, which represents the dependence of the sound intencity (in terms of 

the voltage of a microphone signal) on the distance from the FB boundary. Near the distributor plate 

(in the region of large z), the decrease in the amplitude of sound with increasing z stops due to the 

contribution of the reflected wave. 

       

Fig. 4.  Sound level (in units of the microphone 

signal voltage) as a function of the distance from 

the upper limit of the FB MWCNT 

Fig. 5.  Dependence of sound absorption 

coefficient on gas velocity 

 

 

At the same time, at distances of about 0.2 m above the gas distribution plate, the amplitude 

of the reflected wave becomes negligible (less than 1% of the initial amplitude of the incident 

wave). For this reason, the most accurate data on the absorption coefficient and local sound velocity 

in a layer can be obtained as a result of processing the records of the first 6-7 microphones 

(counting from the upper boundary of the layer), where the interference of the incident and reflected 

sound waves is completely absent. The results of such processing are presented in Figure 5 as a 

dependence of the sound absorption coefficient on the relative velocity of the gas. It should be 

noted that there is a noticeable increase in the absorption coefficient of sound with increasing gas 

velocity. In part, this may be due to the expansion of the layer (a decrease in its density) with 

increasing gas flow. However, apparently, there is also another mechanism underlying the effect 

under consideration, for example, more efficient transfer of sound energy to nanomaterial 

agglomerates. 

Measurement of the local speed of sound was carried out by comparing the phases of sound 

vibrations in pair of adjacent microphones located in the microphone line at a minimum distance (5 

cm) from each other. The assumption will be used that a flat sound wave propagates in the vertical 

direction in the nanomaterial layer, and there is no interference with the wave reflected from the gas 

distribution plate. This assumption is carried out with a sufficient height of the fluidized bed. Then 

the phase difference of oscillations in two adjacent microphones is defined as 

         –     
    

 
  (2) 

where ∆l is the distance between the microphones; λ is the length of the sound wave. 
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Substituting the expression for λ through the speed of sound and frequency (λ = c⁄f), we get 

the formula for calculating the speed of sound: 

    
    

  
  (3) 

The values of the speed of sound in the FB of a nanomaterial obtained as a result of 

processing experimental data are characterized by a large scatter due to layer density fluctuations, 

as can be seen from Figure 6. 

  

 

Fig. 6.  Dependence of the speed of sound on the distance from the upper limit of the FB MWCNT 

for various gas velocities 

However, they reveal two basic patterns. Firstly, the speed of sound increases with increasing 

gas flow rate. Secondly, the speed of sound decreases with distance from the upper boundary of the 

layer of nanometerial. Both these patterns can be understood if we assume that the compressibility 

of fluidized bed is constant and the speed of sound is inversly proportional to the square root of 

medium density [14], since an increase in gas flow leads to a decrease in the density of the layer, 

while this value increases with distance from the upper boundary of the layer. 

2.3. Modelling of acoustic resonance phenomena in FB reactor 

2.3.1. Statement of the problem 

The choice of optimal parameters of the acoustic homogenization of the fluidized bed of the 

nanomaterial is directly related to finding the resonant frequencies and amplitudes of the stationary 

sound fields in the reactor. This task was modeled using the COMSOL Multiphysics software 

package. The purpose of the simulation was to find the distribution of the amplitude of the sound 

signal over the vertical coordinate depending on the main parameters of the process, i.e., the height 

of the fluidized bed of carbon nanotubes and the frequency of the sound supplied to the reactor. 

Acoustics Module of COMSOL package, Pressure Acoustics branch, Frequency Domain was used 

for calculations. 

In the context of this approach, the spatial distribution of the total pressure amplitude is 

calculated for some harmonic oscillation mode with a frequency f (circular frequency  = 2f). The 

total pressure    is represented as the sum of the given background pressure    and the acoustic 

pressure           . The distribution of the amplitude of the total pressure obeys the Helmholtz 

equation [14, 15]: 
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    (6) 

To describe the absorption of sound, the complex values of the wave vector ( is the 

absorption coefficient), the speed of sound   , and density    are introduced here;    is a 

component of the wave vector that does not coincide with the main direction of plane sound wave 

propagation in a two-dimensional or one-dimensional formulation of the problem. In our 

calculations, a two-dimensional axisymmetric model was used, therefore,   was chosen to be equal 

to zero. 

The simulated domain (Figure 7) was a cylinder divided into three sub-domain: a fluidized 

bed of nanomaterial (I) with the corresponding density, sound velocity, and absorption coefficient 

((           ); freeboard space (II) (       , sound absorption is absent); and a piston (III), which is 

moving according to a harmonic law with a frequency f and simulating a flat wave radiator. The 

conditions of reflection from the solid wall were set on the outer boundaries of the regions. On the 

gas distribution plate at the bottom of the nanomaterial layer, the boundary condition varied, so it 

was assumed that either a perfect reflection of the sound wave occurs (as from a solid obstacle) or a 

complete sound absorption on the plate. 

The initial data used in the calculations are presented in Table 1. 
 

   

 

 

 

 

 

 

 

 

 

2.3.2. Results of the modelling and their discussion 

The propagation of sound waves in the system under consideration, which consists of two 

media with different complex impedances (fluidized bed and freeboard space) leads to a complex 

patern of the sound pressure distribution over the height of the reactor. The calculation of the 

structure of a standing wave in such a system is a non-trivial task due to the different speeds of 

sound propagating in two considered zones and its strong absorption in the fluidized bed. Figure 8 

illustrates the evolution of the sound pressure amplitude distribution over the height of the reactor 

with the frequency of the sound source. Sound pressure is continuous at the interface between the 

Table 1. Basic data for reactor calculations in 

COMSOL Multiphysics 

Fig. 7. The scheme of the calculated 

domain 

https://context.reverso.net/%D0%BF%D0%B5%D1%80%D0%B5%D0%B2%D0%BE%D0%B4/%D0%B0%D0%BD%D0%B3%D0%BB%D0%B8%D0%B9%D1%81%D0%BA%D0%B8%D0%B9-%D1%80%D1%83%D1%81%D1%81%D0%BA%D0%B8%D0%B9/sub-domain
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gas and the nanomaterial layer. Because of partial reflection of the wave generated by the sound 

source, the incident and reflected waves are added at the upper boundary of the fluidized bed, and a 

maximum of sound pressure is observed at this boundary. Because the speed of sound in the 

nanomaterial is less than the speed of sound in a gas, the length of the sound wave in the fluidized 

bed is much shorter and the pattern of interference in this region is more complicated – the number 

of sound pressure peaks in it is greater. In addition, the strong absorption of sound plays a 

significant role in the formation of interference in this region makes. At frequencies near 260 and 

460 Hz, two resonances are observed, at which one or two wavelengths of sound in gas fit in the 

freeboard height, respectively. 

One would assume that in order to homogenize the fluidized bed of the nanomaterial using 

sound effects, it is important to achieve the maximum intensity of sound vibrations in the reactor, 

that is, to ensure resonance modes. Figure 9 presents the results of calculations of the dependence of 

the maximum amplitude of sound pressure (at the boundary of gas and nanomaterial) on the 

frequency of sound vibrations for values of the fluidized bed height in the range from 0.2 to 0.6 m 

in a reactor with a total height of 1 m. The frequency of the sound varied from 10 to 500 Hz. As 

mentioned above, there are two first resonances in this frequency range. The increase in the 

amplitude of the second resonance compared with the first is a consequence of carrying out 

calculations with a constant amplitude of oscillations of the sound source, which was considered as 

a one-dimensional piston. 

                 

Fig. 8.  Summary graph of sound pressure 

distribution in a fluidized bed reactor of a 

nanomaterial for sound exposure frequencies 

ranging from 10 Hz to 460 Hz 

Fig. 9.  Resonance curves with resonance peaks 

for different initial heights of the fluidized bed 

It is obvious that the actual conditions in the reactor may not fully comply with the 

assumptions used in the proposed model. In particular, the model does not take into account the 

frequency response of the loudspeaker, the existence of radial vibrational modes, the non-

uniformity of the nanomaterial bed in height, etc. However, the model accurately predicts the 

fundamental resonant frequency for the acoustic waves in the reactor. This is illustrated in Figure 

10, which compares the calculated resonance curve, adjusted for the loudspeaker frequency 

response, with the experimental dependence of the sound amplitude on frequency. 
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Fig. 10.  Comparison of the experimental (blue 

symbols) and calculated (balck line) resonane 

curves. The frequency response curve of the 

loudspeaker is shown on the insert. 

Experimrntal data were obtained in mV of 

microphone signal; calculated data are 

calibrated to ajust the maximum experimental 

value. The reactor hight is 1 m, the bed hight 

is 0.3 m 

Fig. 11.  Comparison of the experimental and 

calculated sound pressure distribution in the 

reactor with the maximum expansion of the 

nanomaterial layer. Experimental data were 

obtained in mV of microphone signal and then 

calibrated to correnspond to calculated sound 

pressure 

 

Analysis of the experimental data has shown also that the maximum expansion of the layer 

and its homogeneity are achieved at approximately half the resonance frequency. Figure 11 shows a 

comparison of the experimentally obtained distribution of sound pressure over the 0.5 m reactor and 

a MWCNT (stationary) layer height of 0.21 m, at the sound frequency of 330 Hz, with calculating 

data. The maximum expansion of the fluidized bed is observed approximately at this frequency in 

the experiment.  

As follows from Figure 11, the calculated and experimental pressure distributions are close to 

each other, and do not correspond to the pressure antinodes on the sound source surface, but to the 

node. In the experiments, the antinodes, and, therefore, the resonance are observed at the doubled 

frequencies. At the moment, the nature of the considered effect , i.e., the mismatch of the sound 

frequency at which the fluidized bed of the nanomaterial has a minimum density and maximum 

homogeneity with the resonant frequency, remains unexplained. It can be assumed that the 

explanation of this fact relates to the presence of characteristic frequencies, determined by the 

interaction of sound vibrations with domains of the fluidized bed, at which the most intensive 

destruction of large agglomerates and layer irregularities occurs. 

3. CONCLUSIONS 

As a result of an experimental study and numerical simulation of the propagation of acoustic 

oscillations in a fluidized bed of carbon nanotubes, the main regularities of the phenomenon were 

established and its quantitative characteristics were determined. 

During the work, a technique was developed to experimentally study the characteristics of a 

fluidized MWCNT layer and using it to determine the dependence of the pressure drop on the 

fluidized bed on the bed parameters and gas flow, the minimum fluidization velocity, sound 

velocity, acoustic pressure distribution over the bed height, amplitude-frequency response of the 

reactor.  
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The experimentally noted heterogeneity of the fluidized bed arises due to the strong 

absorption of sound in it, which leads to a large vertical gradient of sound pressure in the layer and, 

as a result, to a change in its density. In the upper part of the layer, its density is the lowest because 

of the formation of gas-phase bubble interlayers, and at the bottom the density is maximum and 

almost equal to the density of the fixed layer of particles. 

A numerical model has been developed for calculating the propagation of a sound wave in a 

fluidized bed of a nanomaterial. In general, the developed model and the performed calculations 

make it possible to predict the distribution of sound pressure in the reactor, its resonant frequencies 

and to make the choice of optimal conditions for homogenizing the layer. 
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ABSTRACT 

In modern condensers of air conditioning systems, heat pumps, evaporators of seawater desalination 

systems and heaters of power plants, the process of vapour condensation is carried out mainly inside 

the horizontal tubes and channels. Heat transfer processes occurring in condensers have a significant 

effect on the overall energy efficiency of the mentioned systems. During film condensation in 

horizontal heat exchangers, annular, intermediate and stratified modes of condensate film flow and 

phase distribution can occur. The correlations suggested by Thome and others (2003), Cavallini and 

others (2006), Shah (2009) and Rifert and others (2018) are recommended to be used for the 

prediction of heat transfer coefficients in case of the annular and intermediate modes of the phases. 

In this paper, the experimental investigation of heat transfer was carried out in the case of stratified 

flow of the phases. Experiments were conducted during condensation of freons R22, R406a and 

R407c in the plain smooth tube with diameter 17 mm. The range of parameters includes saturated 

temperature from 35 to 40 ºC, inlet mass velocity from 10 to 100 kg/(m
2
s), vapour quality from 0.8 to 

0.1, heat flux from 5 to 50 kW/m
2
 and a difference between saturated temperature and the temperature 

on the inner tube wall from 4 to 14 K. The unique measurements of circumferential heat fluxes and 

heat transfer coefficients were carried out with the thick wall method during stratified condensation 

mode. Circumferential heat flux was varied, while mass velocity and vapour quality were kept 

constant throughout all experiments. This procedure allows examining the specific impact of heat flux 

on heat transfer and at the constant value or small changes of other characteristics. 

It can be inferred that at the top part of the tube, with the increase of the heat flux, the thickness of the 

condensate film increases, which leads to the decrease in heat transfer. At the bottom of the tube, the 

increase in heat flux enhances heat transfer coefficient, that is characteristic of the turbulent liquid 

flow in the tube. Circumferential heat transfer coefficients in the top tube segment are larger than in 

the bottom part of the tube due to a large difference in condensate film thickness. 

The obtained results allowed us to improve prediction of effective heat transfer coefficients, 

considering heat transfer in the upper part of the tube and heat transfer in the stream, as well as the 

angle of tube flooding. Good convergence of a proposed method with the experimental data on 

condensation various fluids inside horizontal tubes is shown. The data used for the correlation 

validation includes: freons R22, R134a, R123, R125, R32, R410a, propane, isobutene, propylene, 

dimethyl ether, carbon dioxide and methane. A total of 213 data points from 5 sources are generalized 

with an error less than 30%. Using this method for designing heat exchangers, which utilize such 

types of fluids, will increase the efficiency of thermal energy systems. 

Keywords: condensation, heat transfer, heat exchanger, plain tube, stratified flow 
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ABSTRACT 

Heat recovery from flue gases is very important because it can significantly increase the efficiency of boiler 

plants. Due to this reason, flue gas condensers (condensing heat exchangers) are used in many boiler plants. 

But a flue gas condenser is large and costly equipment. Although the general principles for designing of 

condensing heat exchangers are known rather well, this is not the case for flue gas condensers. Literature 

review has revealed that there are many investigations related to pure vapour condensation; however, 

investigations of water vapour condensation from flue gases are mostly oriented to the determination of the 

average heat transfer. Local parameters of the condensation process are not investigated in detail and due to 

this it is not possible to perform optimisation of this equipment. Therefore, in this paper, preliminary 

investigations are presented of water vapour condensation from biofuel flue gases in a model of a vertical 

condensing heat exchanger for turbulent flow regimes. Temperature measurements have allowed determining 

temperature distributions along the model of the condensing heat exchanger. For the investigated regimes, the 

temperature distributions illustrate that condensation of the vapour from the flue gases does not occur in the 

total length of the model of the condensing heat exchanger. The initial part of the heat exchanger serves as a 

cooling section of the flue gases until their temperature reaches the dew point temperature at the tube wall. 

Only after that the condensation of water vapour occurs. Experimental results also show that in long tubes (at 

x/d larger than 100), the flue gas temperature in the whole cross-section of the tube is below the dew point 

temperature of the inlet gases.  

Keywords: biofuel flue gases, vertical condensing heat exchanger, condensing heat-mass transfer, 

temperature distribution 

1. INTRODUCTION 

Since 2003 there was started an operation of the first condensing heat exchanger (economizer) 

in Lithuania, while the rest biofuel boilers were operating not very efficient – i.e. without 

condensing economizers [1]. Nowadays the situation in the boiler plants has changed and 

practically all the boiler plants are equipped with condensing economizers.  

In the boiler plants the released flue gases are of relatively high temperature and humidity and 

in order to efficiently use it, gases usually are directed to the condensing economiser. In the 

economiser, they release their heat, cool down and the water vapour existing in flue gases starts to 

condensate. During condensation process, there is an additional amount of heat generated, which 

can be used to heat the water returning from the heat consumers. So, the condensing economiser 

allows to increase overall efficiency of the boiler plant.  

Although the general principles for designing of condensing heat exchangers are known, but 

the detailed processes taking place in such type of exchangers and the peculiarities of these 

processes are almost not investigated. Literature review shows that there are a lot of experimental 

and theoretical studies devoted to condensation of water vapour in pipes with a high water vapour 

content (90-100% vol.) and relatively small portion of non-condensing gas [2-7].  

The experimental and theoretical investigations of the average condensation heat transfer in 

the steam-air mixture (2.5-5.5 kg/s) and noncondensable mass fraction 0-10% in short vertical pipe 

(x/d ≈ 37) [6] demonstrated, that condensation heat transfer decreases with the increase of the 
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noncondensable gas fraction. The analysis of the pressure influence in the system also showed that 

in case of system pressure increase, the condensation heat transfer also increases.  

In the paper [7] heat transfer investigations in the presence of noncondensable gas (nitrogen) 

in the steam inside a vertical pipe included local bulk steam temperature, pipe wall temperature and 

cooling water temperature measurements along the test section (x/d ≈ 230). The steam was supplied 

from the upper part and the cooling water from the lower part of the test section. For the case with 

pure steam (flow rate 11.2 kg/h), the bulk steam temperature measured in the centre of the pipe up 

to x/d ≈ 84 was practically constant (100 °C) ant after x/d > 84 up to x/d ≈ 107 a clearly expressed 

temperature decrease from 100 °C to ≈ 30 °C was observed – this temperature decrease indicated 

the location of the complete condensation (the location of complete condensation disappeared, 

when steam flow rate was exceeding 20 kg/h). In case the mass fraction of noncondensable gas was 

increased to about 10%, the character of the temperatures distribution changed and it was clearly 

expressed for the bulk steam temperature – the temperature from the beginning of the test section up 

to x/d ≈ 84 was not constant anymore, but it was negligibly decreasing – from about 100 °C to 

about 95 °C. From x/d > 84 till the end of the pipe constant decrease (but not so clearly expressed as 

in case with pure steam) to ≈ 50 °C was observed. The character of the wall temperature in this case 

was very similar to that for pure steam condensation – it was gradually decreasing along the pipe 

from about 90 °C to about 20 °C, while the temperature of the cooling water was constantly 

increasing along the pipe (i.e. from the end till the beginning of the test section) – from ≈ 15 °C to 

≈ 38 °C. The analysis of the results of local heat transfer showed the increase when the inlet steam 

flow rate was increased and the nitrogen fraction was decreased.  

So, the papers [6, 7] in general reflect the average and local aspects occurring in the vertical 

pipes in case of pure steam or steam condensation with small amount of noncondensable gases. 

In case of flue gases (smoke) the situation is opposite – the content of water vapour is 

relatively small (~ 10-25% vol.) and the portion of noncondensable gases is high. Condensation of 

wet flue gases obtained in case of incineration of natural gas in the boiler was studied 

experimentally in a vertical pipe of x/d ≈ 79 and in Reynolds number range from 2300 to 5000 [8]. 

The results have shown that the condensable gas (moisture) existing in the flue gases enhances the 

total heat transfer up to two times in comparison with dry air. The wall temperature is also an 

important factor, which has a considerable effect on condensation rate and heat transfer. The 

increasing wall temperature for about 1.7 times – i.e. from about 30 °C to about 50 °C  lead to 

condensation rate decrease for about four times – from ≈ 0.8 to ≈ 0.2 and total heat transfer decrease  

almost up to 1.7 times. 

Vapour-air mixture was simulated as wet flue gases for the purpose of provision the analysis 

on thermal fields and heat and mass transfer in the vertical pipe of x/d ≈ 70 and mixture Re numbers 

from ≈3000 to ≈6000 [9]. The inlet gas mixture temperature was about 60 °C, and the cooling air 

temperature 20 °C. Volumetric water vapour fraction in the gas mixture was approx. 1% and 17%. 

It was shown, that the pipe wall temperature in case of vapour condensation remains 10-15 °C 

higher along the test section in comparison with that without condensation phenomena. Flue gas 

temperature was also measured in the centre of the test section. In the case without condensation the 

mixture temperature in the centre of a test section showed a steeper decrease – from inlet 

temperature of 60 °C to about 45 °C at the outlet from the test section, while in case of vapour 

condensation at the same inlet temperature the temperature at the outlet of the test section was about 

55 °C. Authors also conclude that heat transfer is influenced by water quantity in the gas mixture. 

During experiments, up to 30% of water vapour was condensed and this lead to substantial increase 

of the total heat transfer. Other theoretical and experimental investigations also reveal that 

condensation has a significant impact on heat transfer [10, 11]. 

Investigation of the simulated flue gas condensation with inlet water vapour mass fraction 

from 3 to 12% and mixture Reynolds number from 4600 and 14000 in vertical short pipe (x/d ≈ 32) 

was presented in [12]. The inlet mixture temperature during experiments was in the range of 130-
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150 °C and inlet cooling water temperature was about 28-30 °C. The test section was operating in 

counter flow arrangement – cooling water was supplied from the lower part of test section into the 

inner pipe and  the mixture of hot air and water vapour – in the space between inner and outer pipe. 

It was concluded, that in case of low inlet water vapour fraction rough and suction effects are the 

major factors influencing heat transfer. The measured condenser pipe wall temperature was 

increasing along the pipe for all investigated Re numbers. For the lowest Re numbers (4600, 6400) 

the less temperature increase was determined along the length of the pipe – about 2.5-3 °C and for 

the highest Re number (≈ 12300) increase difference along pipe wall temperature was – ~ 4-5 °C. 

The condensation heat transfer was more influenced when Re number and inlet vapour mass 

fraction were increased.  

Literature review has shown that the condensation phenomena is mostly investigated in rather 

short test sections and in most cases simulating flue gases at relatively low Reynolds numbers. 

However, the usual length of the condensing heat exchangers used in boiler plants is from few 

meters to about 8-9 m or sometimes even more. The condensing heat exchangers are composed of a 

housing where few hundreds of small diameter thin wall pipes are placed. Flue gases are routed into 

these pipes, while the cooling water flows around them. Usually counter-current flow scheme is 

used. The overall design of the condensing heat exchangers depends on the power required [13], but 

in any case condensing heat exchangers are rather huge and expensive devices and in order to 

optimise their dimensions and reduce their production costs it is necessary to perform detail heat 

and mass transfer investigations. 

The purpose of this investigation is to analyze the temperature distribution in a model that 

corresponds to the actual operating conditions, i.e. at high Re number in long channel and then flue 

gases is flowing. So, in this paper the preliminary experimental results of temperature distribution in 

various points along the model (to x/d ≈ 171) of the condensing heat exchanger in case of 

incineration of wood pellets and condensation of low water vapour existing in the flue gases are 

presented and discussed. 

2. METHODOLOGY 

2.1. Experimental setup 

The experimental setup with the test section – model of the condensing heat exchanger used 

in the experiments is shown in Fig. 1. During the experiments, wood pellets were incinerated in 

automatic boiler Kostrzewa (Poland).  

According to the EN303-5:2012 standard this boiler is classified as class 3 boiler. Boiler 

power (max. 50 kW) can be regulated in the range from 50 to 100%. The flue gases from 

incinerated wood pellets flow via the stack into the test section – i.e. inner pipe of the model of the 

condensing heat exchanger (condensing economizer). The model of the condensing heat exchanger 

is composed of one inner calorimetric pipe (inner Ø0.034 m, length x ≈ 5.8 m and x/d ≈ 171) and 

outer pipe (inner Ø0.108 m, x ≈ 5.8 m). Flue gas flow rate through the test section is regulated by 

flow control and bypass dampers. After flue gas pass the test section it is routed to the flue gas pipe 

(chimney) and is released into the environment. The moisture condensed in the calorimetric pipe is 

drained into the condensate collection tank (0.02 m
3
). 

For the calorimetric pipe cooling, the cooling water is supplied from the water tank with the 

pump. The water is supplied into the lower part of the model of the condensing economizer, into the 

space between inner (calorimetric) and outer pipes. The water flows to the upper part of the test 

section, leaves it, passes heat exchanger (air-water) where it is cooled down and returns back to the 

water tank (0.2 m
3
).  
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Fig. 1.  Experimental setup with the test section (model of the condensing heat exchanger) 

2.2. Methodology 

Relative humidity (RHin, %) and temperature (tin, °C) of flue gases at the inlet to the 

calorimetric pipe are measured by using electronic humidity/temperature transmitter (Kimo C310). 

Flow rate of the flue gases is measured by using bellmouth with installed Pitot-Prandtl tubes, which 

are connected to the differential micromanometer (measurement point is indicated in Fig. 1). 

Cooling water flow rate as well as condensate flow rate were measured by beaker and 

stopwatch. 

Temperature measurements in the model were done by calibrated Chromel Copel 

thermocouples. Due to this: 

 there are 20 thermocouples installed in the centre of the calorimetric pipe along its 

length for the measurement of the flue gas temperature (Distances between 

thermocouples are 0.28 m); 

 there are 20 thermocouples installed at the inner wall of the calorimetric pipe along its 

length for the measurement of the pipe temperature (Distances between thermocouples 

are 0.28 m); 

 there are 10 thermocouples installed in the space between inner and outer pipes along 

its length for the measurement of the cooling water temperature (Distances between 

thermocouples are 0.56 m). 
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 there are 3 thermocouples installed for the cooling water inlet and 3 thermocouples 

installed for the cooling water outlet temperature measurements. 

 

During the experiments, all the thermocouple indications were collected using Keithley 

automatic data acquisition system. For the registration of the boiler parameters such as flue gas 

temperature at exit from the boiler, water supply and return temperature, draft – the automatic 

collection of the mentioned boiler data was done every 5 minutes using KD recorder. 

During the experiments inlet cooling water flow rate was almost constant and was equal to 

32 l/h. 

Flue gas velocity (m/s) in the bellmouth was calculated using the equation: 

    
    

 
   (1) 

where Δpd  – dynamic pressure, Pa, ρ – flue gas inlet density, kg/m
3
 (based on flue gas inlet 

temperature tin). 

Volumetric inlet flow rate (m
3
/s) of the flue gas into the calorimetric pipe is equal to: 

        , (2) 

where a – is the minimal cross section area of the bellmouth, m
2
. 

Inlet flue gas velocity (m/s) in the calorimetric pipe was calculated using the equation: 

       
 

   
, (3) 

where ain – is the internal cross section area of the calorimetric pipe, m
2
. Other parameters are the 

same as in equations 1 and 2. 

Flue gas Reynolds number at the inlet into the calorimetric pipe was calculated as: 

      
      

    
    (4) 

where d – is the internal diameter of the calorimetric pipe, m, νin – is the kinematic viscosity of the 

flue gas, m
2
/s. Other parameters are the same as in equations above. 

The heat quantity (kW) obtained by the cooling water was calculated as: 

               
      

      
     

 , (5) 

where    – mass flow cooling water rate of the cooling water, kg/s, cpw out, in  – specific heat of the 

water at outlet and inlet temperature, respectively, kJ/kg·°C, tw in, out – cooling water inlet and outlet 

temperature, respectively, °C. 

The heat quantity (kW) release by the flue gases including heat quantity due to condensation 

process was calculated as: 

               
              

              , (6) 

where     – mass flow rate of the flue gases, kg/s, cp g out, in  – specific heat of the flue gases at outlet 

and inlet temperature, respectively kJ/kg·°C, tg in, out – flue gases inlet and outlet temperature, 

respectively, °C, r – latent heat of condensation, kJ/kg, mc – condensate flow rate, kg/s. 

The error of above mentioned heat quantities was calculated as: 

       
       

  
     .  (7) 
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3. RESULTS AND THEIR ANALYSIS 

In Fig. 2 distribution of temperatures along the test section (model of the condensing heat 

exchanger) at different Rein numbers is presented. Dew point temperature at the inlet to the 

calorimetric pipe was calculated based on RHin and tin and using the equations presented in [14]. For 

the both cases analysed (Rein ≈ 22000 and Rein ≈ 17000) the dew point temperature was calculated 

to be about 46-47 °C.   

It is known, that when the wall temperature is lower than dew point temperature, the water 

vapour starts to condensate on the wall. When the temperature of the flue gases in centre of 

calorimetric pipe reaches dew point temperature, water vapour should start to condense in all its 

volume. 

 

 

Fig. 2.  Temperature distribution along model of the condensing heat exchanger at different Rein. 

Rein  ≈ 22000 and RHin ≈ 17 % (a), Rein  ≈ 17000 and RHin  ≈ 23 % (b): 1 – centre of calorimetric 

pipe, 2 – inner wall of the calorimetric pipe, 3 – cooling water in the space between inner and outer 

pipes, 4 – dew point temperature 

From Fig. 2 it is evident that temperature distributions and tendencies of the inner wall of the 

calorimetric pipe and the cooling water in both presented cases are very similar (Fig. 2, curves 2 

and 3). However, the temperature characters of flue gases in centre of the calorimetric pipe are 

different in comparison with pipe wall and cooling water temperatures. Initially, flue gases cool 

down and until the point when the flue gas temperature at the wall of the calorimetric pipe reaches 

dew point temperature the heat is transferred by single-phase convective heat transfer. For the case 

with Rein ≈ 22000 cooling of the flue gases is from x/d = 0 till x/d ≈ 30 and for the case with 

Rein ≈ 17000 – from x/d = 0 till x/d ≈ 40. For this reason, flue gas temperature decrease in the 

mentioned sections of the calorimetric pipe are the highest (Fig. 2, curve 1) – from 90 °C to 75 °C 

when Rein ≈ 22000 and from 105 °C to 80 °C when Rein ≈ 17000.  

When the wall temperature is practically equal to the dew point temperature, the character of 

flue gas temperature changes – less temperature decrease is observed and this is clearly expressed 

for Rein ≈ 22000 (Fig. 2 a, curve 1) in the range from x/d ≈ 30 till x/d ≈ 110, in comparison with that 

a) 

b) 
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temperature decrease which was observed from x/d ≈ 0 till  x/d ≈ 30. Curve 1 when x/d ≈ 100 

(Fig. 2. a ) shows temperature fluctuations that may be indication of fog formation, however more 

investigations are needed to confirm this processes. 

In case of lower Rein ≈ 17000 (Fig. 2 b, curve 1) a noticeable flue gas temperature fluctuation 

is observed just before the flue gas temperature reaches dew point temperature. It is likely that 

fluctuation shows fog formation in the total cross-section of the calorimetric pipe, however more 

investigations are needed to confirm this processes. Also, the flue temperature distribution between 

x/d ≈ 40 till  x/d ≈ 110 obviously shows that condensation process begins and plays an important 

role on the temperature of flue gases – the temperature decrease is not so significantly expressed in 

this section of the pipe in comparison with previous section of the pipe.  

When the flue gas temperature in a centre of the calorimetric pipe reaches dew point 

temperature (Rein ≈ 22000 and Rein ≈ 17000 from x/d ≈ 110, see Fig. 2) the decrease of flue gas 

temperature in both analysed cases till the end of the calorimetric pipe is rather small – from about 

46 °C to about 42 °C.  

Results also show (Fig. 2), that the highest temperature difference between flue gas 

temperature and calorimetric pipe wall temperature in both analysed cases exists from x/d ≈ 0 till 

x/d ≈ 110 and the least and almost constant temperature difference remains from x/d ≈ 110 till the 

end of the calorimetric pipe.  

Cooling water temperature (Fig. 2, curve 3) is increasing almost constantly in both analysed 

cases along the test section (i.e. from x/d ≈ 160 till x/d = 0). However, it can be noticed that water 

temperature is rising faster in the part of the test section where the heat is transferred by specific and 

latent heat (i.e. from x/d ≈ 160 till x/d ≈ 90-100) in comparison with the part of the test section 

where the heat is transferred by single-phase convective heat transfer only.    

In Fig. 3 the comparison of heat quantities between flue gases and cooling water at different 

Rein are presented.  

  

Fig. 3.  Heat quantities between flue gases and cooling water at different Rein: 1 – Rein ≈ 22000,  

2 – Rein ≈ 17000 

As the inlet relative humidity of the flue gases at lower Rein (Rein ≈ 17000) was higher, the 

data presented in Fig. 3 shows, that this results in higher heat quantity determined during the 

experiments. So, at Rein ≈ 17000 heat quantity released from flue gases was about 0.93 kW and the 

heat quantity obtained by the cooling water  – ≈ 0.94 kW. Calculated error between these two heat 

quantities was close to 2%.  

For the case with Rein ≈ 22000 heat quantity which was released from flue gases was lower 

than in the case with lower Rein and in this case it was equal to ≈ 0.74 kW. Heat quantity obtained 

by the cooling water was about 0.72 kW. Calculated error was almost 2.2%.  
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Calculations also showed, that in case with Rein ≈ 17000 heat quantity due to latent heat was 

0.34 kW and in case with Rein ≈ 22000-0.17 kW. So, heat quantity obtained from the latent heat 

composes 36% and 23% of the total heat quantity released from flue gases for analysed cases with 

Rein ≈ 17000 and Rein ≈ 22000, respectively. 

4. CONCLUSIONS 

After performing temperature distribution measurements along the model of the condensing 

heat exchanger at different Rein numbers, the following conclusions can be made: 

 Condensation of the vapour existing in flue gas does not occur in the total length of the 

model of the condensing heat exchanger. 

 Initial part of the condensing heat exchanger serves as a cooling section of the flue gas 

until their temperature at the wall reach dew point temperature. 

 Flue gas temperature fluctuation in the centre of calorimetric pipe approximately 

indicate the beginning of the condensation process in the centre of the calorimetric 

pipe. 

During experiments it was determined that inlet relative humidity of the flue gases plays an 

important role of the condensation heat transfer. 
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ABSTRACT 

The paper discusses heat and mass transfer apparatus with a rotating surface of various shapes (disk, cone, 

etc.) for the treatment of liquids for which the residence time in the high-temperature region is critical (fruit 

juices, pharmacological preparations, etc.). In addition, such devices make it possible to create compact 

energy-efficient systems, including devices for microgravity conditions. 

In most designs of such evaporators, the liquid is supplied to the centre of the rotating surface and spreads out 

in the form of a thin film under the action of centrifugal forces. The heating medium in most cases is steam, 

which condenses on the back side of the evaporation surface. In published theoretical papers, the heat transfer 

coefficient for evaporation and condensation is determined by the Nusselt model, in which gravitational 

acceleration is substituted with centrifugal.  

Experimental studies of heat transfer in the field of centrifugal forces showed that heat transfer coefficients 

may differ from those calculated by the laminar model by more than 50%. The paper explains this 

phenomenon and presents more accurate calculation methods, which take into account the possibility of a 

liquid film flowing into a turbulent mode. This allowed reducing the deviation of the theoretical model from 

the experimentally obtained results. 

The developed technique helps to choose the optimal design and operating parameters of distillation systems 

based on centrifugal devices for various purposes. 

Keywords: centrifugal forces, liquid film, condensation, evaporation 

1. TYPES OF CENTRIFUGAL EVAPORATORS  

To concentrate heat-sensitive liquids (juices, antibiotics, coffee, tea) it is necessary to 

minimize the contact time of the liquid with the heating surface. This is achieved in a centrifugal 

evaporator [1]. 

Figure 1 shows the design of the heat exchange surface in spinning cone column [2, 3]. It 

consists of a vertical succession of alternate rotating and stationary cones. Liquid flows as a film 

down the stationary cone, drains into the base of the rotating cone again as a film by the action of 

the centrifugal force. Gas flows up the column countercurrent to the flow of the liquid. Mass 

transfer from the liquid to the vapour phase in a spinning cone column takes place through the large 

surface area of the film (which may be less than 1 mm thick), and through the liquid spray in the 

regions between spinning and stationary cones. There may be several dozen cone sets (stages) in a 

commercial column. 

mailto:a.solomakha@kpi.ua
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Fig.1. A section through part of a spinning cone column [3] 

The Centritherm (CT) evaporator (Flavourtech, Griffith, Australia) is composed of multiple 

cones (1–12 depending on the evaporative capacity) that form a cone stack (Fig. 2) [4]. The 

centrifugal force of the rotating cones creates a thin layer and allows effective wettability of the heat 

exchange surface. As for a falling film evaporator, evaporation is based on indirect heat transfer 

between steam and the liquid to be concentrated: energy from condensing steam drives vapor from 

the product, thereby concentrating it. Moreover, concentration is carried out under vacuum. A feed 

tube distributes the product on the underside of the cone through a feed nozzle (Fig. 2). Steam 

enters the steam chamber and transfers heat to the product. The steam condensate leaves the steam 

chamber and the product concentrate is collected by a paring tube. It is claimed that the CT 

evaporator is able to concentrate dairy products to concentrations unachievable with conventional 

designs of evaporator while maintaining product functionality. It can process viscous products at 

low temperature (50 °C). Moreover, the extremely short residence time, claimed to be around one 

second by the manufacturer, ensures very low thermal impact on the product.  

 

Fig. 2. Operating principle of a single spinning cone evaporator [4] 

It is promising to use centrifugal force to create a system for water recovery in a life-support 

system in microgravity. The design of the vapor compressor vacuum distiller VCD (USA) is shown 
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in Fig. 3 [5]. The distillation unit rotates at 185 rpm to spread the incoming wastewater into a thin 

film from which water can evaporate easily at ambient temperature and reduced pressure. The water 

vapor is transferred to the outside of the drum through a compressor, where it condenses as clean 

water. The demister ensures that only vaporized water is drawn into the compressor by blocking any 

droplets of wastewater. 

 

Fig. 3. VCD distillation assembly schematic 

In [6‒8], the design and test results of a centrifugal multistage vacuum distiller (CMVD) are 

described. Evaporation occurs in a thin film (less than 0.02 mm) of a liquid (urine or a mixture of 

urine and water, etc.) inside a rotating rotor (Fig. 4). Condensation of the produced steam occurs on 

the outer surface. Fig. 4 shows the scheme of CMVD with three stages. CMVD has a sealed 

housing 1 in which a rotor 2 is placed rotatable through a sealed magnetic coupling. The rotor is 

divided by partitions into a series of distillation stages and a final condenser. The process solution 3 

is fed to the CMVD via channel 4, where it is distributed over the distillation stages. Solution by 

pitot-tube through channel 5 is fed into the system heater, from which (in an overheated state) 

through channel 6, it returns to the apparatus, where the superheating of the liquid is removed by 

self-evaporation. The resulting steam as a heating is used in the previous step. The evaporation of 

the last stage of evaporation condenses in the final condenser upon contact with the distillate cooled 

outside the apparatus. The cooled distillate enters the apparatus through channel 7, heats up and is 

again removed for cooling by the pitot-tube through channel 8. Excess condensate 9 formed in the 

apparatus is withdrawn by the pitot-tube to the consumer (into the storage tank) via channel 10. 

Vacuuming is carried out through channel 11. 

 

Fig. 4. Three-stage centrifugal multistage vacuum distiller 
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2. HEAT TRANSFER IN CENTRIFUGAL EVAPORATORS 

In most designs of such evaporators, the liquid is supplied to the centre of the rotating surface 

and spreads out in the form of a thin film under the action of centrifugal forces. The heating 

medium in most cases is steam, which condenses on the back side of the evaporation surface. In 

published theoretical papers, the heat transfer coefficient for evaporation and condensation is 

determined by the Nusselt model, in which gravitational acceleration is substituted with centrifugal. 

2.1. Condensation 

For the first time, the process of vapor condensation on a rotating surface was theoretically 

studied by Sparrow [9, 10]. Sparrow and Gregg [9] used a Karman’s variable transformation which 

was applied to the hydrodynamic problem solving for viscous liquid flow on the rotating disk in 

infinite space. Simultaneous coordinates transformation with accepted assumptions made it possible 

to reduce partial derivatives equations systems into a simple differential equation. For a number of 

Pr from 10
-3

, up to 10 numerical solutions were obtained for the following dimensionless 

complexes: 
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where h – heat transfer coefficient, W/(m
2
K); ν – kinematics viscosity of the liquid m

2
/s; ω – 

angular velocity rad/s; λ – coefficient of thermal conductivity W/(m·K); cp – specific heat, J/(kg·K); 

ΔT – temperature difference between a saturated vapour and wall temperature, K; r – latent heat, 

J/kg; Pr – Prandtl number. 

As shown in [1, 11, 12], this equation can be obtained from the Nusselt solution [13] for 

laminar film condensation, if in the Nusselt formula the gravitational acceleration is substituted with 

ω
2
R. 

Sparrow and Hartnett [10] made a theoretical analysis of the heat transfer at water film 

condensation on a rotating conic surface. When ω
2
R >> g sin φ (φ is the taper angle), the 

hydrodynamics of the film and the heat transfer in case of condensation on both the inner and outer 

surfaces will not differ from the case of flowing on a rotating disk. 

Nandapurkar and Beatty [14] performed experiments on a horizontal water-cooled rotating 

disk. The experiments were performed at condensation of  vapors of organic liquids such as spirits 

and refrigerants. The surface temperatures were measured at several points along the disk radius; 

the heat transfer coefficients for total surface were calculated on the basis of these experimental 

temperatures. The experimental data demonstrated heat transfer coefficients values of 25‒30% less 

in comparison with those predicted by the Sparrow and Greg [9] theory for laminar condensation on 

the rotation disk. Sparrow and Gregg [15], in a technical brief in February 1960, added the effect of 

vapor drag to their previous analysis of heat transfer and showed that the effect was quite small. It 

was claimed that the deviation between theory and experiment must be attributed to other causes. 

Heat transfer at water film condensation experiments and film flow parameters was also 

performed by Astafiev and Baklastov [16, 17]. The tests were performed on rotating horizontal 

disks with diameters of 80 and 105 mm. 

The heat transfer coefficients data were generalized by the equation: 

 ,)()(Pr38.1
215.025.0

GaKNu   (2) 

where: 

3

2
.

R
Ga

v
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In a dimensional form, the experimental data [16] were generalized by the equation 

 .18.1 43.0
3

25.0

ω
Tv

ρrλ
h 










  (3) 

where h – heat transfer coefficient, W/(m
2
K); ν – kinematics viscosity of the liquid m

2
/s; ω – 

angular velocity rad/s; λ – coefficient of thermal conductivity W/(m·K); ΔT – temperature 

difference, K; r – latent heat, J/kg; ρ – density, kg/m
3
. 

Butuzov and Rifert [11] presented the experimental data on the inversed downwards 

condensing rotating surface. The vapor steam condensation experiments were performed on a 

horizontal rotating copper disk with a diameter of 0.3 m. The experimental measurements were 

performed for the disk angular velocity changes within 10–224 radian/s at heat flux densities from 

20 up to 190 kW/m
2
.  

The experiments demonstrated that, at a constant disk angular velocity, the average heat 

transfer coefficient at condensation decreased with both heat flux and temperature drop increasing, 

so for these conditions h ~ ΔT
0.25

 which were typical of a condensate laminar film flow. At 

ω > 52 radian/s a condensate film flow, as well as the heat transfer coefficients, were determined 

mainly by centrifugal forces action and in this case a power index at ω was the same as in the 

Sparrow and Gregg equation [9]. 

Yanniotis and Kolokotsa [18] investigated experimentally heat transfer at water film 

condensation of the steam on the aluminum disk inversed downwards with a smooth surface. The 

experiments were conducted on the disk with a diameter of 30 cm and thickness of 10 mm. 

Experimental results show that the local heat transfer coefficient remains almost unchanged across 

the disk surface. It agreed with the Sparrow and Gregg theory [9]. 

The theoretical predictions of Sparrow and Gregg [9] were verified by other analytical and 

numerical studies [19-20] and used by other investigators as a basis for other studies [21‒22]. 
One can conclude that using theoretical predictions of Sparrow and Gregg [9] for the heat 

transfer coefficient during film condensation and its corresponding temperature difference will give 

satisfactory results. 

2.2. Evaporation  

In many works when calculating heat transfer during evaporation, the existence of a laminar 

film of liquid is assumed (similarly as for condensation) [23‒29]. 

The first studies that provided the formulas for calculating the heat transfer during 

evaporation of a liquid flowing along a rotating surface, were conducted by Bromley [30]. A well-

known dependence is obtained in the dimensionless form: 

 .Re47.1
3/1Nu  (4) 

Rahman and Faghri [31], using the well-known theoretical model of heat transfer for laminar 

condensation and evaporation of thin laminar films, obtained a dimensionless dependence: 

  
2 3* 1 3 2 3Rein in inNu Nu А E R R  . (5) 

Substituting in (5) 
* ,Nu h   

1 3
2 33 ,inA gR Re ,in u   

2 2 3 ,u R    2

inE R   

the dependence (4) is obtained (R – radial coordinate, m; δ – film thickness, m). 

However, when the liquid evaporates on the rotating surface, its amount may be 10‒100 times 

higher than the amount of condensate on the heating surface. For example, for CMVD the 

consumption in the hot circuit is 60‒80 kg/h (from the side of condensate up to 1.5 kg/h). As a 

result, the liquid films can have a value substantially greater than Re = 100, which corresponds to 

the turbulent flow of a liquid film [8]. 
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In most experimental studies of processes in a centrifugal evaporator, the overall heat transfer 

coefficient was measured [23‒28, 32, 33]. The heat transfer coefficient during evaporation was 

determined in only a few papers [26, 32, 34‒35].  

The first measurements of the coefficients of heat transfer during the evaporation and boiling 

of water and NaCl solutions were performed in [34‒35]. 

In the experiments [34] the temperature of the rotating surface was measured by 

thermocouples through a current collector. Only average heat flux could be measured in the 

experiments, it was not possible to evaluate experimentally the local (by the radius of the disk) heat 

transfer coefficient. 

Fig. 5 [34] shows the effect of feedwater flow G on the average heat transfer coefficient h. 

The main feature of these data is the absence of a laminar law of influence of G on h, which 

contradicts the models of a purely laminar film (h ~ Re
-1/3

).  

 

Fig. 5. Influence of the feedwater flow G on the heat transfer during the evaporation of the liquid 

film on a rotating disk at different rotation speeds ω: 1 ‒ ω = 21 rad/s; 2 ‒ ω = 52 rad/s;  

q = 6.6·10
4
 W/m

2
; 3 ‒ ω = 105 rad/s; q = 9.6·10

4
 W/m

2
 

This fact was noted in [12]. Using the two-layer model of a turbulent film [36], the author 

[12] presented a dependence for the average heat transfer during evaporation of a liquid film, which 

takes into account the effect of turbulence on a disk with a radius of R < Rcr (turbulent flow) and 

laminar flow with a radius of R > Rcr (traditional laminar theory). 

 

2 2 2 2

2 2

cr cr i
lam turb

R R R R
h h h

R R

 
  , (6) 

where Rcr – critical radius, m. 

The heat transfer coefficients measured by experiments [26‒27] during evaporation and 

condensation for water, solutions of NaCl and sugar solution differed both in the values of h (by 

15‒30%) and in the character of the effect of the fluid flow. The coefficient of heat transfer did not 

decrease with an increase in the fluid flow rate, which follows from the laminar theory, but tended 

to increase (Fig. 6). 
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Fig. 6. Effect of the feed flow rate on the overall heat transfer coefficient for water, 20% sugar 

solution and skimmilk in the Centritherm evaporator. Solid lines are experimental values while 

dashed lines are theoretical values. Evaporating temperature 60 ºC, rotating speed 146.6 rad/s, 

temperature difference 10 K 

In the paper [37], it was shown that even for small Re numbers there can be an effect of 

waves on the heat transfer coefficient. This leads to an increase in heat transfer compared with the 

laminar model. 

In [38, 39], an accurate method of checking heat transfer coefficient h with a gravitational 

flow was performed (Re = 1‒1000). As a result, it was obtained that already at Re = 1.6 there is a 

deviation of the experimental h from that calculated by the laminar model, and with further growth 

of Re, the degree of deviation increases (Fig. 7). At Re > 35 first indication for a transititon to 

turbulence appear. The authors gave corrections to the calculations heat transfer coefficient h for 

different values of the Re number. 

 

Fig. 7. Heat transfer for the limiting case of zero shear stress [39] 

 

For all experimental studies [26, 32, 34‒36], the Re number is more than 100. In this area, the 

Nusselt laminar model does not work. Thus, for a theoretical calculation of the evaporation process, 

it is necessary to study the turbulent flow of a liquid film. 



             CYSENI 2019, May 23-24, Kaunas, Lithuania 

             ISSN 1822-7554, www.cyseni.com 

 
 

 

IX-387 

3. CONCLUSIONS 

The heat transfer during condensation on a rotating surface is well studied. For most cases, the 

laminar model gives good accuracy. These equations can be obtained from the Nusselt solution for 

laminar film condensation, if in the Nusselt formula the gravitational acceleration is substituted with 

ω
2
R. 

To date, there is no satisfactory theoretical model for calculating the evaporation process on a 

rotating surface. For its formulation, first of all it is necessary to clarify the real effect of the Re 

number on the liquid film flow under the action of centrifugal forces. It is also important to pay 

attention to the question of justifying the criterion for the transition of a film on a rotating surface to 

a turbulent flow. 
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ABSTRACT 

The main aim of our study is to analyze elastic behavior of crystalline materials by simulating one of the 

elastic characteristics of crystalline material with body-centred cubic lattice – Poisson’s ratio of pure Iron. 

There is still no theory created using which scientists could simulate tensile experiment of crystalline 

materials without doing any experiment. In different computational methods, especially simulating some 

individual or complex deformational behavior of solid body, this ratio is taken as constant value obtained 

after the carrying out of natural experiments and calculating strains. However numerous experimental results 

allow us to presume that Poisson’s ratio taken as an average does not explain quantitatively strain and stress 

state at the point. The differences in finite element type influence also on the stresses and strains by von 

Mises. The modern validated softwares use different kind of finite elements adopted for structural and tasks’ 

variety and satisfy experimental results quite good. Nevertheless same finite elements used in statics or 

dynamics do not describe mechanisms and place of the material break down in cycling loading or in 

problems of aging. In this study Lattice Distortion Model (LDM) with the sphere of a unit radius is used for 

the featuring of lattices’ groups to simulate a Poisson’s ratio value of pure Iron as some evidence of physical 

reality in crystalline materials. After the lattices’ classification there were identified 6 lattices’ groups having 

the total attributes of 266 several lattices. Each group can interact with another group. Then it is possible to 

superpose 15 pairs of these interacting groups.  According this method, the lattices groups’ relaxation 

processes can also be simultaneously observed. The Bayesian equation of hypothetical probability as a proof 

of LDM was used to simulate the dynamics of superposed lattices. The hypothesis of so called random 

determinism has allowed us to create mechanisms of quantitative informational transfer from the transformed 

lattices. This model can be used for the systems with a different number of microstructural groups influenced 

by the similarities in a spatial orientation of lattices. Leading process such like the lattice groups relaxation, 

can be simulated according to a selected speed of deformation. 

Keywords: crystalline materials, Poisson’s ratio, Lattice Distortion Model, lattices’ groups, simulation 

1. LATTICE DISTORTION MODEL (LDM) 

1.1. Introduction and literature review 

There is still no theory created using which scientists could calculate the elastic characteristics 

of crystalline materials without doing any experiment. The method, used in our study, is completely 

new, nothing similar has been tried and mentioned in any scientific literature by other authors yet. 

Last decade Lattice Distortion Model (LDM) [2-3] has been created in order to find relations in 

complex cooperation of atomic systems located in microstructures with the randomly aligned 

atomic planes. The computational method essence is the deformational evolution of the set of 

lattices and their random cooperation with the neighbor systems in elastic and plastic states. In 

literature [4] grain scale polycrystal plasticity behaviour is analysed. Also, sources [6-7] describe 

possibility to use Lenard-John’s potential to find Bulk modulus of material. Formulas relating Bulk 

modulus with Young modulus enable us to calculate Young modulus of crystalline material by 

using Poisson’s ratio value simulated before and Lenard-John’s potential. In this study we analyze 

elastic behavior of crystalline materials with body-centred cubic lattices. At first, we simulate 

Poisson‘s ratio of pure Iron by the method of unit sphere. Then microstructure analysis of chosen 
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crystalline material with body-centred cubic lattice – 99% pure Iron is done. Finally, some 

assumptions and ideas for calculating Young modulus from Lenard-John’s potential are given. 

1.2. The Lattice Distortion Model (LDM) with unit sphere 

The Lattice Distortion Model (LDM) helps to find relations in complex cooperation of atomic 

systems located in microstructures with the randomly aligned atomic planes by describing atom-

atom interaction physical model which is related with initial atomic planes in material lattices. The 

idea of this method in our study is based on sphere of chosen crystalline material with radius equal 

to one. It is predicted that material lattices are located on that sphere homogeneously and 

symmetrically. The centre of first lattice is on point with coordinates (0; 0; 1). Others lattice’s 

centres coordinates can be calculated according to their centres vector angles ,   and  with 

central axis x, y and z of this sphere, increased by a given step. Models with more or less lattices on 

unit sphere are available (more fine or coarse models). Our model has 266 lattices of Iron with 

angles ,   and  with sphere’s central axis x, y and z (Figs. 1-2). These angles are equal to Iron 

lattice’s draft angles.  

The radius of this sphere is perpendicular to anyone body-centred cubic (BCC) lattice plane 

which is tangent to sphere’s outer face. It is possible to draw tangent plane for each point of the 

sphere. Plane equation at the point R0 could be expressed: 

 000 )()( zyyCxxCz yx  ,  (1) 

where  1222 zyx 221 yxz  is surface of this sphere equation,

0R

x
x

z
C




 and 

0R

y
y

z
C




  coefficients when the coordinates (x0, y0, z0) of point R0 is known. It is also possible to 

write normal axis, which intersects tangent plane at point R0, equation. When microstructure is 

deformed lattices deformations depend on their orientation angles ,   and  which now can be 

expressed: 

 ,arccos
i

rx  ,arccos
j

ry
  

k

rzarccos , (2) 

where i , j , k unit vectors of global coordinate system axis, r (rx, ry, rz) normal vector of sphere at 

the point R0.  

 

Fig. 1.  The scheme for undeformed and deformed lattice states  

Due to large number of lattices with different features in microstructure (angles with 

coordinate axis) it is necessary to find the principles of their recurrence. The recurrence of lattices is 

a result of sphere symmetry and can be used to classify these lattices into groups. After the lattices’ 

classification there were identified 19 groups with same angle absolute value according to angles 

with axis x, y and z.  
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Table 1. 19 groups of lattices 

Numbers of lattices (Fig. 1) x y z α β γ 
Part, 

% 

1, 266, 122, 134, 128, 140 0 0 1 90 90 0  

2, 14, 242, 254, 8, 20, 248, 260, 98, 

110, 146, 158, 104, 116, 152, 164,123, 

133, 135, 145, 127, 129, 139, 141 

0.333 0 0.943 70.53 90 19.47 

 

9.02 

 

3, 13 ,15 ,25, 243, 253, 255, 265, 7, 9, 

19, 21, 247, 249, 259, 261 
0.314 0.111 0.943 71.68 83.62 19.47 6.02 

4, 12, 24, 16, 244, 252, 264, 256, 6, 10, 

22, 18, 246, 250, 258, 262 
0.289 0.167 0.943 73.22 80.41 19.47 

6.02 

 

5, 11, 17, 23, 245, 251, 257, 263 0.236 0.236 0.943 76.37 76.37 19.47 3.01 

26, 38, 218, 230, 32, 44, 224, 236, 80, 

92, 176, 188, 

74, 86, 170, 182, 124, 132, 136, 144, 

126, 130, 138, 142 

0.5 0 0.866 60 90 30 9.02 

27, 37, 39, 49, 219, 229, 231, 241, 31, 

33, 43, 45, 223, 225, 235, 237 
0.471 0.167 0.866 61.87 80.41 30 6.02 

28, 36, 40, 48, 220, 228, 232, 240, 30, 

34, 42, 46, 222, 226, 234, 238 
0.433 0.25 0.866 64.34 75.52 30 6.02 

(29, 35, 41, 47, 221, 227, 233, 239) 0.354 0.354 0.866 69.30 69.30 30 3.01 

50, 62, 194, 206, 56, 68, 200, 212, 125, 

131, 137, 143 
0.707 0 0.707 45 90 45 4.51 

51, 61, 63, 73, 195, 205, 207, 217, 55, 

57, 67, 69, 199, 201, 211, 213 
0.667 0.236 0.707 48.19 76.37 45 6.02 

52, 60, 64, 72, 196, 204, 208, 216), 54, 

58, 66, 70, 198, 202, 210, 214 
0.612 0.354 0.707 52.24 69.30 45 6.02 

53, 59, 65, 71, 197, 203, 209, 215 0.5 0.5 0.707 60 60 45 3.01 

75, 85, 87, 97, 171, 181, 183, 193, 79, 

81, 91, 93, 175, 177, 187, 189 
0.816 0.289 0.5 35.26 73.22 60 6.02 

76, 84, 88, 96, 172, 180, 184, 192, 78, 

82, 90, 94, 174, 178, 186, 190 
0.75 0.433 0.5 41.41 64.34 60 6.02 

77, 83, 89, 95, 173, 179, 185, 191 0.612 0.612 0.5 52.24 52.24 60 3.01 

99, 109, 111, 121, 147, 157, 159, 169, 

103, 015, 115, 117, 151, 153, 163, 165 
0.889 0.314 0.333 27.27 71.68 70.53 6.02 

100, 108, 112, 120, 148, 156, 160, 168, 

102, 106, 114, 118, 150, 154, 162, 166 
0.816 0.471 0.333 35.26 61.87 70.53 6.02 

101,107, 113, 119, 149, 155, 161, 167 0.667 0.667 0.333 48.19 48.19 70.53 3.01 

All 266       100% 
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Fig. 2.  The sphere with unit radius and lattices location 

In case of tensile deformation analysis along x axis in plane xy and finally can identify 6 

groups of lattices according to the angles with z axis (Fig. 1-2, Table 1). 

Then each lattice’s group Poisson’s ratio can be calculated: 

 
xi

yi
i




  , (3) 

where  Cd xixixi ,,  and  yiyiyi d  ,  – longitudinal and transverse deformation, C  – coefficient of 

deformation intensity 2
11


C while  ‒ parameter which show one atom inertion to another 

according to the movement direction and depends on deformation level ( 10  ). The experimental 

measurement of longitudinal and transverse deformation in Poisson’s ratio experiment should be 

done according standard ISO 527 by using extensometers or tensoresistors glued. In our study 

deformations of the sphere were not measured, they were calculated in simulation by changing 

angles αxi, αyi with given step 0,002
o
 (Fig. 1). The increment of angles gives the change of 

longitudinal εxi and transverse εyi deformation according to the trigonometrical relations.  

Lattices interaction between each of 6 groups is possible. The simplest interaction model 

predicts that only pair of groups interacts. When each lattice can interact only with another one 

there are 15 possible pairs [1] of lattices. 

 15
)!(!

!





knk

n
C k

n ,  (4) 

where [1] n = 6 – number groups of lattices, k = 2 – number of interacting lattices. 

1.3. Simulating the Poisson’s ratio 

The value of Poisson’s ratio of each pair of groups interacting between can be found as 

average of individual Poisson’s ratio values of each group: 

 
2

,

ji

ji





 ,  (5) 

where i and j are numbers of interacting groups of lattices (according Fig. 1), i and j = 1…6 (i ≠ j). 

Simulated Iron Poisson’s ratio value is calculated as the average of sums of all peaks which 

can be seen during simulation (Fig. 2). In this study each group of lattices and overall material 

Poisson’s ratio has peaks which show possible relaxation process. According to this study results 

the Poisson ratio is different of each pair of lattices group and depends on their orientation in 
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microstructure. The materials Poisson’s ratio value given in literature is average value of all groups’ 

individual value. Simulated Iron Poisson’s ratio is equal to: 
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where n is the number of peaks, kmax  – Poisson‘s ratio value at the peak with number k.  Given [5] 

Poisson’s ratio value of Iron is 0.29.  

Constant Poisson’s ratio value in all material volume does not explain quantitatively strain 

and stress state at the point. There might be a reason that Poisson’s ratio value is different in the 

volume of microstructure as it was simulated in this study. Also, the same finite elements with 

constant Poisson’s ratio value used in statics or dynamics do not describe mechanisms and place of 

the material break down in cycling loading or in problems of aging [2, 3]. That may show that our 

theory with different Poisson’s ratio value of different groups of lattices could be close to real 

process acting in crystalline materials. 

In Fig. 3 lines with points show Poisson’s ratio values of each of 15 pairs of groups and thick 

line – average value of all groups in microstructure. Deformation interval is chosen elastic and start 

of plastic deformations. 

 

Fig. 3. Poisson’s ratio of each lattices’ group and average (solid line) 

According to the simulation results seen on Fig. 2 each pair of interacting lattice’s have 

different number of relaxation processes during this deformation processes. The influence of each 

pair of groups to final result can be evaluated in probabilistic analysis. 

2. PROBABILISTIC ANALYSIS 

Probability of deformation of each pair of group can be calculated by using Bayes equation: 
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Here Hi is the number of peaks of each pair of groups, H – the sum of all peaks, i  ‒ Poisson’ s 

ratio value of each pair of group during the first peak. Different number of peaks shows the 

different influence of each pair of group to final result. Probabilities of each pairs of groups are 

calculated and given in Table 2. 

 Table 2. Probabilities of each pair of lattices deformation 

No P(HWi) P(wi|Hi) P(Hi|wi) Δi, % 

1 0.07153 0.8376 0.07171 -0.25 

2 0.02003 0.8538 0.02047 -2.19 

3 0.19313 0.8196 0.18946 1.90 

4 0.11445 0.8339 0.11423 0.20 

5 0.15737 0.8577 0.16155 -2.66 

6 0.05007 0.8580 0.05142 -2.69 

7 0.03863 0.8194 0.03788 1.93 

8 0.04006 0.8308 0.03983 0.56 

9 0.05007 0.8458 0.05069 -1.23 

10 0.04292 0.8260 0.04243 1.14 

11 0.02861 0.8662 0.02966 -3.68 

12 0.08584 0.8262 0.08488 1.11 

13 0.04435 0.8271 0.04391 1.00 

14 0.03863 0.8010 0.03703 4.13 

15 0.02432 0.8541 0.02486 -2.23 

 

The relative errors Δi between probability of deformation P(Hi|wi) and probability of pair 

influence to final result is quite small, no larger than absoliute value of 4.13%. This may show that 

our model is accurate and realistic enough to real deformation processes of crystalline materials. In 

order to analyse simulation results some static tension experiments of Iron specimens were made. 

3. EXPERIMENT RESULTS 

Experiments give possibility to compare simulation results with real deformation of crystalline 

material. Static tension experiments of Iron specimen with dimensions: length 100 and 200 mm, 

width 18 and 37 mm, thickness 2 mm, were done. Each specimen dimensions and material 

properties found from experiment are given in Table 3, stress – strain curves in Fig. 4. Later, the 

microstructure of specimen was done. 

For the specimens’ preparation and tensile experiment implementation the standard ISO 6892-

84 (GOST 1497-84) was used. The equipment, used for tension experiment, is tension machine 

equipped with displacement transducer 1-WA/50MM-L connected via signal amplifier HBM 

Spider 8. The specimen is clamped into two grips of the machine. The speed of deformation is 

chosen the lowest, 1 mm/min. Measuring data were analyzed using software HBM Catman 4.5, data 

output frequency was 100 Hz. 
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Fig. 4. Tensile experiment stress – strain curves 

Table 3. Dimensions and mechanical properties of specimens tested 

Specimen 
t h L   Y u HV 

mm % MPa  

A1 2.0 17.85 100 38.6 24 142 190  

1703-

1725 
A2 2.0 17.85 100 35 25 146 193 

B1 2.0 37.15 200 29.8 26 148 191 

B2 2.0 37.05 200 29.3 26 143 188 

 

The results of tensile experiments presented in Table 3 show that selected and tested Iron 

specimens’ yield limit is about 145 MPa, ultimate strength about 191 MPa. The scale effect of 

specimen strength can be seen on comparison ultimate strength of L = 100 mm, h = 18 mm and 

L = 200 mm, h = 37 mm specimens. In Fig. 3, elastic limit is about 138 MPa when strain is 0.002 

and Young’s modulus of these specimens may be calculated from Hooke’s law  E  and in this 

work one has been assumed equal to 210 GPa. 

3.1. Microstructure of Iron specimen 

Microstructure of Iron specimen on deformation area is shown on Fig. 5. The microstructural 

analysis was performed using microscope Axio scope, A1 (Carl Zeiss). Different sizes and 

orientations of microcrystals in microstructure can be used to compare results with our model 

lattice’s group’s interactions mechanisms.  

 

Fig. 5. Microstructure of Iron specimen 
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In the microstructure shown in Fig. 5 we replace computational scheme with the grain groups 

used according to the assumptions and principles of this method based on the results presented in 

Fig. 3. On microstructure we have replaced 15 different groups calculated by Eq. 2. To cover all the 

area of microstructure we use random repetition of cooperation of these 15 groups. In the 

microstructure, an average size of microcrystal is about 20 µm: the largest is 50 µm, the smallest is 

about 10 µm. In the model, averaged diameters of the grains were not taken in to account because 

of strains that covers and eliminates all inequalities in real groups of microstructure for any basis of 

the length. According to this procedure, our model has allowed to use lattice’s deformation method 

as an explanation of physical transformations occurring inside the individual microstructure and the 

results are quite close to Poisson’s ratio of Iron [5]. 

3.2. Discussion 

Pressure acting on selected volume of individual microstructural component leads to 

volumetric deformation related with Bulk modulus of material presented in the equation below [6]: 

 
dV

dp
VK  .  (10) 

From the thermodynamic point of view at 0 K an entropy is invariant and contraction of the 

lattice is led by a change in potential energy 

 pdVdU  .  (11) 

It’s possible to write  

 
2

2

dV

Ud

dV

dp
   (12) 

and using Eq. 1  we get  

 
2

2

dV

Ud
VK  .  (13) 

For BCC lattice 2/3NaV  , where 2/3a  is the volume of one atom in the same lattice 

consisting of nine atoms, N = 9. Using Lenard-John’s potential we find a necessity to mention that 

at some interatomic distance  at absolute temperature (0 K) the potential is equal to the minimal 

value of total potential energy [8, 9]:  
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here  is the strength of potential energy equal 414 kJ/mol [7],  is a distance when 0)( U  and 

6/12r  is the distance at which the energy is minimal. In this case, it is possible to write 
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.  (15) 

Also, having simulated Poisson’s ratio and volumetric deformation it is possible to calculate 

Bulk modulus of a material in the case of quasistatic tensile experiment, where change in pressure is 

expressed as ep  3/1 , where e  is elastic limit of Iron when microstructure is strained in 

direction of x axis. Volumetric strain is ratio xVV )21(/  influenced by the lattice constant a.  

Volumetric deformation could be used in further examination to simulate Young modulus by 

the equation 
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From Eq. 14, we now can express Elastic modulus that is obtained using modelled value of 

Poisson’s ratio and strength of potential energy. The insights based on physics of solid and materials 

science will be used in further researches to simulate elastic limits of deformation and Young’s 

modulus in all the featured families of microstructural media.  

4. CONCLUSIONS 

Our study consists of two main parts. First part is dedicated to the simulation of elastic behaviour 

of Iron by the use Lattice Distortion Model and interaction of selected/grouped lattices in 

microstructure. In second part, the experimental procedure is explained. According to the simulation 

results of elastic behaviour in microstructures and tensile experiment done it is possible to notice:  

1. The lattice distortion model has been inserted in the microstructure aligned by the spatial 

angles taken from the tangent plane going at the point on the unit sphere. The simulated 

behaviour of crystalline materials gave quite accurate results. In the beginning, the model 

with 266 lattices located on sphere was transformed to fewer numbers of features using the 

inversion of symmetry. It allowed us to minimize the total number of features from 266 to 

6. Simulated Poisson’s ratio was obtained equal to 0.293 that is very close to real Poisson’s 

ratio of Iron – 0.29 [5].  

2. Simulated Poisson’s ratio value is different in all material volumetric elements. This could 

be used to explain quantitatively strain and stress state at the point and to share all possible 

natural phenomena as some evidence of physical reality in crystalline materials. 

Probabilistic analysis of deformation shows high probabilities of each lattices pair group’s 

simulated by chosen model.  

3. Volumetric straining and Bulk modulus obtained by the use simulated Poisson’s ratio of 

material has explained paths of physical relations with Lattice Distortion Model (LDM).  
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ABSTRACT 

Temperature measurements of objects with linear spectrum are important for studying of combustion and 

detonation processes. In this case the measuring device with high time response is needed. However, the 

most of such devices are non-portable or are very expensive. Photoemission pyrometer is a portable device 

with low cost and it can be used for measurements of the temperature with a high time response. The main 

problem of using photoemission pyrometer for temperature measurements of objects with the linear spectra is 

calibration of the pyrometer. In the present work, calibration  method of photoemission pyrometer by 

modeling of objects with the linear spectra are shown. This method was verified by a comparison of model 

calibration curve with the experimental curve, which was obtained by using bandpass filters and standard 

temperature lamp. 

Keywords: temperature measurements, linear spectra, photoemission pyrometer 

1. INTRODUCTION 

There are a lot of noninvasive ways to determine the temperature of objects with a linear 

spectrum [1]. Such as an absorption and an emission spectroscopy [2-4], a line reversal method [1, 

5], a spontaneous Rayleigh and Raman scattering [6, 7], a laser-induced fluorescence [6, 8-9] etc. 

All these methods have high time response. However, the most devices used in these methods are 

non-portable or have very high cost [1]. In cases when studying object can’t be moved into the 

laboratory, it can be a problem. A photoemission pyrometer is a portable device with low cost and it 

can be used for temperature measurements with high time response [10]. 

The photoemission analysis of radiation is based on the dependence of the energy of a 

photoelectron on the energy of a photon [10]. Based on this method, a measurement device with 

photomultiplier tube as a detector can be designed. Such device can be cheap and easily transported 

to a studying object. 

Like all existing pyrometers, the photoemission pyrometer usually is calibrated by using an 

absolute black body or a temperature lamp. However, such calibration can’t be used for temperature 

measurements of objects with a linear spectrum. It’s obvious, that proper standard must be found. In 

[11] it was shown, that the photoemission pyrometer in a case of continuous spectrum can be 

calibrated by modeling of a calibration curve. Thus, the aim of this paper is modeling of the 

calibration curve of photoemission pyrometer in the case of a linear spectrum. 

2. METHODOLOGY AND EXPERIMENTAL SETUP 

2.1. Calculation of pyrometer calibration 

In photoemission method the temperature is determined in the following way. The retarding 

field in the cathode chamber is created at the time of the negative half-period during modulation of 

the electron flux by rectangular pulses of a polarity negative relative to the photocathode. The 

process of measuring the temperature amounts to recording the two-level oscillogram U(t) of the 
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investigated process, when during one period the voltage across the modulating electrode 

(modulator) at first is equal to the voltage across the photocathode (Ur = 0) and then decreases 

(Ur < 0). From the ratio k of the levels of this signal (or modulation factor), the value of ki can be 

calculated in each period with number i. The aggregate of ratios of the level of the modulated signal 

k(T), which are obtained at different temperatures  T with respect to the standard temperature 

radiator, allows plotting the calibration curve of the instrument ( ) ( ) /ik T k n   , where n is the 

number of recorded periods. The dynamics of the temperature T(t) of the given process is 

determined from the calibration curve k(T) and function k(t) recorded in the investigated thermal 

process [12].  

To model such calibration curve, the folowing equation can be used [11]: 

     
              
    
    

         
    
    

     
                 (1) 

here I(λ,T) – Plank function; S0(λ) – spectral characteristic of a pyrometer, when Ur = 0; Sr(λ) – 

spectral characteristic of a pyrometer, when Ur < 0; (λmin , λmax) – spectral interval determined by 

spectral characteristic S0. 

In the case of objects with a linear spectrum Plank function can’t be used. Other function 

which describes a spectral dependence from temperature must be used. To check this assumption 

the next equation was used to model the calibration curve: 

     
                  
    
    

             
    
    

     
          (2) 

τ(λ) – transmission of a bandpass filter. 

2.2. Experimental setup 

To verify the model of the calibration curve the following experiments were performed. The 

bandpass filter (Fig. 1) was placed before the standard  tungsten lamp (temperature range – 1200-

2800 K) and the flow of radiation passed through the filter was registered by the pyrometer. The 

calibration curve of a pyrometer was obtained by changing the temperature on the lamp. The 

obtained experimental calibration curve was compared with the calculated one. 

 
Fig. 1. Scheme of the experimental setup. 1 – tungsten lamp, 2 – ammeter, 3 – lamp power 

supply, 4 – bandpass filter, 5 – light  guide, 6 – pyrometer, 7 – high voltage supply,  

8 – digital oscilloscope, 9 – PC 
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3. RESULTS AND DISCUSSION 

To check the possibility of modeling of the calibration curve, two bandpass filters with a 

different transmission were used (Fig. 2).  

 

                        (a)                                                                           (b) 

Fig. 2. Transmission of a bandpass filter “436” (a) and “455” (b) 

By using the equation (2), calibration curves were calculated and compared with the 

experimental ones (Fig. 3). 

 

                            (a)                                                                       (b) 

Fig. 3. Experimental and calculated calibration curves for a bandpass filter “436” (a)  

and “455” (b) 

In the case of using bandpass filter “436” a good match was obtained. Poor matching for 

bandpass filter “455” can be explaind by a low transmition, a line width and form of transmission 

line of filter.  

Most of calculation errors can be explaind by an inaccuracy of experimental data used in 

equation (2) such as spectral characteristics and transmission of bandpass filter. In previous work 

[13] it was shown that the position and slope of the calibration curve depend on accuracy of 

maximum of spectral characteristic determining. 

Also, to avoid experimental errors, an input end of light guide must be parallel to a bandpass 

filter and to the lamp tungsten filament. 
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4. CONCLUSIONS 

The calibration method of the photoemission pyrometer by modelling of objects with linear 

spectra was shown. This method was verified by comparison of the model calibration curve with the 

experimental curve. Based on results were got for filter “436”, it can be concluded that 

photoemission pyrometer can be used for temperature measurements of objects with line spectra. 

But still, this method of calibration must be verified on flames or other real objects. 
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ABSTRACT  

Airflow structure and its development in pipes at the initial stage is still uncertain and disputable. Due 

to the complexity and limited access different flow regimes has many peculiarities unrevealed. A 

complex system is presented in the research linking to analyse the flow fluctuations and dynamic 

features in a wide range of velocities that cover all flow regimes. An improved non-intrusive wave 

method is proposed to analyse fast processes. 

Ultrasonic anemometer as a mean to calculate air velocity values from sound propagation time in the 

channel enabled to measure highly fluctuating flows. Adapted in the test section of the aerodynamic 

test rig at initial flow stage it showed reliable and highly comparable results with another non-

intrusive method – laser Doppler velocimetry. It also provided comprehensive information about the 

changes in flow structure according instantaneous time of ultrasound transition. Local vortices 

identified in the flow may influence the low frequency fluctuations and the scatter in measurement 

results. Moreover, high frequency fluctuations found in the flow originated from the flow turbulence 

and the electronic or acoustic noise. Additionally made flow simulation revealed the boundary layer 

formation and flow recirculation in the cavities of placed ultrasonic transducers and their impact on 

ultrasound measurements. 

Keywords: ultrasonic measurement system, air flow, dynamic characteristics, wind tunnel, flow 

regimes  
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ABSTRACT 

In recent years, the discovery of graphene and its exceptional electrical, mechanical and optical properties 

initiated intense research on its applications to semiconductor devices. Silicon – graphene Schottky diode 

utilizes graphene charge mobility (2.5·10
5
 cm

2
V

-1
s

-1
) and transparency (over 90%) to increase diode 

sensitivity to wider wavelength intervals. In graphene there is almost no charge scattering, therefore all 

photogenerated charges reach potential barrier and enter semiconductor. In the present study, directly 

deposited silicon – graphene Schottky contact electrical characteristics were investigated. Graphene was 

directly synthesized on silicon substrate using plasma enhanced chemical vapour deposition. It was transfer-

less process. Diode ohmic contacts were made using electron beam evaporation. Graphene phase was 

confirmed using Raman spectroscopy and charge transfer mechanisms were investigated by measuring 

current – voltage dependence using picoammeter. Effective barrier heights and ideality factors were 

determined. It was observed that in formed structures for direct and reverse bias, occurring mechanisms were 

thermionic emission, tunneling and space-charge limited current. From dominating charge transfer 

mechanisms, it was deduced that a significant layer of insulator (possibly silicon dioxide) remained between 

graphene – silicon interface. The layer of insulator influenced I-V characteristics as well as charge transfer 

mechanisms to behave more like a metal-insulator-semiconductor (MIS) device. 

Keywords: graphene, Schottky diodes, charge transfer mechanisms, detectors, Raman spectroscopy 

1. INTRODUCTION 

Graphene, the two-dimensional hexagonal nanocrystal, consisting of sp
2
 hybridized carbon 

atoms, has many applications in solid state devices due to its phenomenal physical properties: large 

room temperature electron mobility 2.5·10
5
 cm

2
V

-1
s

-1
, Young’s modulus of 1 TPa, large thermal 

conductivity > 3000 WmK
-1

, optical absorption ~ 2.3%, ability to sustain high electric current 

densities and more [1]. Graphene does not have a band gap, therefore it is hardly applicable to 

integrated circuits, however there are a number of fields where graphene properties can be useful in 

enhancing device performance: high frequency transistors, logic transistors, photodetectors, optical 

modulators, mode-locked lasers, solar cells and flexible electronics where it could replace indium – 

tin oxide (ITO) due to its excellent transmittance (97.7%) and sheet ressistance lower than 30 Ω/sq 

[1], [2]. 

Silicon-graphene Schottky diodes are potential improvement to conventional Schottky barrier 

diodes due to negligible charge carrier scattering in high quality defect-free graphene. It has been 

demonstrated that it is possible to produce graphene Schottky IR photodiode with response larger 

than 1A/W [3]. However, the main problem is the production of high quality graphene on silicon: 

large area and uniform graphene films are usually grown by chemical vapour deposition (CVD) 

process on catalyst (such as copper, nickel, cobalt or other transition metal) films [4]. This method 

of growing graphene has main disadvantage that it requires transfer step which is complicated and 

cost-ineffective process. Moreover during transfer step it is not unusual to induce a significant 

mailto:Paulius.Dolmantas@ktu.edu
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amount of defects and chemical contamination. Therefore there is a large interest in producing 

graphene on silicon by transferless process. It is possible to produce graphene directly on silicon by 

CVD process but the quality of graphene often is lacking for application to semiconductor devices 

and strongly depends on deposition parameters: temperature, hydrocarbon pressure, hydrocarbon 

concentration, cooling rate [5], [6]. 

The aim of this work is to produce silicon-graphene Schottky diodes by using transferless 

chemical vapour deposition on silicon and to investigate its charge tranfer mechanisms by anlysing 

measured I-V characteristics. 

2. METHODOLOGY 

Graphene was grown directly on (100) silicon (resistivity 1–10 Ω·cm) by plasma enhanced 

chemical vapour deposition (PECVD) from the gas phase. Microwave plasma frequency ~ 

2.45 GHz. The reactive gases methane (CH4, purity 99.995%) and hydrogen (H2, purity 99.999%) 

were supplied to the camera. The temperature of the process – 850 
o
C, power of the plasma – 

1.2 kW and pressure of 2600 Pa. Silicon substrates were cleaned by treating them with hydrogen 

plasma for 15 minutes (hydrogen flow rate – 200 sccm, pressure – 20 mbar). In total there were 5 

graphene films produced on n and p type doped monocrystalline silicon substrates with different H2 

and CH4 gas fluxes and deposition times (Table 1). 

Table 1. Graphene film PECVD deposition parameters 

No. T, 
o
C P, kW 

H2, 

sccm 
CH4, 

sccm 
p, Pa t, min Si doping type 

1 850 1,2 150 50 2600 20 n 

2 850 1,2 170 30 2600 40 n 

3 850 1,2 150 50 2600 80 n 

4 850 1,2 170 30 2600 80 n 

5 850 1,2 170 30 2600 80 p 

 

Carbon films were investigated by using Raman scattering spectrometer (Raman microscope 

inVia (Renishaw)). Excitation wavelength – 532 nm, maximum laser power – 30 mW. Measurements 

were performed using 5% of maximum power. Charge coupled device (CCD) camera integration 

time – 10 s. Copper contacts on the top of the graphene film as well as aluminum contacts on the 

silicon were deposited using electron beam evaporation. I-V measurements were performed using 

Keithley 6487 picoammeter with two-wire setup. 

There are five main possible charge transfer mechanisms under forward bias in Schottky 

diodes: thermionic emission, electron tunneling, recombination in space-charge region, electron 

diffusion in depletion region and hole injection from metal to semiconductor. In metal (or graphene) 

and silicon devices charge transport is related to majority carriers (that is, electron for n type silicon 

substrates and holes for p type silicon substrates). No injection of the minor charge carrier (electron 

for p type substreate and hole for n type substrate) takes place. Dominant charge transfer 

mechanism in Schottky diodes is thermionic emission, but depending on the strength of the electric 

field, other mechanisms may also occur [7]. In the case of pure thermionic emission, majority 

current density Jn is expressed: 

 , (1) 

where JTE is saturation current density, A* = 112 A/(cm
2
·K

2
) – effective Richardson constant for 

thermionic emission [8], – barrier height in eV, V – voltage, q – electron charge, k – Boltzman 

n constant, T – absolute temperature. 
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Tunnelling in heavily doped semiconductors or at low temperatures is significant. However, 

exact analytical expressions are complicated due to barrier width dependence on energy. The most 

often used expression takes into account thermionic emission as well as tunnelling: 

 , 
(2)

 

where J0 is saturation current density, η – ideality factor. When thermionic emission is dominant, η is 

close to 1. At lower temperatures η is much bigger than 1 and tunnelling occurs. Parameter η also can 

indicate if recombination current is present if η = 2. Electron diffusion has similar expression for current 

density as equation (1), but in this case saturation current density is independent of temperature [7]. 

During production of Schottky diodes in metal-silicon interface there is possibility of having a 

natural insulating silicon dioxide layer. This layer of insulator may introduce a range of other 

current transport mechanisms which are present in dielectric materials, shown in Table 2. 

Table 2. Charge transport mechanisms in insulators [8] 

Process I-V dependence 

Tunneling 
 

Thermionic emission 
 

Poole-Frenkel emission 
 

Ohmic conductivity 
 

Space-charge limited current in mobility regime (Mott-Gurtney law)  
Space-charge limited current in velocity saturation regime   

Space-charge limited current in ballistic regime (Child – Langmuir law)  

Ideality factor is calculated by using following expression: 

  (3) 

and effective barrier height: 

 , (4) 

where I0 is saturation current, S = 0.2 mm
2 

is diode contact area. It was supposed that mechanism is 

present in given voltage range if corresponding linear fitting correlation coefficient was at least 95%. 

3. RESULTS AND DISCUSSION 

3.1. Raman spectroscopy 

After plasma enhanced chemical vapour deposition on silicon, carbon containing films were 

investigated using Raman spectroscopy. In Fig. 1 graphene phase is confirmed by characteristic 

collection of D ~ 1350 cm
-1

, G ~ 1583 cm
-1

, 2D ~ 2700 cm
-1

 and D + D’ ~ 2940 cm
-1

 peaks. D peak. 

is due to sp
2
 hybridized carbon “breathing” mode in rings, while G peak is due to sp

2
 hybridized 

carbon stretching vibrations [9]. 2D peak is first overtone of D peak and is always observed in 

graphene [10]. This spectrum indicates that graphene is present on silicon substrate and has defects 

due to D peak presence [10]. 
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Fig. 1. Raman spectrum of typical graphene film on silicon deposited using PECVD (sample No. 3) 

3.2. Charge transfer mechanisms in silicon-graphene structures 

After investigation of diode No. 1 I-V characteristics it was obtained that under the forward 

bias, two charge transfer mechanisms are present: 0–3 V thermionic emission and 3–10 V – 

tunneling (Fig. 2 a) and b)). Under reverse bias, it appears that I-V characteristic has three linear 

regions (Fig. 2 c)). It seems that under low reverse voltages, (0–3 V red line) ohmic conduction is 

present. When the voltage increases to about 8.2 V space-charge limited current kicks in (green 

line) (velocity saturation). The origin of third blue line is not clear (8.2–9 V). It could be the same 

space-charge limited current if a “soft” breakdown occurred at about 8.2 V. 
 

       

 

Fig. 2. I-V characteristics of diode No. 1: a) thermionic emission, b) tunneling, c) ohmic conduction 

and space-charge limited current 
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In diode No. 2 (Fig. 3 a)) under forward bias from 0 to 2.4 V, I-V characteristic is well 

described by Mott-Gurtney law (space-charge limited current under mobility regime) [7]. It seems 

that the thermionic emission in dielectric materials occurs with increase of the voltage (Fig. 3 b)). 

      

Fig. 3. Diode No. 2 under forward bias: a) space-charge limited current b) thermionic emission 

Under reverse bias, when voltage is in 0–4 V range (Fig. 4 a)), experimental results are well 

described by space charge limited current (mobility regime) and when voltage reaches 4.2–5.2 V 

range it appears that tunneling is predominant mechanism (Fig. 4 b)). 

      

Fig. 4. Diode No. 2 (measured by using reverse bias): a) space-charge limited current b) tunneling 

      
Fig. 5. Diode No. 3 under forward bias: a) ohmic conduction b) thermionic emission 

Charge transfer mechanisms in diode No. 3 while using forward bias are presented in Fig. 5. 

At 0–5.4 V voltages range ohmic conduction occurs (Fig. 5 a)). As the voltage enters 5.4–10 V 
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interval, I-V characteristic is better described as thermionic emission (Fig. 5 b)). Under reverse bias 

(Fig. 6), it is evident that from 0–4 V space-charge limited current occurs (mobility regime) 

(Fig. 6 a)) and from 4.2–5.2 V tunneling occurs (Fig. 6 b)). 

      

Fig. 6. Diode No. 3 under reverse bias: a) space-charge limited current b) tunneling 

Diode No. 4 I-V characteristics are summarized in Fig. 7. This characteristic seems to have 

two linear dependencies on voltage: two under forward bias (circles) and two under reverse bias 

(squares). It appears that from 0 to 1.2 V under forward bias and from 0 to 1.8 V under reverse bias 

ohmic conduction occurs. When the voltage increases from 1.2 to 7.4 V under forward bias and 

from 1.8 to 8 V under reverse bias, space-charge limited current occurs (velocity saturation regime).  

 

Fig. 7. Diode No. 4 under reverse and forward bias: ohmic conduction (red and blue lines) and 

space-charge limited current (green and black lines) 

For diode No. 5, charge transfer mechanisms in the case of the forward bias are represented in 

Fig. 8. It appears than in this case, in 0–5.3 V voltages range thermionic emission in dielectrics is 

predominant mechanism (a) and in 5.3–10 V voltages range space-charge limited current kicks in 

(Mott – Gurtney law) (b).  

In the case of the reverse bias, when voltage is small (0–2.8 V), thermionic emission in 

dielectric is observed. There is “light” breakdown at 1 V which results a step increase in current, 

also (Fig. 9 a)). Tunnelling occurs at voltages range 2.8–7.8 V (Fig. 9 b)).  
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Fig. 8. Diode No. 5 under forward bias: a) thermionic emission b) space-charge limited current 

      

Fig. 9. Diode No. 5 under reverse bias: a) thermionic emission b) tunneling 

Ideality factors and effective barrier heights were calculated using equations (3) and (4). Short 

summary of results and calculated values represented in Table 3. 

Table 3. Effective barrier heights, ideality factors and predominant mechanisms of  

graphene - silicon structures 

Diode  

no. 

Effective barrier 

height, eV 

Ideality 

factor 
Predominant mechanism 

1 0.69 31.5 

Forward bias: 0–3 V thermionic emission (dielectric), 3–10 V tunneling. 

Reverse bias: 0–3 V ohmic conduction,  3–9 V space-charge limited current 

(velocity saturation). 

2 0.68 5.58 

Forward bias: 0–2.45 V  space-charge limited current 

 (Mott – Gurtney law), 2.4–3.2 V  thermionic emission (dielectric). 

Reverse bias: 0–2.6 V  thermionic emission (Schottky barrier),  

2.6–7 V tunneling. 

3 0.55 27.6 

Forward bias: 0–5.4 V  ohmic conduction 5.4–10 thermionic emission (dielectric). 

Reverse bias: 0–4.2 V space-charge limited current 

(Mott – Gurtney law), 4.2–5.2 V tunneling. 

4 0.54 23.72 

Forward bias: 0–1.2 V  ohmic conduction,   

1.2–7.4 V  space-charge limited current (velocity saturation). 

Reverse bias: 0–1.8 V  ohmic conduction,  

1.8–8 V –  space-charge limited current (velocity saturation). 

5 0.61 30.67 

Forward bias: 0.2–5.3 V –  thermionic emission (dielectric),  

5.3–10 V  space-charge limited current (Mott – Gurtney law) 

Reverse bias: 0–2.8 V  thermionic emission (dielectric),  

2.8–7.8 V – tunneling. 
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It can be seen in Table 3, that effective barrier height of the diodes was in 0.54–0.69 eV range. 

Large ideality factors in 5.58–31.5 range were observed.  

4. CONCLUSIONS 

As seen from Table 3, effective barrier height ranges from 0.54 eV to 0.69 eV. These values 

are rather close to values obtained by other authors [8], however barrier heigh largely depends on 

number of graphene layers, growth methods as well as substrate type and doping concentrations. In 

present work used n type silicon substrate doping concentration is in between 0.45·10
15

–5·10
15

 cm
-3

 

(for p type silicon, doping concentration is in between 1.4·10
15

–15·10
15

 cm
-3

). The barrier heights 

are close to values obtained by S. Tongay, M. Lemaitre et. al.: at 2–6·10
15

 cm
-3

 substrate doping 

concentrations, barrier height was 0.86 eV [11]. However, the ideality factors obtained in this work 

are 10–15 times larger than presented in A. Bartolomeo review [8]. This rather large difference 

could be explained by the following argument. As seen from Table 3 most thermionic emissions 

observed are of the from ~exp(V
1/2

) which describes thermionic emission in dielectrics. This 

expression differs from standard thermionic emission in metal-semiconductor Schottky diodes (of 

form ~exp(V)). Moreover, another frequently observed mechanism was space-charge limited 

current which often occurs in dielectrics. Therefore, ideality factor difference and I-V characteristic 

deviation from typical diode thermionic emission could be explained that in formed semiconductor 

structures, between silicon and graphene there was natural SiO2 layer which had big enough 

thickness to distort I-V characteristics. The diode then behaves more like a metal-dielectric-

semiconductor (MIS) structure which typically has lower forward currents, smaller barrier heights 

and larger ideality factors [7]. More work should be done regarding transferless graphene deposition 

on silicon to assure that no significant layer of dielectric is present at the graphene-silicon interface. 

ACKNOWLEDGEMENTS 

Support of the European Space Agency should be acknowledged. Authors would like to thank 

R. Gudaitis and A. Vasiliauskas (both from Institute of Materials Science of Kaunas University of 

Technology) for help with samples fabrication.  

REFERENCES 

[1] K. S. Novoselov, V. I. Fal′ko, L. Colombo, P. R. Gellert, M. G. Schwab, and K. Kim, “A 

roadmap for graphene,” Nature, vol. 490, No. 7419, pp. 192–200, Oct. 2012. 

[2] E. P. Randviir, D. A. C. Brownson, and C. E. Banks, “A decade of graphene research: 

Production, applications and outlook,” Materials Today. 2014. 

[3] C.-H. Liu, Y.-C. Chang, T. B. Norris, and Z. Zhong, “Graphene photodetectors with ultra-

broadband and high responsivity at room temperature,” Nat. Nanotechnol., Vol. 9, No. 4, 

pp. 273–278, Apr. 2014. 

[4] C. M. Seah, S. P. Chai, and A. R. Mohamed, “Mechanisms of graphene growth by chemical 

vapour deposition on transition metals,” Carbon. 2014. 

[5] A. Reina and J. Kong, “Graphene growth by CVD methods,” in Graphene Nanoelectronics: 

From Materials to Circuits, 2012. 

[6] L. Tai, D. Zhu, X. Liu, T. Yang, L. Wang, R. Wang, S. Jiang, Z. Chen, Z. Xu, and X. Li, 

“Direct Growth of Graphene on Silicon by Metal-Free Chemical Vapor Deposition,” Nano-

Micro Lett., 2018. 

[7] S. M. Sze and K. K. Ng, Physics of Semiconductor Devices, 3rd ed. Hoboken, NJ, USA: John 

Wiley & Sons, Inc., 2006. 

[8] A. Di Bartolomeo, “Graphene Schottky diodes: An experimental review of the rectifying 



             CYSENI 2019, May 23-24, Kaunas, Lithuania 

             ISSN 1822-7554, www.cyseni.com 

 
 

 

X-412 

graphene/semiconductor heterojunction,” Phys. Rep., Vol. 606, p. 1–58a, 2016. 

[9] A. C. Ferrari, “Raman spectroscopy of graphene and graphite: Disorder, electron-phonon 

coupling, doping and nonadiabatic effects,” Solid State Commun., Vol. 143, No. 1–2, pp. 47–

57, 2007. 

[10] A. C. Ferrari and D. M. Basko, “Raman spectroscopy as a versatile tool for studying the 

properties of graphene,” Nat. Nanotechnol., Vol. 8, No. 4, pp. 235–246, 2013. 

[11] S. Tongay, M. Lemaitre, X. Miao, B. Gila, B. R. Appleton, and A. F. Hebard, “Rectification 

at Graphene-Semiconductor Interfaces: Zero-Gap Semiconductor-Based Diodes,” Phys. Rev. 

X, Vol. 2, No. 1, p. 011002, Jan. 2012. 

 



             CYSENI 2019, May 23-24, Kaunas, Lithuania 

             ISSN 1822-7554, www.cyseni.com 

 

 
 

X-413 

AN EXPERIMENTAL STUDY OF ELECTROMAGNETICALLY EXCITED 

LIQUID METAL SURFACE WAVES  

A. Gaile, A. Bojarevičs, M. Milgrāvis, V. Geža 

University of Latvia 

Raiņa bulvāris 19, LV-1586 Rīga – Latvia 

Email: antra.gaile@lu.lv 

 
ABSTRACT  

The understanding of liquid metal surface waves is beneficial for both their prevention and generation. In 

various purifying processes the generation of surface waves can enhance the effectiveness of impurity 

removal by increasing free surface through which the impurities can escape. One of such potential 

application is Silicon refinement. 

A contactless, electromagnetic approach is proposed for the excitation of the surface waves for electrically 

conductive materials. This paper describes an experimental study of a table-top model using GaInSn alloy. 

Surface waves were generated by an alternating magnetic field, produced using a Bitter coil. Additional 

scaling possibility was investigated by externally applied static magnetic field. Cases are compared both 

quantitatively by analysing acquired photos and qualitatively by determining the wavelength. Both invasive 

(UDV) and non-invasive measurement techniques were used to characterize the achieved waves. 

Experiments demonstrate the possibility to use electromagnetic approach in order to excite intense surface 

waves. At the same intensity of the alternating magnetic field, the wave patterns. obtained using only a Bitter 

coil were significantly different from those created by simultaneously applying external static magnetic field. 

When the static magnetic field is applied, the waves can be excited at much lower alternating field intensity. 

External static magnetic field leads to power saving for AC field generation. Results demonstrate the 

potential to scale the technology to industrial size with the aim to increase free surface. 

Keywords: electromagnetic field, Galinstan, liquid metal, silicon refinement, surface waves  

1. INTRODUCTION 

Nowadays the quest to find an alternative energy source to the fossil fuel is still going on. It is 

motivated by the predictions that fossil fuel is running out and by the concern about the 

accumulation of greenhouse gases. A desirable alternative is a green power source and more 

importantly renewable, such as solar, hydro or geothermal energy. 

One of the most perspective energy sources is solar energy. Solar panel and battery industry is 

rapidly developing and seeking for a more efficient product and cheaper production. A common 

material for both photovoltaic and electronics industry, including solar cells, is silicon, but to 

enhance the efficiency it must be of high purity – solar grade (SoG-Si). It is both time consuming 

and expensive to achieve this, therefore cheaper alternatives have been investigated, for example, 

upgraded metallurgical grade silicon (UMG-Si). Various methods of refinement have been 

developed to enhance purity [5]. Most of the processes can be sped up by increasing the surface 

area, more precisely, the surface – volume ratio, through which the impurities can escape.  

We propose a method that increases the surface area by exciting surface waves, with a 

contactless electromagnetic approach, that uses an alternating magnetic field. Since chemical purity 

is important, the contactless approach is beneficial. Theoretical and experimental studies about 

electromagnetically excited surface waves have been already presented, but not with similar 

aim [1]. The use of alternating magnetic fields is common in metallurgy for manipulating the liquid 

metal, for example, to pump, stir and heat the melt. The alternating magnetic field induces electric 

currents that interact with the field creating electromagnetic forces. The forces both deform the free 

surface and create stirring in the bulk.  
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To show that the proposed method shall work, let us assume that the external electric field is 

negligible, the Lorentz force density   then can be written as [2]: 

              (1) 

where   – is the current density,   – external magnetic field density. If an alternating magnetic field 

is applied, both the induced current and magnetic field density can be described using periodic 

functions, thus creating: 

              
   

 

 
     

             (2) 

where   – electric conductivity,   – frequency of alternating field,   – the radius of the container, 

   – magnetic field amplitude,     – normal,   – time. It can be seen that the force is alternating in 

time with twice the frequency of the external magnetic field and is proportional to the square of 

magnetic field amplitude. 

Moreover, we propose to investigate the possibility of scaling this method by using a 

superposition of alternating and a permanent magnetic field. Letting the permanent magnetic field 

be greater than the alternating, the force density can be written as: 

           
                                           (3) 

where     – is the magnitude of the permanent magnetic field that is parallel to the alternating 

magnetic field. This rough estimate shows that in the case with an applied permanent magnetic field 

the force density oscillates in the same frequency as the alternating field, yet the amplitude is 

supposed to be bigger. 

2. EXPERIMENTAL APPARATUS 

The following table-top model was created in order to investigate electromagnetically excited 

surface waves in electrically conductive materials. We used GaInSn alloy, also known as Galinstan. 

It is a eutectic mixture consisting of 68% gallium (Ga), 22% indium (In) and 10% tin (Sn). 

Galinstan was chosen due to its desired physical properties – it is liquid at room temperature, 

melting point is around +10 °C and is of low toxicity and low reactivity [3]. 

 

 

Fig. 1. The Bitter coil used for the creation of the alternating magnetic field. (a) the copper plates 

and the outer shell of the cooling system is demonstrated, (b) a thermal picture of the coil (I = 50 A) 

without the water cooling  
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To demonstrate the surface waves of various intensities and the possibility of scaling of the 

technology both alternating and static magnetic field sources are necessary. We used 50 Hz 

frequency for the alternating magnetic field. To demonstrate the effect of scaling, we chose 

crucibles that have dimensionless frequency close to 1 and greater than 3. Alternating magnetic 

field source had to be compact as static magnetic field source was built around it. Therefore, the 

alternating magnetic field source was created using a Bitter coil principle. This concept provides 

denser windings with minimum diameter, therefore a stronger magnetic field is achieved if 

compared to a regular solenoid. The coil consists of 61 circular copper rings of 130 mm inner 

diameter, 154 mm – outer, and 2 mm – height, see Fig. 1. The coil is held together using eight 

threaded rods, cooled by maintaining running water over the outside wall. Over the time of the 

experimental series, electric current strength up to 600 A was used to generate the magnetic field of 

the strength above 200 mT in the centre of the coil. 

The static magnetic field was achieved using a unique permanent magnet system that consists 

of 192 pieces of magnets. The system is based on Halbach permanent magnet principle. The system 

has a toroidal shape, the magnets are assembled in layers to create a strong magnetic field along its 

central axis. The magnet system is placed around the Bitter coil, so the magnetic fields are parallel, 

see Fig. 2 for the scheme of apparatus. 

 

 

Fig. 2. Apparatus scheme, (a) – liquid metal container, (b) – Bitter coil, (c) – permanent magnet 

system, the cooling system is not shown 

During the experiments the surface was filmed and photographed from above at a slight 

angle, no greater than 10°, image analysing was performed using ImageJ [4] – image processing 

program – to measure the characteristic wavelength. Mean velocity measurements were gathered 

using Doppler ultrasound velocimetry (UDV), performed firstly from above, but later on from 

below so not to perturb/ invade the flow. Laser sensor was tested for measuring surface profile, yet 

it was found that the laser could be used only to measure the height of the meniscus, not to map its 

profile. Therefore, an invasive method of using calibrated needles was used to measure the surface 

profile. 

3. RESULTS AND DISCUSSION 

Prior to the main experimental series, the impact of the container form on the results had been 

tested. Experiments showed that in both slightly conical and cylindrical containers the surface 

deformations are similar and vary only slightly. Further described experiments are for a cylindrical 

shaped container          , liquid metal level         henceforth referred as 10 cm 

container and          , liquid metal level         henceforth referred as 6 cm container. 
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In the following experiments the container was adjusted in a way that the liquid metal surface was 

positioned in the middle of the coil where the magnetic field is the strongest.  

 

 

Fig. 3. The evolution of waves for a 10 cm container, the magnetic field strength in the centre of the 

surface is shown for comparison (a) 26 mT, (b) 35 mT, (c) 48 mT, (d) 16 mT with applied external 

magnetic field, (e) 27 mT with applied external magnetic field, (f) 40 mT with applied external 

magnetic field 

In this study, we compare low magnetic field region, when the alternating magnetic field 

strength in the centre of the coil is in the range from 20 to 50 mT, the alternating magnetic field has 

a frequency of 50 Hz. This region was chosen with the aim to show the possibility of scaling – to 

increase the size while maintaining the energy consumption at the same level.  

First, let us discuss the results for 10 cm crucible with a dimensionless frequency 

approximately 3. In Fig. 3. qualitative differences can be seen for the 10 cm container. An increase 

of the alternating magnetic field strength, with no static field applied, leads to more intense flows in 

the bulk, thus creating a convex meniscus. Velocity measurements can be seen in Fig. 4. If the 

magnetic field strength is increased, an increase in velocity is observed. The asymmetry of the 

measured vortexes most probably is due to the turbulence and therefore a loss of echo.  

Meniscus height measurements in the centre of the container give only partial information 

about the surface deformation, therefore measuring needles were used to map the profile over the 

radius of the crucible. It showed up to 5.0 ± 0.2 m height difference for the 48 mT case. For the 

10 cm container, the meniscus appears quite soon, it starts to form before 30 mT and is well defined 

at 50 mT. The small waves cannot climb the height difference and the plateau of meniscus lack 

small waves but have additional movement created from the movement in the bulk. The needle 

method’s precision was not enough to determine the amplitude of the small waves, but by analysing 

the photos wavelength was measured. The size of the observed surface wave wavelength ranges 

from 2.36 ± 0.32 to 2.71 ± 0.21 mm.  
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Fig. 4. Velocity profiles from UDV measurements for the 10 cm crucible without additionally 

applied static magnetic field 

In the bottom row of Fig. 3 static magnetic field has been applied. The flow in the bulk is 

almost totally suppressed, no UDV measurements could be taken and the meniscus is not forming at 

the investigated alternating magnetic field values. The waves generated are larger (approximately 

6.51 ± 0.42 mm for all three cases) and more intense, they are creating a more rigid pattern. The 

waves were observed steeper, thus their amplitude was larger than in the situation without external 

magnetic field. The lighting in Fig. 3 e clearly highlights curling around the edge of the container 

that was not observed previously without the static magnetic field. 

Second, let us discuss the results for 6 cm crucible with a dimensionless frequency 

approximately 1. A similar situation can be seen in Fig 5, where the evolution of waves for a 6 cm 

container is shown. The meniscus is not present even at the largest field value presented, indicating 

that the flow in the bulk is not as intense, thus no velocity measurements could be done. The 

wavelength when no static field is applied is approximately 3.50 ± 0.33 mm for the investigated 

regimes. If compared to the 10 cm container (Fig. 3 (a)-(c)) the wavelength is greater, and waves 

are more regular, concentric. 

If the static magnetic field is applied, the waves break concentric symmetry and create more 

complex patterns. Like for the 10 cm container, the wavelength increases, it is in the range of 

5.41 ± 0.23 to 6.0 ± 0.41 mm. The curling around the edge is not yet fully observable and will 

appear only at greater magnetic field strength that is not discussed in this study. 

The static magnetic field was applied in order to study the possibility of scaling, and the 

results show that the addition of a permanent magnetic field significantly changes the wave pattern, 

especially at higher alternating magnetic field strength. The waves lose the concentricity faster. For 

10 cm container and static magnetic field, they are concentric up to 8 mT, and further on become 

more irregular. For the 6 cm crucible the wave pattern longer stays concentric when no static field is 

applied, but when the permanent magnetic field is applied, wave concentricity is lost at 

approximately 16 mT. By increasing the alternating magnetic field strength the wave pattern 

evolves from concentric to irregular, then becoming so intense to expel small droplets out of the 

surface. 

Both containers showcase greater waves when a static magnetic field is applied, leading to 

acknowledgeable power saving that is desired in the production process. First and foremost, the 

power saving is achieved due to the permanent magnetic field being created by a magnet system 
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that does not need electricity for operation. For an effective refinement process, both wavelength 

and amplitude are of matter. In this study, we have only visually estimated the wave height 

(amplitude) and can qualitatively say that it increases when the alternating magnetic field is 

increased and that it is greater when the static field is applied. 

 

 

Fig. 5. The evolution of waves for a 6 cm container, the magnetic field strength in the centre of the 

surface is shown for comparison (a) 26 mT, (b) 35 mT, (c) 48 mT, (d) 17 mT with applied external 

magnetic field, (e) 28 mT with applied external magnetic field, (f) 45 mT with applied external 

magnetic field 

For the 6 cm crucible similar, well-developed concentric wave patterns and amplitudes were 

observed when the alternating magnetic field strength was 8 mT, but if a static magnetic field was 

applied, the waves were observable at 4 mT. Using a simple formula to calculate the power 

     , where   – the current and   – the resistance, this would mean that the coil’s power 

consumption can be reduced at least four times, because the magnetic field is proportional to the 

applied current.  

Firstly, the amplitude of waves without the applied magnetic field was significantly smaller 

than the other case, it was barely visible with a naked eye, secondly, the wavelength was 

2.50 ± 0.27 mm when no static magnetic field was applied, and approximately 4.64 ± 0.25 mm with 

the static field. Thus, the static field case has fewer but greater waves. Yet it is only an estimation 

and further studies will investigate the amplitude of waves in more detail. 

4. CONCLUDING REMARKS 

As the results have shown, the aforementioned table-top model demonstrates the possibility of 

exciting surface waves electromagnetically. Various wave patterns can be achieved by an 

alternating magnetic field or adding a static magnetic field. The wavelength of the generated waves 

can be increased to some extent when the static magnetic field is applied. Moreover, the external 
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static magnetic field leads to power saving for AC field generation because longer wavelength 

waves are generated. Results demonstrate the potential to scale technology to the industrial size, but 

further experiments must be performed. 
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ABSTRACT 

Organic-inorganic perovskites (OIPs) are promising photovoltaic materials due to the simplicity of synthesis 

technique and attractive physical properties. It is known that the power conversion efficiency of solar cells 

with an OIP photoabsorbing layer has recently reached approximately 23%. Unfortunately, OIPs easily 

degrade under influence of heat, moisture, oxygen and light soaking. Encapsulation of OIP layers to protect 

them against moisture and oxygen is necessary, which hampers to use traditional methods of analysis such as 

electron and probe microscopy, energy-dispersive X-ray analysis, X-ray photoelectron spectroscopy, X-ray 

diffraction, etc. As a result, significant difficulties in determination of photodegradation mechanisms arise, 

so, we are forced to look for other techniques of highly informative nondestructive analysis of such 

structures. For studying photoinduced processes in OIP layers, we applied confocal spectrometer, which 

allowed to use a laser beam (i) as a source of optical radiation causing photodegradation; (ii) for the local 

analysis of changes in the structure of the area exposed to optical radiation using Raman and 

photoluminescence (PL) spectra; (iii) for local measurement of solar cell parameters (short circuit current, 

open circuit voltage). The presence of a 3D piezoelectric scanner enables one to do the mapping of spectral 

and photoelectric parameters, which is important for establishing the homogeneity of the objects under study. 

The proposed approach allows obtaining information on the phase composition and spectrum of electronic 

states (from the Raman and PL spectra), as well as on the dynamics of charge carriers. By recording PL and 

Raman spectra, short circuit current and open circuit voltage under laser beam illumination, one can observe 

the evolution of the system in the online mode, which gives information regard to processes occurring in the 

OIPs when they are illuminated. 

Keywords: confocal spectrometer, nondestructive analysis, organic-inorganic perovskite, photoluminescence 

1. INTRODUCTION  

Hybrid organic-inorganic perovskite solar cells (SCs) appeared less than 10 years ago [1] and 

immediately attracted special attention because they combine a high light absorption coefficient, 

band gap energy close to the optimal value, a long lifetime of charge carriers (up to microsecond 

range), and the possibility of low temperature (not more than 100 
o
C) solution based synthesis [2-5]. 

It is interesting to note that the efficiency of perovskite SCs (PSCs) increased in a short period of 

time to more than 23%, which is associated with the possibility of varying the architecture, as well 

as the chemical composition of the perovskite and transport layers [6-8]. However, there is a 

problem in the way of commercialization of such solar cells, which is associated with rapid 

degradation under the influence of light, heat, atmospheric moisture and oxygen [9-13]. The 

variation of chemical composition of the perovskite structure, electrone and hole acceptor layers, as 

well as encapsulation made it possible to achieve significant resistance to moisture, oxygen and heat 

[14]. However, photodegradation still remains an unresolved problem, since regeneration in the 

dark [15] is too slow to completely restore operating parameters decreased after the light exposure 

in real operating conditions [14]. Thus photovoltaic researchers focus on identifying the regularities 

of photodegradation and regeneration of PSCs, establishing the mechanisms responsible for these 

processes, and also searching for ways to reduce the rate of degradation [4]. The experimental study 

of PSCs is complicated by difficult access to the active area of device (perovskite and acceptor 

layers) due to the presence of encapsulation. This makes it problematic to use traditional methods of 

analysis (X-ray diffraction analysis, scanning electron and probe microscopy, photoelectron 

mailto:natalimahon@gmail.com
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spectroscopy) and requires development of techniques based on other non-contact analytical 

methods, one of which can be the optical confocal spectroscopy. 

The aim of our work was the development of a technique for studying photosensitive 

semiconductor structures using a confocal spectrometer. The objects of research were organic-

inorganic PSCs with different chemical composition of perovskite layer. The proposed technique 

makes it possible to use the laser beam of the spectrometer not only (i) for excitation the Raman and 

photolumenescence (PL) spectra, but also (ii) for local measurement of photoelectric parameters of 

SCs (short-circuit current, open-circuit voltage); as well (iii) as a source of local photodegradation 

for establishing the dynamics of the PSCs properties under illumination. The presence of a 3D-

piezoscanner allows mapping of spectral and photoelectric parameters, which is important for 

unraveling the degree of spatial homogeneity of the samples. So, using of the confocal spectrometer 

allows obtaining extensive information on photodegradation and recovery processes by analyzing 

the phase composition and the spectrum of electronic states (from Raman and PL spectra), as well 

as the generation, transport and recombination of charge carriers. In particular, the registration of 

PL spectra, short-circuit current and open circuit voltage during illumination with a laser beam for a 

long period of time enables one to observe the evolution of the system in real time, which gives an 

information about the processes occurring in solar cells during their illumination. 

2. METHODOLOGY  

The method of PSC preparation is described in [15]. Briefly, the studied organic-inorganic 

perovskite SCs contained MAPbI3, (Cs/FA)Pb(I/Br)3 or (Cs/FA/MA)Pb(I/Br)3 as absorbing layer, 

where MA is methilammonium (CH3NH2), and FA is formamidine (CH4N2). SnO2 and Spiro-

MeOTAD were used as electron-acceptor and hole-acceptor layers, respectively; ITO and Au were 

used as front and back contacts.  

Nanofinder HE confocal spectrometer (LOTIS TII, Belarus-Japan) was used in the study. As 

PbI2 is known as the main product of OIP decomposition, we used a 4 μm thick PbI2 film as the 

reference sample. Parameters of Raman spectra measurement were the following: the wavelength of 

the exciting light λ = 532 nm, the width of the spectrometer pinhole ph = 100 μm, the diffraction 

grating constant d = 600 mm
-1

 (which provided a spectral resolution of 2.5 cm
-1

), the exciting 

radiation power P = 6 μW, the diameter of laser spot on the sample D = 2 μm (10x objective with 

numerical aperture NA = 0.3), signal accumulation time t = 120 s. These parameters were chosen in 

such a way as to exert no destructive effect on the objects of investigation. Before and after 

measurement of Raman spectrum, PL spectra were recorded under the conditions described in the 

next section. The identity of the shape and position of the obtained Raman and PL spectra made it 

possible to conclude that the method is non-destructive. 

PL spectra were measured in the following conditions: excitation light wavelength 

λ = 532 nm, width of the spectrometer pinhole ph = 25 μm, grating constant d = 600 mm
–1

 (which 

provided a spectral resolution better than 0.1 nm), the power of the exciting radiation P = 0.6 μW, 

the diameter of laser spot on the sample D = 2 μm (10x objective, NA = 0.3), the signal 

accumulation time t = 5 s. For observation of evolution of PL spectral parameters, exposure time 

was choosen equal to 250 s (50 PL spectra). Taking into accound the used optical power (0.6 μW), 

such exposure roughly corresponded to the one day illumination of the solar cell under actual 

operation conditions. The power of the laser radiation was chosen in such a way as to exert no 

destructive effect on the sample, but at the same time to provide a slight effect, which makes it 

possible to detect the behavior of the object under local illumination. For analysis of spatial 

homogeneity, scanning of samples using a 3D-piezoscanner was carried out with taking PL spectra 

in each point under the same measurement conditions. 

Short-circuit current (SCC) and open-circuit voltage (OCV) were measured when recording 

PL spectra with a Keithley 2400 source meter.  
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3. RESULTS AND DISCUSSIONS  

3.1. Individual Capabilities of Confocal Spectrometer 

Confocal spectrometer is the useful tool for non-destructive analysis, which does not require 

special sample preparation and allows studying encapsulated samples like perovskites. This section 

is devoted to the analysis of confocal spectrometer capabilities without any additional devices.  

3.1.1. Raman Spectra 

Traditionally, confocal Raman spectroscopy is used for local qualitative determination of the 

phase composition of the samples under study. In the case of OIPs, sharp Raman peaks can be 

observed only at low temperatures, which is impossible for encapsulated samples due to the risk of 

encapsulation damage. However, Raman spectroscopy can be used, for example, to identify the 

presence of the PbI2 phase as the most common product of perovskite degradation. We investigated 

weakly and strongly degraded PSCs based on (Cs/FA)Pb(I/Br)3 and (Cs/MA/FA)Pb(I/Br)3 layers.  

Figure 1 presents the obtained Raman spectra of reference PbI2 film and PSCs based on 

(Cs/MA/FA)Pb(I/Br)3 perovskite previously degraded under the influence of prolonged light 

exposure and increased temperature in natural condition. The obtained spectra of PbI2
 

and 

perovskite have the shape very similar to that observed in many works [16, 17]. The spectra are 

given in arbitrary, but in the same units. The absence of Raman lines inherent to PbI2 in spectrum 

for perovskite film allows to exclude formation of lead iodide as a process which takes place in our 

particular case of white light exposure degradation is not accompanied by formation of lead iodide.  

 

Fig. 1. Raman spectra of degraded (Cs/MA/FA)Pb(I/Br)3 (a) and reference PbI2 films (b) 
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3.1.2. Photoluminescence Spectra and Mapping 

It is known that hybrid organic-inorganic perovskites can contain more than one species of 

ions in the cation and anion sublattices for better photovoltaic properties and stability [14]. 

However, in the case of perovskites with a complex composition, multiphase heterogeneous 

systems are often formed. Obviously, in this case several peaks corresponding to the individual 

phases located in the confocal volume will be observed in the PL spectrum. Thus, the registration of 

PL spectra is a simple method which allows to identify the phase composition of the object under 

study. 

The characteristic PL spectrum of (Cs/FA)Pb(I/Br)3 based PSC is shown in Fig. 2. A single 

symmetrical peak corresponding to interband radiative recombination in the perovskite layer 

indicates the presence of a single phase characterized by a definite value of the PL mass center (774 

nm) from which the value of the band gap can be approximately estimated (1.60 eV) in the 

investigated samples. The obtained PL spectra of perovskite have the shape very similar to that 

observed in other works [18]. The obtained PL spectra not only characterize the quality of the initial 

sample, but also help to track the possible formation of secondary phases at different stages of the 

life cycle of the SCs. Determination of the degree of spatial homogeneity is an important stage in 

the primary characterization of samples, since photodegradation is carried out by illuminating the 

working surface of the PSCs, whose dimensions are 1000 times larger than the diameter of the laser 

beam, by which the Raman and PL spectra are recorded. Therefore, without the analysis of spatial 

homogeneity, the results can be contradictory, and the resulting conclusions are incorrect. The 

detection of the scattering of the parameters of PL spectra, such as the intensity and center of mass 

(inset in Fig. 2), allows one to judge the spatial arrangement of the centers of non-radiative 

recombination, the distribution of regions with the greatest and the least efficiency of charge carrier 

extraction by transport layers and spatial homogeneity of the chemical composition. 

 

Fig. 2. Typical PL spectrum of (Cs/FA)Pb(I/Br)3 SC and 

mapping of PL peak position for 20 × 20 μm
2
 region (inset) 

3.1.3. Kinetics of PL Spectra Parameters 

Individual PL spectra do not give a complete information about the processes occurring in the 

solar cell during its illumination. In addition, at different stages of the life span of the PSCs, certain 

parameters, for example, the intensity or position of the mass center of the PL band may be 

identical, while the rates of change of these parameters may differ, since different processes will be 

responsible for their change. Recording photoluminescence spectra at the equal time intervals, we 

can observe the evolution of PL parameters during illumination. As one can see from Fig. 3, light-
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induced processes in general case can lead both to increasing and decreasing PL intensity, which is 

related to competition of creation and deactivation of recombination centers. 

 

Fig. 3. PL kinetics for (Cs/FA)Pb(I/Br)3 PSC (a); 

PL spectra consequently measured for MAPbI3 PSC (b) 

3.2. Capabilities of Confocal Spectrometer with Additional Devices 

The consideration given above demonstrates how much information can be obtained using 

solely confocal spectrometer. However, changes of PL intensity or mass center do not give 

complete information about the behavior of charge carriers in the sample and, in particular, about 

peculiarities of their recombination. So, additional devices for measurement of electrical parameters 

allow to distinguish this processes.   

3.2.1. Short-Circuit Current and Open-Circuit Voltage  

Advantages of using confocal spectrometer for determination of SCC and OCV are the 

possibility of simultaneous measurement of PL spectra, which allows to describe the recombination 

processes in the photoabsorbing layer more accurately. As an example, Fig. 4 shows the kinetics of 

the change in the OCV, SCC and PL intensity. Approximation of the obtained kinetics by the 

exponential function (Fig. 4) demonstrates the equality of the characteristic times (~ 16 s) of the 

processes responsible for the initial decrease in the PL intensity in the short-circuit mode and the 

increase in the open-circuit voltage, which can be explained by the process of charging the cell 

capacitance of a locally photogenerated charge carriers. The constancy of the short-circuit current 

indicates that the processes leading to a decrease in the PL intensity are not associated with the 

formation of defects at the interfaces. 
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Fig. 4. Kinetics of PL intensity, OCV, SCC for (Cs/FA)Pb(I/Br)3 based SC and 

their fitting with exponential function 

4. CONCLUSIONS 

Presented capabilities of confocal spectrometer allow to conclude that the developed and 

approved method of local investigation of photosensitive structures (by example of organic-

inorganic perovskite solar cells) based on the use of a confocal spectrometer and allowing to 

measure the Raman and PL spectra, kinetics of PL parameters, short-circuit current, open-circuit 

voltage under the influence of monochromatic radiation can be used for the analysis of 

photosensitive structures of various types.  

The authors thank the Belarusian Republican Foundation for Basic Research for the finantial 

support (project F16MS-015). 

REFERENCES 

1. PARK, N.-G., GRӒTZEL, M., MIYASAKA, T. Organic-Inorganic Halide Perovskite 

Photovoltaics: From Fundamentals to Device Architectures. Switzerland: Springer, 2016. 

366 p. ISBN 978-3-319-35114-8. 

2. BERHE, T.A. Organometal halide perovskite solar cells: degradation and stability. Energy 

Environ. Sci., 2016, Vol. 9. p. 323–356. 

3. ZHOU, D. Perovskite-Based Solar Cells: Materials, Methods, and Future Perspectives. J. of 

Nanomaterials, 2018, Vol. 2018, 15 p. 

4. KOJIMA, A., TESHIMA, K., SHIRAI, Y., MIYASAKA, T. Organometal Halide Perovskites 

as Visible-Light Sensitizers for Photovoltaic Cells. J. Am. Chem. Soc., 2009, Vol. 208, No. 17, 

p. 6050–6051. 

5. GOTTESMAN, R., ZABAN, A. Perovskites for Photovoltaics in the Spotlight: Photoinduced 

Physical Changes and Their Implications. Acc. Chem. Res., 2016, Vol. 49, p. 320–329. 

6. IM, J. H., LEE, Ch. R., LEE, J. W., PARK, S. W., PARK, N. G. 6.5% efficient perovskite 

quantum-dot-sensitized solar cell. Nanoscale, 2011, Vol. 3, p. 4088-4093. 



             CYSENI 2019, May 23-24, Kaunas, Lithuania 

             ISSN 1822-7554, www.cyseni.com 

 
 

 

X-426 

7. YANG, D. Hysteresis-Suppressed High-Efficiency Flexible Perovskite Solar Cells Using 

Solid-State Ionic-Liquids for Effective Electron Transport. Adv. Mater, 2016, Vol. 28, p. 5206–

5213. 

8. DOMANSKI, K. Migration of Cations Induces Reversible Performance Losses over Day/Night 

Cycling in Perovskite Solar Cells, Energy Environ. Sci, 2017, Vol. 10, p. 604–613. 

9. YAO, Y. The interface degradation of planar organic–inorganic perovskite solar cell traced by 

light beam induced current (LBIC). RSC Adv, 2017, Vol. 7, p.  42973–42978.  

10. HU, J. Photovoltage Behavior in Perovskite Solar Cells under Light-Soaking Showing 

Photoinduced Interfacial Changes. ACS Energy Lett, 2017, Vol. 2, p. 950−956. 

11. ZHAO, Y. Mobile-Ion-Induced Degradation of Organic Hole-Selective Layers in Perovskite 

Solar Cells. J. Phys. Chem. C, 2017, Vol. 121, p. 14517–14523. 

12. DE SOUZA, E.C.C., MUCCILLO, R. Properties and Applications of Perovskite Proton 

Conductors. Materials research, 2010, Vol. 13(3), p. 385–394. 

13. CHRISTIANS, J.A., MIRANDA HERRERA, P.A., KAMAT, P.V. Transformation of the 

excited state and photovoltaic efficiency of CH3NH3PbI3 perovskite upon controlled exposure 

to humidified air. J. Am. Chem. Soc, 2015, Vol. 137, p. 1530–1538. 

14. WANG, D., WRIGHT, M., ELUMALAI, N.K., UDDIN, A. Stability of perovskite solar cells. 

Solar Energy Materials & Solar Cells, 2016, Vol. 147, p. 255–275. 

15. KHENKIN, M. Dynamics of photo-induced degradation of perovskite photovoltaics: from 

reversible to irreversible processes. ACS Applied Energy Materials, 2018, Vol. 1, p. 799–806. 

16. WANGYANG, P., SUN, H., ZHU, X., YANG, D., GAO, X. Mechanical exfoliation and 

Raman spectra of ultrathin PbI2 single crystal. Materials Letters, 2016, Vol. 168, p. 68–71.  

17. LEDINSKÝ, M., LÖPER, P., NIESEN, B., HOLOVSKÝ, J., MOON, S.-J., YUM, J., DE 

WOLF, S., FEJFAR, A., BALLIF, C. Raman spectroscopy of organic-inorganic halide 

perovskites. The journal of physical chemistry letters, 2015, Vol. 6, p. 401–406.  

18. MONTES-VALENZUELA, I., PÉREZ-SÁNCHEZ, F., MORALES-ACEVEDO, A. Structural, 

optical and photoluminescence properties of hybrid metal–organic halide perovskite thin films 

prepared by a single step solution method. Journal of Materials Science: Materials in 

Electronics, 2018, Vol. 29, p. 15404–15410. 
 

http://pubs.acs.org/author/Khenkin%2C+Mark


             CYSENI 2019, May 23-24, Kaunas, Lithuania 

             ISSN 1822-7554, www.cyseni.com 

X-427 

CHARACTERISATION OF ALUMINUM OXIDE THIN FILMS 

DEPOSITED BY SPRAY PYROLYSIS 

K. D. Omotosho, A. T. Oluwabi, I. Oja Acik, A. Mere, M. Krunks 

Laboratory of Thin Film Chemical Technologies 

Department of Materials and Environmental Technology 

Tallinn University of Technology  

Ehitajate tee 5, EE-19086 Tallinn – Estonia 

Email: komoto@ttu.ee

ABSTRACT 

Aluminum Oxide (AlOx) is a high-k semiconductor material with excellent optical and electrical properties, 

and it has been successfully used in different applications most especially as a gate insulator for thin film 

transistors. For the purpose of this work, an ultrasonic spray pyrolysis (USP) method was adopted. To the 

best of our knowledge, limited work has been done on USP deposition of AlOx thin films. Aluminum 

acetylacetonate salt Al(acac)3 was used as the AlOx precursor salt. 0.05 M concentration of AlOx precursor 

was prepared by dissolving Aluminum acetylacetonate in methanol, the solution was sprayed onto heated 

silicon wafer and quartz substrates at temperatures of 350, 450, and 550 
o
C. As-deposited films on quartz 

substrates were annealed at 500, 800, and 1000 
o
C for 1 hour. The microstructural, morphological and 

electrical properties of the films were investigated. The X-ray diffraction (XRD) studies revealed that both 

as-deposited and annealed AlOx thin films were amorphous. Scanning electron microscope (SEM) images 

revealed that the AlOx films were smooth, uniform, and well compacted with the absence of grain boundaries. 

Electrical properties of the as-deposited AlOx thin film was accessed by constructing capacitor in a metal-

insulator-structure (MIS). As revealed by the current – voltage characterization, the resistivity of the as-

deposited film increases with deposition temperature from 3.07·10
4
 Ωcm (in 350 

o
C as-deposited films) to 

1.57·10
5
 Ωcm (in 450 

o
C as-deposited film). The films have a high dielectric constant in the range of 7.4–5.6. 

Based on this result, USP as-deposited AlOx film shows promising properties suitable for use in transistor 

application.  

Keywords: Aluminum oxide, Spray pyrolysis, Dielectric, Thin films transistor, Current-voltage 

1. INTRODUCTION 

Aluminum Oxide (AlOx) is considered an outstanding material for application in 

microelectronics, optoelectronics, sensors, water repellent coating, protective coating, gate dielectric 

in thin film transistors (TFTs), biomedicals and sensing layer due to the following properties: 

excellent dielectric constant; wide band gap; low-leakage current densities; good adhesion to glass 

substrate; chemical inertness; high thermal conductivity; high refractive index; and mechanical 

strength [1]–[5]. 

Amorphous AlOx is considered as a suitable gate dielectric in TFTs to avoid leakage current 

through crystalline grain boundaries [2]. In order to reduce the size of metal oxide semiconductor 

(MOS) transistors below 50 nm for next generation electronic devices, amorphous materials that are 

novel with high dielectric constant, high breakdown voltage, low leakage and low interface trap 

density values are needed [3]. AlOx has a band gap and dielectric constant of 9.9 eV and 10 

respectively compared to SiO2 with band gap of 9 eV and dielectric constant of 3.9 [3]. 

M. Aguilar Frutis et al. [5] have investigated  the effect of adding water to the AlOx  spray 

precursor solution on the optical properties of the film formed. The thin film from the addition of 

water mist showed the highest refractive index (~ 1.66), and lower content of -OH and water related 

bonds, while the AlOx thin film without addition of water mist has low value of refractive index 

with presence of water related impurities and -OH bonds. 

mailto:komoto@ttu.ee
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It was reported by J. Jun et al. [6] that hydration improves the properties of AlOx films. They 

discovered that increase in dipping time of AlOx films in deionized water increases the dielectric 

constant from 7.8 to 11.5 with no significant increase in leakage current. This effect is due to the 

structural change of the film surface from aluminum oxide to pseudo-boehmite after reaction with 

water. J. Kolodzey et al. [7] also confirmed the effect of difference in oxidation conditions, sublayer 

composition and structure in the variation of current-density characteristics.  

With respect to the effect of atmosphere in which dielectric measurement is carried out, 

N. Koslowski et al. [8] revealed that dielectric measurements done in ambient temperature increases 

the capacitance significantly and affect parasitic resistance due to water molecules from the 

atmosphere adsorbed on the film surface. It was established that AlOx films deposited by spin 

coating method at high humid conditions improves the electrical properties of the film by producing 

a smooth film surface, very low leakage current and higher breakdown voltage. At low humid 

conditions, spherulite structure in form of cracks are formed on the surface of the films leading to 

unfavorable dielectric properties [9]. WenWen et al. in their recent study reported that increasing 

annealing temperature of AlOx film decreases the leakage current density of the film and vice versa. 

The reduced leakage current was attributed to the decrease in oxygen defect as Al-O bonding forms, 

and the large leakage current was due to the presence of hydroxyl group and residual organics 

which form the conduction paths. They also recorded a large dielectric value of 13.8 for low 

temperature annealed AlOx film, which was ascribed to the large amount of hydroxyl group 

revealed by the XPS result [10]. 

According to our review, AlOx thin films prepared by other deposition methods such as pulsed 

laser deposition (PLD) [3], chemical vapor deposition (CVD) [11], [12], plasma enhanced chemical 

vapor deposition (PECVD) [13], and plasma enhanced atomic layer deposition (PEALD) [14], [15] 

have been studied extensively, however, only limited research could be found on AlOx thin films 

deposited by chemical spray pyrolysis. Of all these methods, the spray pyrolysis is considered to be 

optimal due to its simplicity and low-cost as it does not require a vacuum [16], its ease in doping, it 

doesn’t require a high quality target/substrate, it also offers an easy method of adjusting the 

deposition rate and film thickness by altering spray parameters [17]. 

In this paper, we focus on the deposition of AlOx thin film by the USP method with the aim of 

studying the influence of varying deposition temperature and annealing temperature on the film’s 

structural, morphological and electrical properties for its application as a dielectric layer in thin film 

transistor technology. 

 

2. METHODOLOGY 

 

AlOx films were deposited onto a preheated substrate of silicon and quartz with dimension 

2 cm by 1 cm by ultrasonic spray pyrolysis (USP) technique. The substrates were cleaned in 

methanol, ethanol and deionized water in ultrasonic bath for 5 minutes each at 60 
o
C. The precursor 

solution of 250 ml volume with 0.05 M concentration were prepared by dissolving 4.50 g aluminum 

acetylacetonate (Al(C5H7O2)3) powder in methanol (CH3OH) and the solution was stirred for 

15 mins with a magnetic stirrer at room temperature to ensure homogeneity. The solution was 

atomized by an ultrasonic generator of 1.7 MHz frequency, and the generated aerosol was 

transported directly to the heated substrates using air as carrier. Films were deposited by spraying 

50 ml solution of AlOx with the same molar concentration at various substrate temperatures, (Ts) of 

350 
o
C, 450 

o
C and 550 

o
C in air. The carrier gas flow rate and director gas flow rate for spraying 

the solution were 3 L/min and 1 L/min respectively. For the deposition, spray parameters were set 

as 3 steps, 10 cycles. Structural studies were carried out on the quartz substrate, while electrical 

studies were carried out on the silicon substrate. 

The as-deposited AlOx films on quartz and silicon substrates were annealed in air at 

temperatures of 500 
o
C, 800 

o
C, and 1000 

o
C for 1 hour using a Nabertherm L5/11/06D furnace. X-

Ray diffraction (XRD) measurement was carried out with the RIKAGU ULTIMA IV diffractometer 
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with Cu Kα radiation (         Å, 40 kV, 40 mA) using silicon strip detector D/tex Ultra. 

Sample measurement were taken in the 2Ө range from 20–60 degree with a step of 0.02
o
 and 

scanning speed of 5 
o
/min. 

The surface morphology, cross-sections were investigated with the aid of Zeiss HR FESEM 

Ultra 55 high-resolution scanning electron microscopy (SEM). The accelerated voltage for SEM 

measurement was 4.0 kV. 

A metal-oxide semiconductor (MIS) with structure Al/AlOx/Si-C was fabricated for the 

purpose of electrical measurement by evaporating Aluminum electrode contact on the surface of the 

films with the help of Quorum K975X vacuum evaporator. A mask with uniform area 1.7 mm
2
 was 

used to cover the films before deposition. Graphite paste was applied on the back side of the device 

to improve ohmic conductivity, and measurement was carried out through both the graphite and Al. 

The I-V and impedance measurements were carried out using the AUTOLAB PGSTAT 30 

equipment. 

 

3. RESULTS AND DISCUSSIONS  

 

3.1. Surface Morphology 

 

Figure 1 shows the surface morphology and cross-section views of AlOx films grown at 350 
o
C, 

450 
o
C and 550 

o
C on quartz substrate. The surface of the films deposited were homogenous, well 

compacted, and smooth, with the presence of some random particles of about 100 nm size. According 

to Alexey et al. AlOx thin film deposited by atomic layer deposition method also show smooth surface 

[18].   
 

 
 

Fig. 1. SEM images with cross-section of 0.05 M concentration of AlOx films  

as-deposited at 350 
o
C (A-I), 450 

o
C (B-II), and 550 

o
C (C-III) 

The thicknesses of the films were estimated from the cross-sectional images shown in Fig. 1 

(1-III). The obtained results revealed that the thicknesses of the films increase with increase in 

deposition temperature. The thickness of the film as-deposited at 350 
o
C is 54 nm, while the 

thickness of films as-deposited at 450 
o
C and 550 

o
C are 96 nm and 159 nm respectively.  
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3.2. Structural Studies 

The X-ray diffractogram of AlOx films as-deposited at 350 
o
C and 450 

o
C followed by 

annealing at 1000 
o
C on quartz substrates is shown in Figure 2. The X-ray diffractogram of the 

as-deposited AlOx films and annealed AlOx films at 500, and 800 
o
C show a similar pattern to 

the film annealed at 1000 
o
C below. No peaks are observed on the diffractogram, which  proves 

that all the samples were amorphous with no degree of crystallinity in the films. Our result also 

corresponds with XRD measurements of AlOx films in previous literatures that no sharp peak was 

observed for AlOx film annealed until annealing temperature of 1000 
o
C [12], [10], [8].  

Fig. 2. X-ray diffractogram of AlOx thin films as-deposited at 350 
o
C, 450 

o
C, and annealed at 1000 

o
C 

3.3. Electrical Studies 

3.3.1. Current-voltage characterisation 

Electrical properties of the AlOx films were characterized by constructing a capacitor of 

Al/AlOx/Si structure. Figure 3 shows the leakage current density in the forward bias and reverse 

bias regime (-2 V to +2 V). The current density at -1.0 V was estimated to be 9.5·10
-8 

A/cm
2
, 

1.5·10
-5

 A/cm
2
, and 1.6·10

-6 
A/cm

2
 for AlOx as-deposited at 350 

o
C, 450 

o
C, and 550 

o
C 

respectively. J. Jun et al. [6] reported a leakage current of 3.8·10
-4

 A/cm
2
 for as-deposited AlOx thin 

film by metal organic chemical vapor deposition. Y. Koda et al. [20] also reported leakage current 

density of 3.6·10
-10 

A/cm
2
 for as-deposited AlOx films. Our leakage current values are close to the 

values reported in previous literatures. 

Fig. 3. Leakage current density for AlOx thin films as-deposited at 350, 450, and 550 
o
C 
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It can be seen from the result that AlOx thin film as-deposited at 350 
o
C has a very small 

leakage current. This small leakage current could be attributed to a smooth and compact surface of 

the sample due to the absence of grain boundaries which may act as leakage channel resulting in a 

large leakage current. Presence of Al-O bonding on the film surface as a result of film condensation 

at higher deposition temperature also decreases the leakage current of dielectric layer [10]. It also 

shows that 350 
o
C deposition temperature could presumably be sufficient to achieve a good 

dielectric with low leakage current by using USP technique.  

The electrical resistivity ρ (Ω cm) of the AlOx dielectric film was estimated from resistance R 

(Ω) using equation below. 

      
 

 
, (1) 

where L is the thickness of the film, A is the contact area, and R is the resistance. The values for 

electrical conductivity was calculated by taking inverse of resistivity. 

The resistivity values for the deposited AlOx thin film at 350 
o
C, 450 

o
C and 550 

o
C are 

estimated to be 3.1·10
4 

Ωcm, 1.6·10
5 

Ωcm, and 3.9·10
1 

Ωcm respectively. It can be observed that 

AlOx thin films as-deposited at 350 
o
C has a large electrical resistivity among all the samples which 

could be as a result of its small thickness. The resistivity of the films increases with increasing 

deposition temperature from 350 
o
C to 450 

o
C.  

3.3.2. Dielectric-characterisation 

Capacitance value was extracted from the impedance and both the mean area capacitance and 

mean dielectric constants were estimated at different contacts for all working devices at different 

frequencies. The capacitance-frequency box plot for as-deposited AlOx thin films on silicon 

substrates is shown in Figure 4. This plot shows the range of calculated area capacitance values for 

all the samples at different frequencies of 1 kHz, 10 kHz, and 100 kHz. It is seen that capacitance of 

AlOx film as-deposited at 350 
o
C decreases with increase in the frequency. This phenomenon of 

reduced capacitance at high frequency is linked to the presence of trap states in dielectric films 

which prevents the film from acquiring enough speed needed to match higher frequencies [21]. On 

the other hand, capacitance values for AlOx as-deposited at 450 
o
C and 550 

o
C were relatively stable 

across the frequency range. The variation in capacitance could be attributed to the presence of 

hydroxyl groups in the AlOx films. Large amount of hydroxyl groups could lead to significant 

decrease in capacitance and vice versa [10]. The Capacitance (C) of the samples was estimated from 

equation below. 

Fig. 4. Capacitance-Frequency plot for the AlOx as-deposited on Si at 350, 450 and 550 
o
C 
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, (2) 

where f is the frequency, Z” is the imaginary impedance, π is a constant = 3.1415. 

AlOx film as-deposited at 350 
o
C, 450 

o
C, and 550 

o
C at 1 kHz exhibited mean capacitance 

values of 116 nF/cm
2
, 57 nF/cm

2
, and 36 nF/cm

2 
respectively. Area capacitance reported by 

Wenwen et al. [10] for annealed AlOx films were in the range of 72.2–120.6 nF/cm
2
. It was also 

observed that the capacitance values decrease with increase in deposition temperature. 

Figure 5 shows the dependence of dielectric constant on frequency for as-deposited AlOx 

samples on silicon substrates. It was found that the sample as-deposited at 350 
o
C has a large 

dielectric constant value of approximately 7.4 at 1 kHz. Reported values of dielectric constant for 

as-deposited AlOx films are in the range of 7–10 [22], [23]. At higher frequency dispersion, mean 

dielectric constant for sample as-deposited at 350 
o
C is almost equal to that of the sample as-

deposited at 550 
o
C.  

Fig. 5.  Dielectric-Frequency plot for the AlOx as-deposited on Si at 350, 450 and 550 
o
C 

Dielectric constant, k was determined using the following equation:  

    
    

 
, (3) 

where C is the capacitance, ɛo is permittivity of free space, k is the dielectric constant, A is the 

contact area, d is the AlOx film thickness. 

Table 1. Summary of the average dielectric constant values and area capacitance at 1kHz for all the 

as-deposited samples 

As-deposited 

Samples (
o
C) 

Area (cm
2
) Mean dielectric 

constant @ 1kHz 
Area Capacitance 

(nF/cm
2
) @1kHz 

350 0.017 7.4 116 
450 0.017 5.6 57 
550 0.017 6.5 36 

4. CONCLUSIONS 

The ultrasonic spray pyrolysis method was successfully used to deposit smooth and 

homogenous AlOx thin films of 0.05 M concentration at deposition temperatures of 350 
o
C, 450 

o
C 

and 550 
o
C on silicon and quartz substrates. The SEM images reveal that the AlOx samples as-

deposited were smooth, homogenous and compact. Film thickness increases with deposition 

temperature. XRD data shows that the as-deposited films were amorphous. Further annealing at 

500 
o
C, 800 

o
C and 1000 

o
C shows amorphous films with no diffraction peak observed. The films 
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were highly resistive with high dielectric constant in the range of 7.4–5.5 depending on the 

deposition temperature (350–550 
o
C). The results indicated that AlOx thin films deposited by 

ultrasonic spray pyrolysis is suitable as a gate dielectric layer in thin film transistor application. 
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ABSTRACT 

For CZTSe tetragonal structured film prepared by selenization of layer-by-layer and pre-annealed Cu-Zn-Sn 

metal precursor on flexible Ta substrate, temperature dependencies of the position and full width at a half 

maximum for the A-modes (171 and 195 cm
-1

) were obtained in the 24–290 K temperature range and were 

successfully approximated by the linear and Klemens model equations. From the obtained dependencies, the 

coefficients of the Klemens equations, as well as the temperature coefficients for Raman shifts and peak 

widths were calculated. 

Keywords: Cu2ZnSnSe4, CZTSe, thin film, Raman spectroscopy, temperature dependence 

1. INTRODUCTION 

Nowadays, copper zinc tin chalcogenides are promising materials for solar cells application. 

Cu2ZnSnSe4 (CZTSe) and Cu2ZnSnS4 (CZTS) consist of abundant and innocuous elements [1, 2]. 

The optical absorption coefficients of such materials are rather high and about 10
4
 cm

-1
 [3]. Both 

CZTSe and CZTS are p-type direct band semiconductors [4]. Moreover, these materials have 

optimal bandgap values for solar cells application: 1.0 eV for CZTSe and 1.5 eV for CZTS [5]. The 

efficiency of 11.6% was obtained for CZTSe solar cells so far [6], while its theoretical efficiency is 

about 30% [7], which points to necessity of further development of synthesis technologies to 

achieve better efficiency of CZTSe. 

In this work, the temperature dependent Raman spectroscopy was used to obtain fundamental 

knowledge on temperature behaviour of CZTSe films with tetragonal structure. This method is a 

unique technique to study the temperature behaviour of materials [8], for example, thermal 

conductivity, as thermal and electrical properties of CZTSe films are affected by anharmonic 

phonon-phonon interactions. The change of frequency and line width of phonon with respect to 

temperature can provide valuable insights regarding anharmonicity of vibration [9]. There are a few 

articles on temperature-dependent Raman spectroscopy of CZTSe films, so this area is still poorly 

investigated.  

In this work, the temperature dependence of the position and full width at a half maximum 

(FWHM) for Raman peaks of CZTSe films were investigated in the temperature range of 24–290 K. 

Such range temperatures has been chosen for better aproximation and subsequent interpolation to 

0 K to obtain the FWHM and peak positions for harmonic vibrations. Linear and Klemens models 

were used to approximate the obtained dependencies. The coefficients in equations of the Klemens 

mailto:venglinskaya.e@gmail.com
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model, as well as temperature coefficients for position and FWHM of Raman peaks were 

calculated. 

2. EXPERIMENTAL 

The CZTSe film was produced by selenizing Cu–Zn–Sn precursors on Ta foil substrate. The 

Cu–Zn–Sn precursor was deposited in the sequence of Cu/Sn/Cu/Zn layers from corresponding 

solutions of metal sulfates in the galvanostatic mode. Preliminary annealing was conducted in 

95% Ar + 5% H2 atmosphere (350 °C, 30 min), and the selenization process was hold in a quartz 

container (with a volume of 12.5 ml) with 5 mg of Se powder (580 °C, 30 min, Ar pressure of 

1 bar).  

The chemical composition of the CZTS film was investigated by X-ray Spectral 

Microanalysis (XRS) using CAMECA SX-100 setup. The phase composition of CZTSe film was 

analysed using X-ray diffraction (XRD) and Raman spectroscopy. An Ultima IV X-ray 

diffractometer (Rigaku) with monochromatic CuKα radiation (λ = 0.15406 nm) was used, scanning 

was done in the 25° to 70° range. Raman spectra were obtained using a Nanofinder HE (LOTIS TII) 

confocal spectrometer (excitation wavelength of 532 nm, incident laser power of 3 mW, laser spot 

diameter of 1.5 µm, spectral resolution better than 0.7 cm
-1

). Raman spectra were measured in the 

range of temperatures of 24–290 K. During these measurements, the sample was placed in a 

vacuum temperature-controlled cell (pressure less than 5×10
-4

 Pa, temperature setting accuracy of 

0.05 K).  

3. RESULTS AND DISCUSSION 

The results of XRS is presented in Table 1. The obtained film CZTSe is Cu-poor and Zn-rich. 

These conditions are favourable for CZTSe solar cells [10]. 

Table 1. The elemental composition of CZTSe thin film on Ta foil 

Elemental composition, at. % Atomic ratio, arb. u. 

Cu Zn Sn Se Cu/(Zn + Sn) Zn/Sn 

22.09 18.53 10.83 48.54 0.75 1.71 

 

The XRD pattern of CZTSe film on flexible Ta foil (Fig. 1) shows the most intensive peak at 

2θ = 27.2° of CZTSe tetragonal phase (JCPDF 52-0868) with preferred (112) orientation. 

 

Fig. 1. XRD pattern of CZTSe thin film 
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The XRD analysis demonstrates that the film mainly consists of CZTSe tetragonal phase 

(2θ = 27.2° (112), 30.9° (200), 45.2° (204), 53.5° (312) and 65.8° (008)). Some reflexes 

corresponding to TaSe2 (JCPDF 24-1257) at 2θ = 28.5° (004) and 36.9° (103), Cu5Zn8 (JCPDF 65-

3157) at 2θ = 35.4° (222) and 62.9° (600), and Ta (JCPDF 89-5158) at 2θ = 38.5° (110), 55.6° 

(200) and 69.6° (211) are also observed.  

Raman spectra reveal that the film consists of CZTSe phase (Figs. 2, 3), as two A-modes of 

CZTSe at 171 cm
-1

 (1A-mode) and at 195 cm
-1

 (2A-mode) [11] are observed. Modes at 80 cm
-1

 and 

at 235 cm
-1

 also correspond to CZTSe phase [12]. These data is in agreement with the XRD 

analysis. 

 

Fig. 2. Raman spectrum of CZTSe film on Ta foil at 290 K 

 

Fig. 3. Raman spectra of CZTSe film on Ta foil in the range of temperatures of 24–290 K 

For precise determination of the FWHM and peak position for both A-modes, we used peak 

approximation with a single Lorentz function for each temperature point. 

The temperature dependencies of FWHM and peak position were analyzed by the 

approximation with the linear model and the Klemens model equations presented below. 

According to the linear model, the temperature dependencies of peak position and FWHM can 

be described with the equations (1) and (2) [13]: 

 , (1) 
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 , (2) 

where ω0 is the harmoniс optical phonon frequency at T = 0 K, Г0 is the FWHM for peak at 

T = 0 K, χRS and χFWHM are the temperature coefficients for Raman shift and FWHM, respectively. 

The values of ω0 and Г0 were obtained by extrapolation of ω and Г temperature dependencies 

to T = 0 K (Fig. 4).  

  
(1A) (2A) 

Fig. 4. Linear approximations for temperature dependencies of peak position and FWHM in 

CZTSe Raman spectra for 1A and 2A modes 

The temperature coefficients for Raman shift and FWHM were calculated too. Calculated 

values are listed in Table 2. 

Table 2. The calculated values of ω0, Г0, χRS, and χFWHM 

Mode ω0, cm
-1

 Г0, cm
-1

 χRS, cm
-1

/K χFWHM, cm
-1

/K 

1A 175.8 5.4 -0.0128 0.0170 

2A 198.5 2.6 -0.0093 0.0954 

 

The linear approximation of FWHM and peak position temperature dependencies shows that 

χRS for 1A-mode is bigger than χRS for 2A one. At the same time, χFWHM is much bigger for the 2A-

mode.  

It is widely known that two effects influence the temperature dependency of Raman spectrum: 

the thermal expansion and the anharmonic coupling to phonons of other branches. Typically, the 

Klemens model takes into account phonon-phonon interactions and thermal expansion of the film 

and substrate [14]. Such calculations have been already done for graphene [15], molybdenum 

disulfide [16] and some other materials. We neglected the thermal expansion coefficients of the film 

and substrate as these layers were rather thick: CZTSe film had the thickness of about 1 μm, as it 

was shown in [17]. 

It is assumed in the Klemens model that one phonon Ph0i decays into two phonons Phq1 and 

Ph-q2 which satisfy the energy conservation law (ω0i = ω1 + ω2, ω1 = ω2 = ω0i/2), and the 

wavevectors meet the condition of 0 = q1 + q2 in three phonon-process. The four-phonon process 

corresponds to the coupling of optical mode with three identical phonons (ω1 = ω2 = ω3 = ω0i/3) 

[18–20]. 

The temperature dependent Raman shifts ωd(T) of 1A and 2A modes were described as 

 , (3) 

where Δωph-ph is the shift in peak position [15]. 
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 , (4) 

where A and B are the anharmonic constants related to three- and four-phonon processes, 

respectively, kB is the Boltzmann constant, ħ is the reduced Planck constant, and ω is the frequency 

[16]. The Klemens model approximations of ωd(T) for 1A and 2A modes are presented in Fig. 5. 

  
(1A) (2A) 

Fig. 5. Klemens model approximations for temperature dependencies of peak position and 

FWHM in CZTSe Raman spectra for 1A and 2A modes 

The temperature dependent Raman peak broadening was described according to the Klemens 

model: 

 , (5) 

here ΔГph-ph is the peak broadening which can be calculated according to the following equation: 

 , (6) 

where С and D are the anharmonic constants related to three- and four-phonon decay processes, 

respectively [9]. The Klemens model approximations of Гd(T) for 1A and 2A modes are presented 

in Fig. 5. 

The A, B, С and D coefficients calculated within the framework of the Klemens model 

according to equations (4) and (6) are listed in Table 3. 

Table 3. The calculated values of the Klemens model coefficients 

Mode A B C D 

1A -0.1354 -2.9026 10
-4

 0.0118 5.3039 10
-7

 

2A -0.1100 -3.5612 10
-4

 0.0014 5.2566 10
-8

 

 

The values of B and D coefficients are much smaller than A and С demonstrating that three-

phonon process has dominant contribution in damping and, as a consequence, in changes of Raman 

spectrum with temperature. 
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It was revealed that the temperature dependencies of Raman shift and FWHM for 1A and 2A 

modes of CZTSe film on Ta foil have non-linear character, as these dependencies are better 

approximated with the Klemens model than with the linear one. 

From the results obtained it was shown that position of Raman peaks decreases, as well as 

their FWHM increases with temperature for both A-modes of CZTSe. The same effects were 

observed for CZTS in [9]. For the investigated CZTSe film, the peak shiftings were 2.12 cm
-1

 for 

2A mode and 2.98 cm
-1

 for 1A mode. The broadenings were 0.86 cm
-1

 for 2A mode and 4.06 for 1A 

mode when the temperature changes from 24 to 290 K. 

The FWHM of Raman peak is inversely proportional to the phonon lifetime/phonon 

relaxation time [14]. It means that the phonon lifetime or phonon relaxation time for CZTSe 

semiconductor decreases with temperature. 

4. CONCLUSION 

The temperature dependencies of position and FWHM of Raman lines were studied for 

CZTSe film on Ta foil in the range of 24–290 K. It was shown that the dependencies are non-linear 

and can be better approximated using the Klemens model for three- and four- phonon processes. 

The temperature coefficients of peak position and FWHM were calculated for both A-modes of 

CZTSe. The calculated values are negative for peak positions and positive for peak FWHM for both 

modes. It means that the peaks shift to the region of lower Raman shifts and their FWHM becomes 

higher with temperature increasing in the range of 24–290 K. For the investigated CZTSe film, the 

peak shifts were 2.12 cm
-1

 for 2A mode and 2.98 cm
-1

 for 1A mode.  The broadenings were 

0.86 cm
-1

 for 2A mode and 4.06 cm
-1

 for 1A mode. The values of the coefficients in the Klemens 

equations showed that three-phonon process had dominant contribution in changes of Raman 

spectra. 
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ABSTRACT 

Due to its unique electronic and optical properties, tin oxide has gained much attention in the field of 

photovoltaics. This research offers to determine the best conditions for the improvement of component layer 

in solar cell structure. SnO2 thin films were synthesized by ultrasonic spray pyrolysis (USP) onto glass 

substrates at various deposition temperatures (between 300 and 500 °C) using anhydrous SnCl4·4H2O as a 

precursor. The films were investigated for structural, optical and electrical properties using X-ray diffraction 

(XRD), UV-VIS NIR spectrophotometry, hot probe and I-V measurement respectively. All the films display 

high transmittance in the visible region with average transmittance varying from 75 to 85%. XRD analysis 

showed the polycrystalline nature of our samples. Crystallite size increased from 1.6 nm to 36 nm with 

increasing deposition temperature. Resistivity decreased from 200·10
3 

Ohmcm to 78·10
3 

Ohmcm with 

increasing temperature. 

Keywords: Thin films, Chemical spray pyrolysis, Spray rate, SnO2 

1. INTRODUCTION 

Tin dioxide (SnO2) has gained much attention in the field of photovoltaics and optoelectronics 

due to the optical bandgap (3.6 eV), electrical properties (high conductivity and mobility), useful 

structure, abundance, mechanical hardness, thermal stability in oxidizing environments at high 

temperature and chemical stability [1, 2]. They are generally regarded as an oxygen deficient n-type 

oxide semiconductor. Doped with fluorine SnO2 (FTO) can be used as a transparent conductive 

oxide in solar cells [3]. This material is more stable and useful for electrode material in solar cells 

compared to Indium-Tin-Oxide (ITO) [4].  

In this paper, we are looking at the various possibilities of using undoped SnO2 to improve our 

glass/ITO/TiO2/SbS3/back contact solar cell configuration. One of such possibilities is the use of 

SnO2 thin films in the window layer (TiO2) owing to its better optical properties or as an 

intermediate buffer layer between the ITO/TiO2 layer of our solar cell [5]. This is because the 

conductivity of SnO2 can be easily managed. Additionally, due its useful band structure, high 

transmittance and stability, they could be used to replace component parts or act as a buffer layer 

between the front contact electron transport material (ETM) or between the ETM and absorber [6, 

7]. A broad range of studies has been done in the implementation of SnO2 thin polycrystalline films 

in Perovskite solar cells (PSC) [6–9]. Xiong et al noted a higher efficiency of 20.79% [6]. Hagfeldt 

and co-workers developed a chemical bath post- treatment SnO2 PSCs that yielded efficiencies of 

close to 21%. An impressive certified record efficiency of 20.9% has been achieved by You and co-

workers with SnO2 nanoparticle planar PSCs. Due to this feat, we intend to use SnO2 to improve 

our solar cell configuration. 

Various types of techniques have been used for the deposition of SnO2 such as ultrasonic 

spray pyrolysis (USP) [2, 10], sol-gel method [11], chemical spray pyrolysis [13]. D. Jadsadapattarakul 

et al reported the microstructure of SnO2 thin films deposited by ultrasonic spray pyrolysis 

technique [2]. Sehrish et al investigated the photovoltaic properties of SnO2 using sol-gel method 

[11] while S. Palanichamy et al have reported on the physical properties of SnO2 thin films using 
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nebulised spray pyrolysis [10] at different temperatures. SnO2 thin films can be deposited using a 

variety of physical and chemical deposition techniques among which USP is a well-developed and 

economically viable method for depositing uniform thin films over large area [14]. USP is a 

processing technique being considered in research to prepare thin and thick films, ceramic coatings, 

and powders. Unlike many other film deposition techniques, it represents a very simple and 

relatively cost-effective processing method (especially regarding equipment costs). It offers an 

extremely easy technique for preparing films of any composition. USP does not require high-quality 

substrates or chemicals [15, 16]. 

The aim of this paper is to successfully deposit uniform transparent SnO2 thin films by USP 

method onto different substrates (glass and glass/ITO) which are useful for photovoltaic 

applications and to investigate their structural and electrical properties. 

2. EXPERIMENTAL DETAILS 

SnO2 thin films were deposited by ultrasonic spray pyrolysis (USP) technique using an 

aqueous solution containing 0.1 M tin (IV) chloride hydrate (98% Sigma-Aldridge) in 100 ml of 

pure water (with more than 18 MΩ·cm resistivity). Few drops of hydrochloric acid was added to 

prevent hydrolysis. To prepare good quality films without contamination, the soda-lime glass and 

glass/ITO sheets with (10 × 20 × 1 mm) dimensions were cleaned and used as a substrate on which 

tin oxide thin films were grown. For this experiment, thin films are defined as having 50–100 nm 

thickness. 

The experimental setup and detailed discussion of USP technique has already been published 

[2, 12]. The glass substrates were then sprayed at the rate of 5 l/min for 5 minutes and 10 minutes at 

temperatures ranging from 300–500 
o
C. Optical measurements were performed by measuring total 

transmittance and reflectance using Jasco-V670 spectrophotometer in the wavelength range of 250 

to 1500 nm. XRD patterns were obtained using ULTIMA IV Rigaku D/Max 2500 diffractometer 

using a Cu Ka radiation (λ = 1.5406 Å, 40 kV at 40 mA). N type conductivity was proved by using 

hot probe. The value of slope contact behavior and area of contact was obtained from AUTOLAB 

program while the thickness of the film was determined by optical measurements and used to 

calculate resistivity. 

3. RESULTS AND DISCUSSIONS 

3.1. Structural Analysis 

The XRD diffraction pattern of SnO2 thin films deposited for 5 min and 10 min are shown in 

Fig. 1 below. According to XRD pattern, cassiterite (ICDD: 01-077-0448) was detected which 

revealed the polycrystalline nature of the film having a tetragonal structure. Although, a cubic SnO2 

(ICDD: 01-071-5329) with orientation (111) was also detected for both graphs. No reflection 

connected to an additional phase was noticed. The film at Ts = 300 °C has an amorphous structure 

and crystallization of SnO2 appears at about 400 °C and above. The peak intensity value was 

substantially raised at 500 °C. It can also be observed that as the deposition temperature increased 

from 400 to 500 °C, crystallite size increased independently from the deposition time (see Table 1). 

The plane (200) appears and was dominant at 500 °C. Similar observation of orientation was 

reported by Maio et al [18]. Furthermore, a report produced by S. Palanichamy revealed the 

polycrystalline nature of the SnO2 thin films and an increase in crystallinity with substrate 

temperature [2]. 
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a)  b)  

Fig. 1. XRD plot of sprayed SnO2 thin films deposited onto glass substrate  

(a) for 5 min, (b) for 10 min 

3.2. Optical Properties 

The total transmittance spectra of the deposited SnO2 thin films with different deposition 

temperature (Ts) recorded at wavelength range 300 to 1500 nm is displayed in Figure 2. All the 

films exhibit high transmittance in the visible region as well as the IR region. Average transmittance 

varies between 75 to 80% as deposition temperature increased from 300 to 500
 o

C. With increasing 

deposition temperature, in shorter wavelength region the soda lime glass could not transmit light 

and was cut from the spectrum of the SnO2. A little shift to the band edge region for higher 

wavelengths was observed for different deposition times. 

a)  b)  

Fig. 2. Total transmittance spectra of the deposited SnO2 thin films on glass substrate  

(a) for 5 min, (b) for 10 min 

We are not able to calculate the bandgap due to used soda-lime glass substrate which 

intersects the signal from the SnO2 films. In the future, we plan to use quartz substrate to overcome 

this difficulty. 

3.3. Electrical Analysis 

The electrical parameters of SnO2 thin films as a function of deposition temperature and time 

was determined by measuring the resistance of substrate and calculating the resistivity of 

glass/ITO/SnO2 and current density. Table 1 shows the slope, area of contact, thickness of film and 
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resistivity while Table 2 shows average resistivity, crystallite size and contact behavior. The 

resistivity was calculated using the formula  = R·A/L, cm, where  is resistivity, R is resistance 

which is gotten from the Table (1/S), A is the area and L is the thickness of the film. 

 

Table 1. Of deposition temperature, resistivity and area 

 

ITO/Glass Time (min) Deposition 

Temperature 

(
o
C) 

1/Slope 

(Ω) 

Area (cm
2
) Thickness 

of film 

(cm) 

Resistivity 

(kΩcm) 

1
st
 Contact 5 300 27.5 0.03240 5.0E-6 178.20 

2
nd

 Contact 5 300 24.1 0.04628 5.0E-6 223.07 

1
st
 Contact 10 300 25.0 0.03697 7.0E-6 132.04 

2
nd

 Contact 10 300 25.5 0.02902 7.0E-6 105.72 

 

1
st
 Contact 5 400 29.6 0.02861 10.0E-6 84.69 

2
nd

 Contact 5 400 32.8 0.03324 10.0E-6 109.03 

1
st
 Contact 10 400 35.3 0.03529 12.0E-6 103.81 

2
nd

 Contact 10 400 38.9 0.01896 12.0E-6 61.46 

 

1
st
 Contact 5 500 42.2 0.03767 15.0E-6 105.98 

2
nd

 Contact 5 500 45.2 0.02231 15.0E-6 67.23 

1
st
 Contact 10 500 51.2 0.02371 25.0E-6 48.56 

2
nd

 Contact 10 500 73.0 0.03689 25.0E-6 107.72 

 

Table 2. Of deposition temperature, average resistivity, crystallite size and contact behaviour 

 

Deposition 

Temperature  

(
o
C) 

Time  

(min) 

Average 

Resistivity 

(kΩcm) 

Crystallite size 

(nm) 

Contact 

Behaviour 

300 5 200.63 1.600 Diode 

10 118.88 6.800 

400 5 96.86 2.600 Ohmic 

10 82.64 5.300 

500 5 86.60 33.10 Ohmic 

10 78.14 36.00 

Reference (1/s): ITO/TiO2 = 1.72·10
5  

Ω
         

 

 

Figure 3 below show the graph of average resistivity versus deposition temperature. It can be 

seen that electrical average resistivity of the deposited films for 5 minutes decreases from 

200·10
3
 Ωcm to 86·10

3
Ωcm with an increase in substrate temperature, while for 10 minutes, 

average resistivity increased from 119·10
3
 Ωcm to 78·10

3
 Ωcm. Achour at al observed a similar 

trend while using spray pyrolysis method [22]. The decrease of electrical resistivity may be due to 

the increased crystallite size (See Table 1) [2]. 

Figure 4 shows the graph of current density versus voltage for deposition temperature. At 

300 
o
C, we observed a curved line which indicates diode contact behavior while at 400 and 500 

o
C, 

we observed a straight line which indicates Ohmic contact behavior. We believe that adding SnO2 at 

temperatures where ohmic contact is observed would help reduce the resistance loss caused by the 

ITO electrode and window layer.  
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a)  b)  

Fig. 3. Graph of average resistivity versus deposition temperature for deposition time  

(a) for 5 min, (b) for 10 min 

a)  b)  

Fig. 4. Graph of current density versus Voltage for deposition temperature  

(a) for 5 min, (b) for 10 min 

4. CONCLUSION 

USP method was used to deposit uniform and homogenous SnO2 thin films. The influence of 

time and temperature on deposited glass substrate was studied. XRD deposited. SnO2 thin films 

showed tetragonal structure at deposition temperatures higher than 400. The thin films deposited at 

300 °C displayed amorphous behavior. At Ts = 300 °C, crystallite size of films is about 1.6 nm and 

increases at higher deposition temperature. Additionally, this paper establishes the role of 

deposition temperature on electrical and optical properties as well as structure of SnO2 thin films. It 

was observed that at higher deposition temperatures resistivity decreases. This implies that by using 

USP method, resistivity can be easily changed by varying temperature. This could be used to 

determine best conditions for the improvement of component layer in solar cell structure. Overall, 

all films exhibited high transmittance in the visible region as well as the IR region. 
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ABSTRACT 

Nowadays a lot of attention is given to the improvement of the materials, to increase their durability, 

longevity, chemical and thermal resistance etc. One of the most common techniques is to form a protective 

coating on the material to improve its features without the need to replace it entirely. The most popular 

method to create a protective coating is plasma spraying. Alumina is perfect material for such cases, since it’s 

relatively cheap and exhibits excellent thermal and chemical resistance. It’s possible to achieve better results 

with composite coatings, addition of different materials can change properties of the coating tremendously, 

and different amounts of the material can modify formed coatings properties as well. Addition of titanium 

oxide in alumina coatings can increase the chemical resistance of material without reduction of thermal 

resistance. The aim of this research is to investigate the chemical and thermal resistance of alumina coatings 

with different addition of TiO2. Al2O3, Al2O3-3 wt.% TiO2 and Al2O3-13 wt.% TiO2 coatings were deposited 

using atmospheric plasma spraying. The as-sprayed coatings were heat treated up to 500 °C with straw 

pellets in a furnace to imitate real working conditions of the boiler. The coatings surface morphology, 

structure, and elemental composition was examined by Scanning Electron Microscopy, Energy Dispersive X-

Ray Spectroscopy and X-Ray Diffraction. It was determined that after heat treatment the minor changes in 

the elemental composition were observed. Meanwhile an additional crystalline phases of metal oxides were 

detected. 

Keywords: Plasma spray, coating properties, alumina, titania, thermal resistance, chemical resistance 

1. INTRODUCTION 

The need for functional materials is ever increasing, many systems and their individual parts 

or sections must be durable, resistant to chemical or thermal effects and corrosion. The higher 

longevity can be reached – the better. One of the most effective and cost-efficient way to prolong 

the lifespan of certain parts or systems is to apply a protective layer of material on top. Ceramic 

coatings (Al2O3, ZrO2, TiO2) are widely-used in many fields, from military and medicine to 

aerospace industry. Coated materials exhibit superior mechanical, chemical and physical properties 

[1]. One of the reasons why coatings are extremely popular today, is that a thin layer of material 

applied on a base substrate can significantly improve features of a certain item without changing the 

internal structure. Plasma spray is well known coating technology, today widely used in laboratories 

and industry in depositing a huge variety of coatings on various surfaces and components to provide 

protection and improve their quality. The quality of the coating depends on several factors such as 

plasma temperature and flow rate, the substrate and powders that are being used. Powder 

composition is especially important, since different materials have different properties and greatly 

affect the quality of the formed coating [3-5]. One of the most widely used ceramic coating today is 

alumina because of its low cost, inherent attrition and corrosive resistance, excellent dielectric and 

thermal shock resistance. These properties allowed the construction of special surface protection of 

metallic components operating under severe running conditions [5]. The properties of the aluminum 
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oxide could be improved with the addition of titanium oxide. An addition of TiO2 in an Al2O3 based 

coating increases the wear resistance which is due to increase of the fracture toughness and decrease 

of the coefficient of friction [2]. Mechanical properties of the coating can also be changed with the 

addition of TiO2. This was tested by authors [3] and in their study they performed characterization 

of alumina coatings with the addition of titanium oxide, and the effects of TiO2 addition to Al2O3 

base of plasma sprayed coatings. It was found that TiO2 addition reduced the microhardness of the 

alumina composite coating. Similar results were obtained by other authors [4-7], they found that the 

increase of titania lowered the microhardness of coatings. It was also confirmed that the increase of 

titania decreases the coatings porosity, and increases its corrosion resistance, wear rate and elastic 

modulus [8]. However, the thermal insulation property of Al2O3-TiO2 coatings decreases with the 

increase of the content of TiO2 in powder. The possible reasons are that TiO2 has a higher thermal 

conductivity than Al2O3, and these coatings have different porosities [9].  

The aim of this paper was to deposit the alumina and alumina composite coatings and to 

investigate the influence of titanium oxide addition to alumina coatings resistance to thermal and 

chemical impact. 

2. METHODOLOGY 

The coatings were sprayed on steel (P265GH) substrates at atmospheric pressure using a 

direct current plasma torch. The plasma torch used in this experiment was developed at the  

Lithuanian Energy Institute [10]. The steel substrates (dimensions of 40 × 10 × 6 mm) were 

polished and chemically cleaned before starting the deposition process. The substrates were placed 

on the water-cooled sample holder and the deposition duration was ~60 s. Air was used as both the 

plasma forming gas (flow rate of 3.7 g/s) and the powder carrier gas (flow rate of 0.75 g/s), 

hydrogen was used as a secondary gas (flow rate of 0.06 g/s). The plasma torch was moving in the 

x-axis direction forward and back during the deposition, in order to avoid overheating the sample 

and ensure similar structure of the coating for all of the samples. The spraying distance was kept at 

70 mm. Powders used to for the Al2O3 coating were MOGUL PC15, purity 99.8%, for the Al2O3-

3 wt.% TiO2 - ALO-105, purity 98.5%, and lastly for the third coating Al2O3-13 wt.% TiO2 - 

MOGUL PC12. Additionally, every sample had an underlayer formed from MOGUL M3, Ni/Cr 

(ratio 80/30) powders.  

The surface morphology of the coatings was characterized by scanning electron microscopy 

(SEM) using a Hitachi S-3400N, elemental composition by energy dispersive X-ray spectroscopy 

(EDS) using dispersive X-ray spectroscopy (Bruker Quad 5040 spectrometer, AXS Microanalysis 

GmbH). The measurements were performed from 1.05 mm
2
 surface area at 4 different points for 

each sample and the mean values were presented. Structure of the coatings was analyzed using X-

ray diffraction crystallography (XRD) with Bruker D8 instrument whose main parameters were: 

theta-theta configuration, CuKα (λ = 0.154059 nm) radiation.  

Samples (together with an uncoated steel specimen Fig 1 a) were put in a metal cylinder with 

straw pellets (Fig. 1 b)).  
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Fig. 1. a) position of the samples, b) samples in tube with grain pellets, c) metal cylinder with the 

samples, d) experimental setup 

The cylinder had holes on each side and air was flowing through the bottom one at a constant 

rate (Fig. 1 c)). The furnace (model TMH12/38/500-2416 (Fig 1. d)) temperature was set to 500 °C 

and after the heating, the cylinder with all of the samples was left to cool down. Temperature inside 

the cylinder was measured by 3 thermocouples, 1
st
 was placed under the samples, and other two 

were fixed on the surface of the samples (2
nd

 on Al2O3-3% TiO2 sample, 3
rd

 on Al2O3-13% TiO2 

sample). The duration of one experiment was 80 minutes and this was done 10 times. After 10 

cycles each of the coatings were washed using ultrasonic cleaning, then morphology, structure, and 

composition were examined along with the control sample of uncoated steel. 

3. RESULTS AND DISCUSSION 

Four different samples were used: Sample No. 1 uncoated steel sample, No. 2 – Al2O3 

sample, No. 3 – Al2O3-3% TiO2 and No. 4 – Al2O3-13% TiO2. 

Fig. 2 shows the temperature of one cycle measured with 3 thermocouples. The temperature of 

the 1
st
 thermocouple (below the samples) is quite lower, that is due to the constant air flow from the 

bottom of the cylinder, and the maximum temperature  is considerably  lower  (450-480 C°),  because 

 

Fig. 2. Temperature graph measured by thermocouples in metal cylinder 

a b 

c d 
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the burning of straw pellets is happening on top of the samples. 2
nd

 and 3
rd

 thermocouples 

temperatures are quite similar. The rapid growth of temperature can be observed at 17 min mark, 

that is when the straw pellets start to burn, and the peak temperature is between 520-600 °C and 

reached at 25 min mark. The temperature when the burning is over and the temperature on the 

coatings surfaces starts to decrease and stabilizes at 430-470 °C. 

Fig. 3 shows surface of the samples before and after 10 cycles. It can be seen that the surface 

of the 1
st
 sample slightly changed 10 cycles of heating. There are more small particles on the 

surface, also some cavities appeared. The small particles are leftover products of straw pellets 

burning process, which were not washed completely before the measurement. Also during the 

burning process surface is being etched by the ongoing chemical reactions. And the damage done to 

the surface of the sample just after 10 cycles, can clearly be seen.  

  

Fig. 3. SEM micrographs of steel sample, before a) and after b) 10 heating cycles 

The second sample surface is shown in Fig. 4. On the untreated sample (a) the structure is 

typical, the coating is of lamellar structure and consists of splats and some unmolten particles, also 

no defects can be observed on the surface. The structure, of the same sample, after 10 cycles (Fig. 4 

b)) is similar, but there are considerably more small particles on the surface. Same as in the 1
st
 

sample these particles are residues of combustion process, that cannot be washed away completely. 

As in the 1
st
 sample, some cavities do form on the surface, but they are smaller and shallower. That 

is because the Al2O3 coating is much more resistant to chemical reactions than the steel substrate. 

  

Fig. 4. SEM micrographs of Al2O3 sample, before a) and after b) 10 heating cycles 

The surface of 3
rd

 sample (Fig. 5) is similar 2
nd

 coating (Fig. 4), no cracks or any other defects 

are observed. The main difference is that there are more small particles and the surface seems to be 

more porous. After 10 cycles of heating there are some residue particles of combustion process, also 

a 

a b 

b 
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no visible cracks can be observed, however there are a bit hollower spaces, but the overall structure 

of the coating was not damaged.  

  

Fig. 5. SEM micrographs of Al2O3-3%TiO2 sample, before a) and after b) 10 heating cycles 

On the surface of 4
th

 sample (Figure 6) there are barely any changes at all. The coatings seem 

almost the same. That is because of increased chemical resistance, with higher amount of titanium 

oxide. As in other samples, there are no visible defects even after 10 cycles of heating. This coating 

appears to be affected the least to the chemical and thermal impact of this test.  

  

Fig. 6. SEM micrographs of Al2O3-13% TiO2 sample, before a) and after b) 10 heating cycles 

Elemental composition of the samples was examined before 10 heating cycles and after. 1
st
 

sample of uncoated steel consists of mostly iron (97%), oxygen (1%) and low amount of other 

element from impurities of the sample. The sample was greatly affected as the amount of oxygen 

increased by almost 42%, also other elements (silicon, potassium, calcium, sulfur) can be found, 

that appeared after the burning process, however their quantity is quite low. These elements can be 

found due to the fact, that they were not removed completely using ultrasonic cleaning.  

2
nd

 sample mainly consists of oxygen (57%) and aluminum (31%). Other elements (nickel, 

copper, chromium, iron, carbon and silicon) are attributed to impurities of the alumina powders and 

bonding layer of NiCr. After 10 cycles amount of oxygen increased by only 1% (to 58%), but 

aluminum decreased by 3% (to 28%). Meanwhile, the changes of other elements in the sample was 

negligible.  

3
rd

 sample consists of oxygen (58%), aluminum (31%) and titanium (1%). Much like in 2
nd

 

sample, low amount of the impurities (nickel, copper, chromium, iron, carbon and silicon) are 

found. After 10 cycles, the amount of oxygen increased by 2% (to 60%), titanium increased by 1% 

(to 2%) and aluminum increased by 2% (up to 33%). Minor changes of other elements concentrations 

(nickel, copper, silicon, chromium) was also observed, this happened due to ultrasonic cleaning was 

a 

a b 

b 
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unable to completely remove the combustion products from the surface of coating and diffusion of 

impurities within the sample during the burning process.  

As in the previous coating, the final one consists of oxygen (57%), aluminum (22%), titanium 

(4%) and impurities. Amount of oxygen in this sample increased by 3% (to 60%), which means the 

oxidation is a bit higher in Al2O3-13% TiO2 coating than in Al2O3 and Al2O3-3% TiO2. However, 

the amount of aluminum and titanium remained the same. 
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Fig. 7. X-ray diffraction patterns of samples before and after 10 heating cycles: a) Steel;  

b) Al2O3; c) Al2O3-3 wt.% TiO2; d) Al2O3-13 wt.% TiO2 

The phase composition of as-sprayed coatings and after 10 cycles samples was identified in 

Fig. 7. The 1
st
 untreated sample (Fig. 7. a) consists only of Fe phase, and after 10 cycles Fe3O4 

becomes the dominant phase in the sample. This confirms elemental composition data, that the 

surface of sample experiences high level of oxidation. Phase composition of coating No. 2 

(Fig. 7. b) does not change much, dominant phases are attributed to bonding layer and steel. There 

is a small increase of α-Al2O3 phase when 2θ = 35.2°, also the peak of α-Al2O3 phase narrows when 

2θ = 43.5°. Similar results were obtained by S. Matthews [11]. In his work, he heat-treated Al2O3 

samples in different temperatures, and observed that there are no phase composition changes in 

500–700 °C temperature range. The dominant phase in sample no 3 (Fig. 7. c) is γ-Al2O3 when 

2θ = 37.8°, 39.5°, 45.9° and 67.1° and their intensities do not change much. Unlike in previous 

sample, there is an increase of α-Al2O3 phase, especially when 2θ = 35.4° and a smaller increase 

when 2θ = 43.4 and 57.6°. The only peak of α-Al2O3 phase that decreases is when 2θ = 68.2°. The 

a b 

c d 
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intensity of Fe and Ni peaks when 2θ = 44.5° and 51.5° are unchanged after 10 cycles, so it can be 

assumed that the number of heating cycles have no effect on the amount of crystalline Fe and Ni 

and phase in this sample. Finally, in the sample no 4 (Fig 7. d) phase composition is much simpler. 

Highest intensity peaks are Fe and Ni when 2θ = 44.1° and 51.5°. Just as in 2
nd

 sample There is a 

small peak of NiO, that is attributed to sublayer, when 2θ = 63.2°. The dominant phase is α-Al2O3 

(2θ = 35.2° and 43.3°) and the only other phase is the coating is γ-Al2O3 (2θ = 35.1°, 45.8 and 

66.8°). Since the intensity of all phase peaks varies very little, the coating remains almost the same, 

even after 10 heat cycles. Phase composition of Al2O3-TiO2 coatings during the heat-treatment 

process was also investigated by S. Jia et al. [9].  The alumina and alumina composite coatings were 

heat-treated at 400 °C temperatures. The authors concluded that the phase composition of alumina, 

Al2O3-3% TiO2 and Al2O3-13% TiO2 coatings remained unchanged even after heat treatment at 

400 °C temperatures for 4 hours. 

4. SUMMARY 

The Al2O3, Al2O3-3% TiO2 and Al2O3-13% TiO2 coatings were deposited by plasma 

spraying. The surface morphology, elemental composition and structure of the deposited and heat-

treated coatings were analyzed.  The SEM results indicated that  the highest damaged was obtained 

for the steel surface. Meanwhile the coated samples (No. 2, 3, 4) after heat treatment were almost 

unaffected. No defects were observed, coatings did not crumble or peel off. The uncoated steel 

sample was heavily oxidized after the 10 cycle of heat treatment. The oxygen amount on the surface 

increased from 1 to 42%. Using this data, it is clear that protective layer is necessary to preserve its 

structural integrity. The change of elemental composition in other samples is quite low. In Al2O3 

coating oxygen increased by less than 1% and aluminum decreased by 3%. In the Al2O3-3% TiO2 

coating, amount of titanium increased by less than 1%, and oxygen by 2%, but aluminum decreased 

by 2%. In the Al2O3-13% TiO2 coating amount of oxygen increased by 3%, but aluminum and 

titanium remained the same. It was obtained that after 10 cycles of treatment the steel substrate is 

heavily oxidized and Fe2O3 becomes the dominant phase. The XRD results indicated that even after 

10 cycles of heat treatment at 500 °C, structure of Al2O3, Al2O3-3% TiO2 and Al2O3-13% TiO2 

coatings remained stable.  
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ABSTRACT 

The first hydropower plant was built in Kretinga in 1890. Lithuanian hydro power resources were 

investigated by Henryk Merczing and Jonas Smilgevičius. Steponas Kolupaila, who is called a founder of 

Lithuanian hydrology, comprehensively explored Lithuanian hydropower resources and estimated their 

potential. 

It has been determined that the potential capacity of Lithuanian rivers is 582 MW and the kinetic capacity is 

82.1 MW. Hydrokinetic resources of Lithuanian rivers have been reduced due to the protected areas and 

comprise 13.6 MW, and the energy is 79.4 GWh/year. Riverine potential energy resources are thoroughly 

investigated by the scientists of Laboratory of Hydrology at the Lithuanian Energy Institute. Hydrology 

research is required for the development of large-scale energetics, namely for operation of Kaunas hydro 

energetic system (Kaunas Hydro Power Plant and Kruonis Pumped Storage Power Plant) and for selection of 

the site for the construction of Ignalina NPP.  

The main task of this study is to review the history of the exploitation of Lithuanian hydro energy resources 

and to show the prospects for the development of the hydropower sector. This review shows that potential of 

natural resources of riverine potential energy is declining. The potential of electricity generation in 

Lithuanian rivers can be increased by using kinetic river flow energy. It's possible to use the kinetic energy of 

the riverine flow for electricity generation only in the modern hydro turbines as shows successful foreign 

experience. 

Keywords: hydro energy, hydrology, kinetic energy 

1. INTRODUCTION 

Since ancient times, potential riverine hydroenergy has been used for various purposes, in the 

water supply and irigation systems, converting it into mechanical energy driving variuos machinery. 

One of the first uses of water in a water mill replacing a hand-rolled mill was described by the 

Greek poet Antipater of Thessalonica 20 BC [1]. It is believed that the first mentioned in written 

sources water mill in Lithuania,  was built on the Dane River in the vicinity of Klaipėda in 1256 [2]. 

Therefore, water mills in Lithuania are likely to have appeared in the XII–XIII century.  

Since riverine energy was started to use in economic activities, mostly in water mils, state has 

the need to assess and write in the chronicle utilization of riverine energy. First Lithuanian Statute 

has started State regulation of the water mils activity in Lithuania at 1529 [3]. 

First electric hydropower generator was installed in the water mil of Kretinga manor on the 

river Dupultis at 1890. It was first hydro power plant in Lithuania supplying electricity for the needs 

of manor house [3]. Riverine energy was started to use for electricity generation and supply for 

public needs. First hydro power plants were built without comprehensive research and evaluation of 

hydro resources. 

2. RIVERINE HYDROENERGY RESEARCH IN LITHUANIA 

2.1. Riverine Potential Hydroenergy Research 

For the first time, the Lithuanian hydro power resources were thoroughly explored and 

investigated by the chair of the Russian Commission for the Exploration of the Water Power 
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Prof. Henryk Merczing in 1909, having submitted a proposal to build a power plant on the river 

Nemunas in Birštonas [3]. 

Prof. Steponas Kolupaila comprehensively studied Lithuanian hydropower resources, 

determined their utilization potential and suggested construction of hydroelectric power stations on 

the big rivers [4], [5]. In 1922 was calculated average usable Lithuanian riverine capacity equal to 

149 200 kW, minimal capacity capacity was 119 360 kW and maximal capacity 373 000 kW [10].  

Engineer J. Smilgevicius has proposed hydro power plants construction on the largest rivers [7]. 

Lithuanian Energy Committee was established in 1936 and its Water Force Commission led by 

S. Kolupaila performed a complex exploration of rivers hydropower resources. The hydropower 

calculations of the largest rivers were carried out, according to which the theoretical power of rivers 

during the 6 months of the average water year was 199.5 MW, and during the 9 months it was 

150 MW [6]. The total power of riverine hydropower was calculated by the formula [6]:  

        (1) 

where,          the value of the eficiency factor has already been accounted, H – river water 

head m, Q – water discharge m
3
/s. 

Statistics show that in 1926, there were 616 hydroelectric power plants in Lithuania, total 

power – 5966 kW, in 1939 – 640 hydroelectric power stations with an output of 8660 kW. In 1938 

hydropower accounted for 2%, local resources – 28%, and imported – 70% of electricity generation 

[8]. 

Table 1. Lithuanian hydro power potential evaluation 

Researchers Hydropower,  

MW 

Hydroenergy, 

TWh/y 

References 

S. Kolupaila 149,2  10 

S. Kolupaila 199,5  6 

“Hydroenergoprojekt” institute 118,6  10 

J. Jablonskis,  M. Lasinskas 689 6 10 

J. Jablonskis 28,7 0,125 12 

 

There were 355 hydro plants in Lithuania in 1948 with a total power of 12,000 kW, of which 

85 – Hydro Power Plants with an installed capacity of 4000 kW [8]. Number of hydro power plants 

has increased until 111 Hydro Power Plants and total power reached 10.030 kW in 1958. The 

production of small HE in the period of 1945–1958 has increased more than 4.5 times and 

amounted to 20 million. kWh/y. Hydroelectric resources were explored for the development of 

small Hydro Power Plants, river basin districts were measured, longitudinal river profiles were 

made, stairs were made, and possible locations for Hydro Power Plants construction were indicated. 

Hydro Power resources were started to explore in Lithuanian Energy Institute at the 1947, 

when a group of scientists began to take interest in hydropower issues. M.Lasinskas studied and 

analyzed energy indicators of Lithuanian small rivers [9]. A Hydro Power laboratory was 

established in 1957 and has continued the hydrology research of S. Kolupaila. The hydrology 

laboratory was established for the development of water resources research in 1961 and headed by 

academician M. Lasinskas.  

Resources of small Lithuanian rivers were calculated by “Hydroenergoprojekt” institute in 

1950. The power of small rivers was estimated at 118,590 kW [10]. 

The theoretical hydro power potential was determined of 689 MW and 6 TWh of annual 

hydroenergy [10]. When connecting of all settlements to the electricity grid started, the small Hydro 

Power Plants were abandoned and their liquidation ended in 1982. Were considered that 

hydropower resources of the rivers are limited and unable to meet the rapidly growing energy 

needs. Lithuanian electricity needs were met by thermal power plants. 
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The importance of hydropower and interest in its potential grew up again after Lithuania 

restored its independence, and after joining the European Union, the country had to fulfill its 

obligations to increase energy production using renewables. Therefore, since 1995, until 2005 

construction of small HPP was started again. 

The research results of hydropower and hydrology laboratories were used as basis to 

determine the most suitable locations for the construction of Ignalina NPP and Kruonis Pumped 

Storage Power Plant. The possibilities of the cooling pond of the nuclear power plant were 

investigated. The changes in the flow during operation of Kruonis Pumped Storage Power Plant 

were studied using the hydrodynamic modulus of the MIKE 21 model [11]. 

The potential energy of the Lithuanian rivers was studied by the scientists of the Lithuanian 

Energy Institute [12], [13]. After assessing environmental restrictions, the last one introduced in 

2003, the estimated potential hydro-energy of rivers decreased from 618 million kWh down to 125 

million kWh and power down to 28.7 MW [12].  

2.2. Riverine Hydrokinetic Energy Research 

One of the first use of Neris river water hydrokinetic power was mentioned at 1581 [14]. The 

first hydrokinetic power plant in Lithuania on the Merkys river was built by the inventor J. Jakaitis 

[15].  

The kinetic energy of the Nemunas and Neris flows has been evaluated by scientists [18], 

[19]. The average flow rate of the Neris river is 0.8 m/s, the average power density in the cross-

section is 0.30 kW/m
2
 and the average power is 39 kW. Nemunas average power density was 

determined 0.15–0.3 kW/m
2
. While in the spring flood, the kinetic power density can reach 

1.4 kW/m
2
. 

The hydro - kinetic resources of Lithuania's medium and small rivers were determined on 

those sections of the river where the depth of the wag is greater than 0.5 m and the average flow 

velocity is higher than 0.4 m/s [16], [17]. It is estimated that the length of potentially used river 

segments is up to 2000 km. The relative hydrokinetic power is unevenly distributed: 54.9% of river 

stretches of this length have a power of less than 50 kW/km, with only 3.9% of the length stretching 

has value over 150 kW/km. 

The hydropower of the Neris River was explored, which consists of potential and kinetic 

hydro-energy [20], and found that the comparative potential energy is 273,3 kW/km and the kinetic 

energy is 2.0 kW/km.  

3. CONCLUSIONS  

 From the earliest times, river energy has been used and research on riverine energy has been 

carried out for almost a century. 

 Since 1918 in Lithuania, efforts were made to maximize the use of hydropower in an effort to 

replace imported fossil fuels, therefore systematic hydrological research was performed, and 

the average power of rivers was estimated. 

 After assessing environmental restrictions, the last one introduced in 2003, the potential 

hydro-energy of rivers decreased from 618 million kWh down to 125 million kWh and power 

down to 28.7 MW. 

 In assessing the hydro - kinetic energy potential of the Neris and Nemunas rivers, it is 

possible to find the river sections where the potential of hydro - kinetic energy can be used. 

The kinetic energy of the Neris river is only 0.75% of the potential energy. 

 Although the potential of the potential riverine hydro-energy was reduced and the wider use 

of hydrokinetic energy is limited by small resources and technologies, these studies need to be 

developed through the advancement of the use of hydro turbines and the improvement of the 

ecological situation. 
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ABSTRACT 

Rakovye lakes in Leningrad Region are one of the largest lakes, which connecting with the Vuoksi River. 

However, after the intervention of nature and of significant changes caused by man, the lake became 

shallower almost 8 times and broke up into 2 small lakes. 

All these transformations has changed ecosystem. Though they didn’t diminish its nature protection role in 

the region as a main ornitological area for nesting and migrating water fowls. The lakes still play an 

important role as a water habitat and as the habitat of a large number of endangered species of plants and 

animals. 

The X-ray fluorescent examination of the samples of bottom sediments showed the presence of low 

concentrations of heavy metals (Sr, Fe, Ni, Cr, Cu, As, Co), which have also been identified in dominant 

vegetation types (helophyte plants – Typha latifolia L., Typha augustifoliaL., Phragmites australis (Cav.) 

Trin. ex Steud., Glyceria maxima (Hartm.) Holmb.; floating plants – Nuphar lutea L., Numphaea candida J. 

Presl & C. Presl, Sparganium erectum L., Sparganium emersum Rehmann, Potamogen natans L.; submerged 

plants – Spargánium graminéum L., Myriophyllum spicatum L.). 

Quiet high concentration of the lead (Pb) was fixed in all samples of the bottom sediments. The accumulation 

of each studied heavy metals (Sr, Pb, Fe, Ni, Cr, Cu, As, Co) in aquatic plants and their parts (leaves, roots, 

stems) is very low if to compare it with the bottom sediment. It has differed a few times. 

Lead is the major pollutant of the ecosystem in Rakovyie lakes. The studying of the anthropogenic’s 

transformation history of the ecosystem shows that this pollution has been causedby a very long high hunting 

activity in this area before the time when the area has become a nature protected area – the reservate. 

Nowadays the lead which has been accumulated intto the bottom sediments for a long period of hunting on 

water fowls could penetrate into food chains of the lakes’ ecosystem, barring into food chains over aquatic 

vegetation. 

Keywords: ecosystem components, heavy metals, lead pollution, bottom sediments, aquatic vegetation, food 

chain 

1. INTRODUCTION 

The Rakovye lakes located on the Karelian isthmus in the Leningrad region of Russia are one 

of the key ornithological territories of Russia. There is one of the routes of the white sea – Baltic 

flight path of birds lies. Swans, geese, ducks and river ducks fly over the Rakovye lakes in 

thousands flocks from the Baltic and North seas to the Arctic tundra and taiga in spring and autumn 

back. The whole system of lakes is of great importance for the maintenance of fish resources of the 

Ladoga basin. Heated shallow waters are large spawning grounds for bream, roach, perch, pike and 

other fish species [1].  

mailto:little-star96@inbox.ru
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The Rakovye lakes is a system of reservoirs, which are connected both with each other and 

with other lakes and Vuoksa river. 

The Rakovye lakes consists of a Large Rakovoe and a Small Rakovoe lakes. All lakes are 

shallow and subject to overgrowth to varying degrees. At the moment, the Small Rakovoe lake is 

completely overgrown with helophyte. 

Overgrowth of water bodies is a natural process that leads to the formation of swamps. 

Almost all lakes are subject to this, especially those that have a weak fluidity. However, in such 

lakes can slow down the process of overgrowth, or, conversely, accelerate, which sometimes occurs 

as a result of human activity [2]. 

The leading role in the process of overgrowing and disappearance of lakes belongs to the 

highest aquatic plants. By accumulating significant biomass, they also accumulate heavy metals of 

both natural and man-made origin. Heavy metals can accumulate in tissues and organs, retain them 

during the growing season and thus exclude them from the cycle in the reservoir until their death 

and decomposition. Partly they precipitate in the form of carbonates, sulfates, partially adsorbed on 

mineral and organic sediments. As a result, the content of heavy metals in sediments is constantly 

increasing, and when the absorption capacity of sediments is exhausted, heavy metals enter the 

water. This is facilitated by an increase in water acidity, strong overgrowth of reservoirs, 

intensification of CO2 release because of the activities of microorganisms [3]. Heavy metal 

compounds are relatively rapidly distributed over the volume of the water body. Of particular 

importance for aquatic ecosystems is the distribution of these pollutants in the ecosystem and their 

inclusion in food chains. In the case of shallow overgrown lakes, such as the Rakovye lakes, the 

most important is the assessment of the inclusion of heavy metals from sediments in biotic 

components, in which the main role is played by higher aquatic plants. Modern literature data about 

the contamination of the system of the Rakovye lakes by heavy metals have not been found. 

Since 1994, the water area of the lakes has been included in a specially protected natural 

area – the nature reserve of regional importance "Rakovye lakes", but the anthropogenic load on the 

ecosystem has increased in the last 20 years due to the construction of the main oil pipeline in the 

adjacent territories and the expansion of residential areas. In this regard, the assessment of pollution 

of lakes with heavy metals and the prospects of their distribution in biotic components is relevant 

both for the conservation of lakes of high conservation value, as and for the conservation of 

migratory waterfowl, massively stopping on the lakes during migration. This report examines the 

accumulation of heavy metals in plants in overgrown lakes. Higher aquatic plants play an important 

role among the biotic components of aquatic ecosystems. Accumulating chemical elements, 

including heavy metals, in tissues and organs, they retain them throughout the growing season and 

thus exclude them from the cycle in the reservoir until their death and decomposition [4]. 

The present study was conducted to assess the modern state of accumulation of heavy metals 

in different species of higher aquatic plants the largest and most important lake system of the 

Rakovye lakes – the Big Rakovoe lake. 

2. METHODS OF RESEARCH 

The research was conducted in July – October of 2017 and 2018 on the lake Great Rakovoe 

(Karelian isthmus, Leningrad oblast, Russia). Collection of material of higher plants was carried out 

during land and water routes. For studies was selected as the major plant communities, among 

them – a representative of drop-off. The collection of plant material was carried out in spring by the 

method of averaged sample – from 10 to 15 plants of each species, one age group, from the same 

organs. The plant material was dried to an air-dry state, was crushed using a disk eraser to particle 

size ≤ 71 microns. Further preparation of samples was carried out in accordance with the 

requirements of the PP. 5.1-5.5 GOST ISO 11464-2015. 

The study of heavy metal content in plant samples was carried out using x-ray scanning 

crystal diffraction spectrometer SPECTROSCAN MAX-GV by quantitative analysis.  
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Studies of eutrophication of water bodies was conducted on the results of geobotanical studies 

and indicators, which were obtained on the basis of aerial and satellite imagery of the area of the 

Rakovye lakes in the 1970s, the 1990s and early 2000s. Processing and interpretation of the 

materials made use of software packages MapInfo7, MapViewer4 methods of manual and 

automatic tracing. 

3. RESEARCH RESULTS 

The main forms of overgrowthing of the Great Rakovoe lake are the increase in the flat area 

of coastal dense alloys, the formation of Islands of vegetation with dense soil in the water area, the 

expansion of sparse zones of aquatic vegetation. Compacted alloys on the lake. B. Rakovoe is 

mainly represented by thickets of broadleaf cattail, narrow-leaved cattail, common reed. Sparse 

thickets without compacted soil formed the same types in the initial stages of settlement, as well as 

Sparganium emersum, Spargánium eréctum, Glycéria máxima. 

The increase in the rate of overgrowth of the lake was facilitated by a decrease in the flow of 

water into the lake due to the dam built in 1984. By 1991, the total area of dense alloys increased by 

about 15%, by 1999 – by 150% compared to 1979 [5]. The year 1999 was critical for the lake's 

overgrowth. In the absence of measures to raise the water level of the lake could grow completely in 

a few years, as it is almost no sites with a depth of more than 70 cm, complicating the settlement of 

aquatic plants. There was a compaction and an increase in the number of Islands with vegetation, 

the alloys were compacted and increased in size. Continued shallowing of the Rakovye lakes, which 

resulted in even more growth. 

However, in 2001 the dam was built on creek Holodnyi (flowing out of the lake), which has 

helped to increase summer water level at 40 cm. This change allowed us to slow the pace of 

eutrophication of lakes [6]. 

Inhibition of aquatic vegetation from the water level rises tracked on satellite images of 2002-

2010 as a reduction in land area, defiinitely as dense alloys and reducing the area and density of the 

sparse thickets of higher aquatic vegetation. In the period 2010-2018, there is a gradual recovery of 

the area of dense alloys, which does not reach the maximum values of 1999. However, there was an 

intensive development of sparse macrophyte thickets throughout the lake area, which indicates the 

continuing threat of a new stage of lake overgrowth. 

Figure 1 shows a graph of how the area of loose (dark column) and dense (light columns) 

alloys changed between 1979 and 2018. 
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Fig. 1. Schedule of changes in the area of rafting and thickets of higher aquatic plants of the 

great Rakovoe lake 
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As the lake is overgrown with higher aquatic plants, the amount of heavy metals that 

accumulate in the plants and enter the reservoir after the death of the previous ones or enter the food 

chains of the ecosystem increases. Given the fact that heavy metals can accumulate in sediments in 

both mobile and little mobile forms, and the ability of plants to extract metals from sediments is 

different in species, it is particularly important to assess the cycle of heavy metals in the soil-plant 

state for different types of vegetation. 

Determination of the level of accumulation of heavy metals in the soils and vegetation of a 

large alloys lake was performed for the bottom soil and the dominant plant species and their organs 

(leaves, roots, stems, fruits). Plants of different ecological groups: air-water plants and floating 

plants were investigated.  

The study of bottom soils was carried out in the thickets of different species of aquatic plants 

and in the water area devoid of vegetation (Table 1). 

The content of heavy metals in sediments depended little on the type of vegetation and 

generally had low values (Table 1). The exception was the lead content, which is slightly higher 

than the values typical for the water bodies of the region and the maximum permissible 

concentrations in the soil [7]. 

Table 1. The concentration of heavy metals, manganese and iron oxides in the higher aquatic 

vegetation of oz. B. Rakovoe 

The part of the lake B. Rakovoe 
Concentration of metals in bottom sediments, mg/kg 

Sr Pb As Zn Ni Co Fe MnO Cr V 

Bottom sediments from parts of lake, 

overgrown with helophytes 

250 18 12 66 20 4 0 558 65 50 

Bottom sediments from parts of lake, 

overgrown with floating vegetation 

189 21 11 87 23 6 4,17 656 74 58 

Bottom sediments from parts of lake, 

overgrown with submerced vegetation 

200 14 11 71 248 4,4 3,7 547 68 56 

Bottom sediments from parts of lake 

without vegetation 

180 19 10 76 21 3 4 822 70 59 

 

The low content of heavy metals in aquatic plants of the investigated water body was revealed. 

We can see the results on Table 2. Distribution of accumulation of heavy metals in the water area is 

mosaic. There is the fact that heavy metals can accumulate in the biomass of aquatic plants. 

Table 2. The concentration of heavy metals, manganese and iron oxides in the higher aquatic 

vegetation of the Great Rakovoe lake 

Species 
Concentration of metals in dry leaves, mg/kg 

Sr Pb As Zn Ni Co Fe2О3 MnO Cr V 

Typha latifolia L. 131 10 5 90 2 0 0.05 520 41 0 

Týpha angustifólia 123 12 6 78 5 0 0.04 741 48 0 

Phragmites communis Trin. 105 14 7 66 4 0 0.09 466 18 0 

Sparganium ramosum Huds. 122 12 5 74 2 0 0.2 483 31 0 

Glyceria maxima (Hartm.) Holmb. 117 14 3 81 3 0 0.2 754 28 0 

Nuphar lutea (L.) Sm. 100 8 3 71 4 0 0.12 885 35 0 

Nuphar pumila (Timm) DC. 90 9 5 80 1 0 0.16 1111 38 0 

Nymphaea candida J. Presl & C. Presl 110 7 6 66 12 0 0.24 1347 40 0 

Potamogeton natans L. 115 4 5 61 20 0 0.3 1567 36 4.8 

Sparganium gramineum Georgi 134 3 5 105 9 0 0.2 1392 51 0 

Myriophyllum spicatum L. 127 5 6 70 18 0 0.5 2015 48 0 

Potamogeton perfoliatus L. 140 3 3 81 11 0 0.3 1610 43 0 

http://www.plantarium.ru/page/taxonomy/taxon/17651.html
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We noted the effect of accumulation of strontium, lead, arsenic, chromium in aquatic plants of 

all studied groups. Especially effective in aquatic vegetation accumulates manganese and zinc, their 

concentrations in plants in some cases exceeds that in the bottom soil. At the same time, the 

accumulation of vanadium and cobalt in aquatic plants practically does not occur. 

4. SUMMARY 

At this stage of overgrowing of the lake has slowed the growth water area dense quagmire 

from the banks due to the artificial raising of the water level in 2001, after some degradation of the 

dense quagmire that occurred between 2001 and 2005, began to stabilize contours of aquatic 

vegetation. At this stage of growth consists of slow growth coastal pay quagmire and active capture 

the waters of the lake are overgrown with submerged plants. 

Accumulation of heavy metals, manganese and iron oxides in the soil – plant system is quite 

active, but given the low content of pollutants does not pose a danger to the food chains of the 

ecosystem. 

Different ecological groups of plants differ somewhat in their ability to extract individual 

heavy metals from the soil. The greatest ability to accumulate lead was observed in helophytes, 

strontium and zinc – in helophytes and submerged plants. The high ability of plants of all groups to 

accumulate manganese and zinc, most pronounced in plants with floating vegetation, is shown. 

Accumulation of vanadium and cobalt in the studied species of aquatic plants does not occur. 

Currently, the ecosystem of the Great Rakovoe lake Is not contaminated with heavy metals, 

which emphasizes the importance of preserving the conservation regime of the reserve in the 

conditions of increasing anthropogenic load on the adjacent territories.  

It is also necessary to regularly monitor the pollution of ecosystems by heavy metals, as with 

increasing their income accumulation in the ecosystem will be enhanced by the activities of 

common thickets of aquatic plants. This will lead to the rapid incorporation of these pollutants into 

the ecosystem. Taking into account the importance of the Rakovye lakes for fattening waterfowl 

during migration along the white Sea-Baltic migration route and characteristic for many species of 

waterfowl feeding on aquatic plants, pollution of the ecosystem will spread pollutants over long 

distances.  

For more accurate information on heavy metals entering the soil and plants, monitoring and 

control of available sources of anthropogenic impact on the Rakovye lakes is necessary. 
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Technical evaluation of hydropower units requires undertaking the pilot studies, in order to study the 

amplitude and frequency characteristics of vibrations in the full range of generation of vibrations. The paper 

describes the results of such studies using the example of hydropower units of Vartsikhe HPP. Measurements 

on the second unit of Vartsikhe HPP were carried out on a mounting platform. Measuring point was selected 

at 1 m from the shaft of the rotor to the turbine, in the standard mode of the operation in the radial, tangential 

and vertical directions at four points of hydropower unit. These points are – turbine, bottom bearing, top 

bearing and a blade-control valve. The operation mode of hydropower unit was standard, and only one unit 

was operational. There have been measured the sound pressure levels dB C and sound level db A, in the 

standard octave and third-octave bands. There were used the vibro-measuring instruments VSV-003-003 

(accuracy class 1. GOST 17187-81) and the vibratory acceleration piezo sensors DN-3 (frequency range 10-

4000 Hz), as well as the modern, portable vibrilometer VM 6360. During the measurements, the sections of 

20-30-second vibration signals were registered using a special computer program, and then, they were 

processed and analyzed under laboratory conditions.  The vibration signals were digitized using a special 

computer program as well as in a MathCad environment. 

The following vibration characteristics of the taken off signals have been analyzed and generalized: forms 

of the vibratory acceleration signals, the root-mean-square values of signals - RMS, which are proportional 

to the vibrational energy of the signals). 

The measurements were carried out at two-week interval. After that, there was carried out a pilot study of the 

acoustic characteristics of hydropower unit. There have been compared the results of the first and second 

measurements and relevant conclusions have been made. In pilot studies, there have been used modern 

methods of narrow-band, octave and tierce-octave spectral analysis (SpectraLab, MathCad). The 

experimental data have been processed in a MathCad environment using a special computer program, which, 

within several minutes, finds all vibration parameters and compares them to each other, both the results of 

several measurements and, if required, the results of measuring different hydropower units.   

Keywords: Hydropower, Vibroacoustic characteristics, Frequency characteristics 

1. INTRODUCTION 

Introduction of vibrating monitoring and diagnostics tools of hydropower units requires an in-

depth and thorough knowledge of their vibrational fields. To that end, it is necessary to undertake 

the pilot studies of vibration characteristics, in order to study the amplitude and frequency 

characteristics in a full range of vibration generation. The pourpose of the vibration tests is to obtain 

information on the current technical ststus of hydropower unit. This allows for identifying any fault 

immediately before the stage of its inception [8]. The paper describes the results of such study using 

an example of hydropower units of Vartsikhe HPP. The measurements were carried out in all three 

directions (vertical, tangential and radial) at four vibroactive points (at the Vartsikhe HPP) [6]. 

These points were as follows: turbine, bottom bearing, top bearing and a blade-control valve, as 

shown in Figure 1.   

mailto:Datodzadzamia1@gmail.com
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Fig. 1. The scheme of the measurement points of hydropower unit 

2. RESEARCH METHODS 

While solving the formulated problems, there were used the points of Theory of Machines and 

Mechanisms, machine dynamics, type identification, probability theory and mathematical statistics. 

The use of these methods allows engineers for determining any vibration signal they took off in 

their desired frequency band, as well as for creating a large database [7]. In the pilot studies, there 

were used methods of narrow-band, octave and tierce-octave spectral analysis (SpectraLab, 

MathCad) [3]. The methods of decision-making and type identification theory were used in 

developing the algorithms of diagnostics [9]. 

3. EXPERIMENTS 

There were used the vibro-measuring instruments VSV-003 (accuracy class 1. GOST 17187-81) 

and the vibratory acceleration piezo sensors DN-3 (frequency range 10 -4000 Hz) (Fig. 2). 

 

Fig. 2. Vibro-meter VSV-003 and piezo sensors DN-3   

Also, there was used the modern, portable vibrilometer VM 6360 specifically bought for this 

expriment (Fig. 3).  

 

Fig. 3. A portable vibrilometer VM 6360 
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The sensors were fixed to the measured surface uing the magnet and prism, as shown in 

Figure 4. 

 

Fig. 4. Measuring instrument 

The frequency of the rotor's nominal rotations at the Vartsikhe HPP (the low-rotation vertical 

aggregates of a Francis type) is 115.5 rpm, that is 1.923 Hz. All dynamic processes in the system 

are repeated with periodicity of f0 = 1.923 Hz. This is the main frequency of the rotor’s rotation 

rotation and the harmonics appear at the frequencies k*f0, where k = 1,2,3,… 

 

Fig. 5. Vartsikhe HPP’s hydropower unit  

When measuring in the vertical direction, the measuring instrument was rotated at 90 degrees 

to its own axis and then measured in the tangential direction. The accuracy of measurements was 

± 1 db. The device is completely usable in measurements of relative vibrations and in the 

assessment measurements, especially when comparing two and several measurements with each 

other [10]. During the measurements, the sections of 20-30-second vibration signals were registered 

using a special computer program, and then, they were processed and analyzed under laboratory 

conditions. The vibration signals were digitized using a special computer diagnosis program created 

by the authors in a MathCad environment [1]. 

A pilot study of the acoustic properties of hydropower unit was also carried out at the 

Vartsikhe HPP to diagnose the technical states. The noise levels were measured in order to compare 

them with their reference values. There was selected the measurement point at a mounting platform 

at a distance of 1 m from the rotor shaft near the turbine, as shown below in Figure 6. 
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Fig. 6. Noise measurement point at a distance of 1 m from the rotor shaft near the turbine  

4. PROCESSING OF SIGNALS  

The following vibration characteristics of the taken off signals have been determined and 

analyzed: 

 forms of the vibratory acceleration signals; 

 the root-mean-square values of signals – RMS, which are proportional to the vibrational 

energy of the signals, 

where RTS – is  Real Time Series -  the measured values of the amplitudes of vibration digital 

signals, i = 0,1,2, … N – the numbering of the examined points of vibrations. The growth of RMS 

(the root-mean-square value) indicates increasing vibration level: 
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In case of large values of CrestFactor (≥ 6 ), the impacts are produced in the vibrating system;    

 total signal levels, db;  

 displacements with total levels on the main rotating frequency, mm;   

 spectral composition of signals in the octave bands of frequencies;  

 spectral composition of signals in the tierce-octave bands of frequencies; 

 narrow-band spectral composition of signals (the conduction band – 0,673 Hz) in a full 

frequency range and the detailed analysis of constituents, using both linear and 

logarithmic scales of measurements;    

 finding the local and global maximums with their own frequencies;  

 cepstra (which indicate the perodicity in the signals);   

 spectral composition of a mechanical repeater of vibor-acceleration signals; they are 

obtained first by finding a mechanical repeater of signal, by Hilbert transform, and 

then, they spectral compositions are finding by Fast Fourier Transform (FTT);    

 spectral composition of a mechanical repeater of the filtered high-frequency signals 

[2].   

All these signal characteristics are the standard functions of a MathCad package and its 

Extension Pack “Signal Processing”, andtheir finding in a MathCad space is carried out simply and 

instantaneously. The analysis of these parameters led to the localization of incepted faults. In this 

case, no fault will be localized as stated in the conclusion.  

One of the typical digrams developed in a Mathcad environment as shown in Figure 7.  
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Fig. 7. Comparison of spectral constituents of G2 generator of  the Vartsikhe HPP’s hydropower 

unit in a frequency range of 0–210 Hz in vertical, tangential and radial directions   

 

Figure 8 illustrates the comparison of the results of first and second measurements.  
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Fig. 8. Comparison of the signals of the measured ibration fields of the signals measured in radial 

direction (the red color designates the first measurement results, and the blue color – the second 

measurement results)  

 

4.1. A pilot study of the acoustic charactersitics of the Vartsikhe HPP  
 

Noise measurements are less common in the objectives of vibro-acoustic monitoring and 

diagnosis of the technical tates of energy devices. Providing a detailed and thorough analysis of a 

particular noise source is much more difficult in the case of other noise sources. In addition, the 

problem of singling out the concrete constituent of noise, which is due to the defect precipitation, is 

complicated as a result of possible multiple reflections and refraction of noise waves [5]. In the 

vicinity of the vibrating surface, there is a near diffusion field of noise with complex form pseudo-

constituents, which are transformed into a simple (wave) form when removed from the source [2]. 

That is why noise measurements are almost always carried out at least 1 m away from the surface of 

the device under study. When measuring vibrations, the localization of is simplified considerably. 

The operational mode of hydropower unit was standard, and only one hydropower unit operated. 

There have been measured the sound pressure levels dB C and sound level db A, in the standard 

octave and tierce-octave bands [4]. The narrow-band spectral analysis was carried out by step of 

0.637 Hz throughout the audible frequency range.  

Figure 9 illustrates the comparison of noise levels with admissible values. 
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Fig. 9. Comparison of noise levels with admissible values (the red color designates the 

admissible level, and the blue color designates the noise level obtained as a result of measurements) 

5. CONCLUSION 

At the moment of measurements, except for minor deviations in the vibration characteristics 

of hydropower units, as far as can be judged from single measurements, there were no significant 

defects in the system, violation of capacity to work and hydropower units were a satisfactory 

technical status.  

The vibrations may lead to the following possible defects: turbine (impulse wheel) 

malfunction; defects of its separate blades; increasing water flow turbulence; water cavitation. 

None of these defects were identified during this study.  

For accurate assessment of a technical status of hydropower unit, measurements should be 

carried out systematically, at regular intervals, and the results of previous and new measurements 

should be compared.  

REFERENCES 

1. Kopaliani, N., Kopaliani, D. The digital analyzer for vibro acoustical diagnosics of technical 

conditions of machines in MathCad. Geogrian Scientific News, 2010, No. 3, p. 26–31.  

2. Norton, Michael. P. Fundamentals of noise and vibration analysis for engineers. Melbourne 

Australia:  Cambridge University Press, 1999. 619 p. ISBN 0-521-34941-9.  

3. Mathcad, version 14.0.0.163. Help. - Parametric Technology Corporation, 2007. 

4. Digital Sound Level Meter – RadioShack, Owner’s Manual. Tendy Corporation.  

5. Kopaliani, N., Kopaliani, D.  Development of systems with an artificial intellects for the 

purposes of vibroacoustical diagnostics. Periodic scientific magazine Novation, 2008, No. 1, 

p. 22-31. 

6. Kopaliani, N., Kopaliani, D., Giorkhelidze, N. Digital spectral processing of vibroacoustical 

signals for diagnostics a technical condition of mechanical systems. Georgian academy of 

sciences, 2005, No. 8, p. 44–56. 

7. Dimentberg, M. F., Frolov, K. V., Menyailov, A. l. Vibroacoustical diagnostics for machine 

and structures. Taunton, Somerset England: Research Studies Press, 1991. 630 p. ISBN 0-863-

80116-1. 

8. Marinescu, D. Handbook of machine tool analysis. Bosa Roca United States: CRC Press, 2002. 

322 p.  ISBN 0-8247-0704-4. 

9. Kopaliani, N., Zivzivadze, O. Realization of a problem vibroacoustical diagnostics of technical 

conditions of hydro power units in Mathcad. Periodic scientific magazine Novation, 2015, 

No. 15, p. 232–238. 

10. Kopaliani, N., Gorgodze, G., Dzadzamia, D., Purtseladze I. About one method of a digital band 

filtration of vibroacoustic signals. Periodic scientific magazine Novation, 2017, No. 19, p. 101–

105. 



             CYSENI 2019, May 23-24, Kaunas, Lithuania 

             ISSN 1822-7554, www.cyseni.com 

 
 

 

XII-473 

ENERGY FORECASTING VS ENERGY MODELLING 

JAZZ IMPROVISATION VS SYMPHONY 

M. Grajcar 

HafenCity University 

Überseeallee 16, 20457 Hamburg– Germany 

Email: maria.grajcar@hcu-hamburg.de 

 
ABSTRACT  

Energy forecasting and energy modelling have become more than just tools mirroring general technological 

development; from classical mathematical relationship models based on statistics to artificial intelligence and 

fuzzy logic. Forecasting almost always implies modelling; this modelling exercise should not try to fit to 

historical records but should produce the best forecasts. 

In his speech on the Global Forecasting Competition, Dr. Tao Hong listed four main issues in energy 

forecasting in 2014: impractical research, lack of benchmarking data, a hard-to-reproduce process, and 

limited educational programmes and courses. This paper addresses the issue no. 1 – impractical research, 

since energy forecasters devote almost all of their efforts to describing a methodology setup, leaving any 

interpretation of results aside. Secondly and not surprisingly, policy makers and even professionals in the 

energy sector do not make any distinction between energy forecasting and energy modelling; this fact is also 

partially responsible for the gap between the research and real needs of the energy sector. 

In this paper, the relationship between energy modelling and energy forecasting is explained firstly in theory 

by analogy with music, and secondly in current energy models applied to natural gas forecasting. Most 

energy models are theoretically based on applied knowledge from macroeconomics and statistics, therefore a 

missing piece of social science will be explored especially with regard to the results of energy models.  

Keywords: energy forecasting, energy modelling, energy infrastructure 

1. INTRODUCTION/ PROBLEM SETTING 

“Change comes most of all from the unvisited No Man’s Land between the disciplines.” 

(Norbert Weiner) 

 

Energy forecasting and modelling may either be pleasant intellectual exercises for researchers 

working in Computer Science or Macroeconomic Affairs departments at universities, or they may 

make a real change to future energy systems. 

Albeit far from perfect, no matter how perfection is defined, forecasting functions and models 

enter the realm of policy making and may influence the security of energy supply in the future
1
 as 

already recognised by a few authors, for example in [19]. 

The broader definition of energy forecasting is “forecasting in the energy industry” and covers gas 

and electric load forecasting, price forecasting, renewable generation forecasting etc. The term 

“energy” in “energy forecasting” determines the usage of forecasting methods in the respective field 

of interest only, as the same forecasting method may be used for various study objects; output 

growth forecasting, exchange rate forecasting, inflation forecasting to mention but a few.  

Up until now, well-known modelling scenarios have underestimated the growth of renewable 

energy in developed countries and overestimated the consumption growth of natural gas in 

developing countries in the past and thus current energy and international policies have been based 

on assumptions that have not come true. Wind and solar installed capacity (and possible future 

                                                 
1
 This paper is an introduction to the research PhD project on the Security of Energy Supply with the focus on Technical 

Infrastructures. 
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production) were simply adjusted upwards afterwards in almost every forecasting report. This fact 

is hardly surprising to anyone unless the boom of forecasting and modelling methods is taken into 

consideration.  

The aim of this paper is to analyse current trends in energy forecasting and modelling in 

relation to the energy sector. Examples of models were carefully chosen according to criteria as 

follows: 

a) The subjects of energy forecasting and modelling are relevant for the future security of 

supply of a respective country or region. From this perspective, long term forecasting is 

of higher importance than short-time or middle-time forecasting. 

b) A method used represents a current trend in the energy forecasting.  

Historians may already consider writing the history of forecasting methodologies, mirroring 

general technological development; from classical mathematical relationship models based on 

statistics (linear regression, autoregressive integrated moving average) to artificial intelligence 

(fuzzy logic, genetic algorithms, artificial neural networks – ANNs and deep neural networks). 

Merkel et al. provide an overview of the last mentioned methods [1], whereas Tamba et al. 

conducted a fascinating literature survey on natural gas forecasting in 2018 [2].  

The vastness of literature documenting forecasting methods is striking for a newcomer in the 

field, especially when compared to the literature on the interpretation of results for energy supply 

and/or future development of infrastructure. Dropping the necessity of a deep understanding of 

energy processes was initially regarded as a great advantage of new tools such as neural networks 

and fuzzy logic and led to the boom of research articles applying new tools to energy forecasting 

and energy modelling. 

In reality, most analysts understand oil/gas prices or demand as just one of the objects of their 

research, to prove or validate their forecasting methodologies – without being genuinely interested 

in the implications of their research on the energy sector. In accordance with the nature of their 

discipline, they spend 95% of the space in their articles on methodology setup. To energy 

forecasters, the energy sector is one field of many where their knowledge is applicable, filling the 

missing pieces of information for the future as illustrated in Figure 1. This attitude requires an 

implicit core assumption that necessary information, condensed in data sets, is complete and known 

as well as relations among them thanks to the applied methods.  

Putting forecasts under scrutiny, represented by zooming in on Figure 1, highlights the current 

status of the use of energy forecasting in energy sector.  

 

Fig. 1.  Relationship between forecasts and the energy sector  

As Ascher put it in his now-classical work on forecasting [3] and Overholt confirmed its 

timeless validity 22 years later [4], accuracy does not have to be the highest goal when producing 

forecasts. Forecasts ordered by public institutions set the mood in a particular decade by forecasting 

the future share of renewable energy in the energy mix, making distinctions between smart grids 

and traditional grids and promoting e.g. Sektorkopplung in Germany. The expressions in italics 

represent trendy words in chronological order (as they entered the virtual space of public debates on 

energy); one plays around econometric methods, neural networks and fuzzy logic in a similar 

fashion in energy forecasting. The explosion of articles in the field has the unspoken intention of 



             CYSENI 2019, May 23-24, Kaunas, Lithuania 

             ISSN 1822-7554, www.cyseni.com 

 
 

 

XII-475 

enhancing the prestige of the forecaster or capturing the attention of the public and/or academic 

world.   

2. THEORETICAL BACKGROUND OF ENERGY FORECASTING AND ENERGY 

MODELLING 

2.1. Energy forecasting 

The mere fact that energy forecasting and energy modelling are used interchangeably [5], [6], 

[19] reduces the use of their results in the energy sector.  

Classically, energy forecasting has been based on two forecasting approaches; on the 

extrapolation of past historical data for predicting the future and on the modelling (simulation). The 

first group of methods deals with the concept of curve fitting – using multiple regression to fit a 

polynomial function to a series of data points. The more polynomials are chosen, the less fitting 

error. However, the fitting error is not the measure of the quality for the accuracy of the forecast and 

its reduction definitely does not increase the chances of predicting for example, oil price shocks two 

weeks in advance.  

The main principle of forecasting is to find a model, whose ability for explaining historical 

data at best has no correlation with the quality of its predictions. As an explicit example of the logic 

behind the models, the Auto-Regressive Integrated Moving Average Model (ARIMA), introduced 

by George Box and Gwilym Jenkins in the 1970s, was chosen. Hong [7] explained the 

autoregressive process applied to forecasting the electric load as follows: “the current value of the 

electric load is often expressed as a linear combination of previous electric load values and with a 

random noise“. In the model-fitting process, analysts try to fit their model to the data until residuals 

become white noise and forecasts look reasonable
2
. Needless to say, since for example the energy 

forecasting of natural gas is marked by its seasonality, especially due to its use in the residential 

sector, researchers must use a seasonal difference while conducting long-term forecasts. 

Econometric forecasting methods deliver satisfying results if the situation on the national 

energy market is stable as they excessively rely on history. These methods would naturally fail to 

predict for example the reduction of gas demand by 10% during the crisis in the Ukraine in 2013–

2014. Still, regression models are the most common methodologies used in energy forecasting.  

In theory, if the process (e.g. future development of the fuel consumption in one respective 

region, available electricity capacity of transmission system) is not known but various 

measurements, observations and samples exist, one may accept neural networks (NNs) as a suitable 

tool for energy forecasting or modelling. Rácz and Németh [8] interestingly apply neural networks, 

or more precisely, a method called dynamic line rating when predicting the maximum transmission 

capacity of the electricity grid. All theoretical conditions were fulfilled, the process is only partially 

known; the standard models are based on a simplified heat equation neglecting e.g. electromagnetic 

phenomena:  

 , (1) 

where: Pj – Joule heating (J); Ps – solar heating (J); Pc – convective cooling; Pr – radiative cooling.  

The above-mentioned measurements exist in the form of data for solar radiation, wind and 

ambient temperatures of previous years and actual current values of currents represented by the 

current and the temperature of the line. The model examined above-ground lines with the maximum 

permissible temperature of 40 °C due to the limitation of the sag. According to their results, the 

neural network calculated the temperature of the wire with an error of under 7%, this rate means 

max. 2 °C difference in a temperature, which roughly coincides with the accuracy of sensors [8]. 

                                                 
2
 Similarly, forecasts based on regression analysis models per energy production site are corrected by operational staff 

due to their operational knowledge of the system. On the national scale this would be impossible to do. 
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Answering the question of maximum transmission capacity for a new technology of installing lines 

underground would require a new, more complex setup of a model.  

2.2. Energy modelling 

The concept of the modelling fits to the greater areas and to the creation of scenarios due to 

long-term visions as illustrated in Figure 2. Models are used for example in testing the resilience of 

the technical infrastructure with hypothesized shocks; showing the way to the goals of a low carbon 

energy future or testing the hypothesis of mitigation of Russian gas dependency through energy 

efficiency and renewable policies. 

Simply put, their role is definitely not to predict.  

 

Fig. 2. Energy forecasting vs energy modelling 

Henrik Lund et al. analysed the role of energy system modelling in the transition away from 

fossil fuels in democratic societies based on two basic archetypes: simulation vs. optimization of 

national energy models [9]. While the optimization approach pre-sets a goal (the lowest energy 

consumption or the highest reduction of carbon dioxide emissions) and searches for the lowest-cost 

path possible to achieve it; simulation models tend to create various scenarios for the future; ideally 

taking into account future technological options, fuel prices (a product of energy forecasting), and 

policy issues.  

To conclude this part, energy models cannot promise more than the representation of an 

energy sector in a macroeconomic model or be a macroeconomic model itself representing national, 

regional or global economy. Their outcome, as shown on the example of Lund et al.’s research and 

in Table 1 is a projection of various scenarios without any probability distributions. Therefore, 

strictly speaking, their outcomes cannot be labelled as forecasts. Fragkos et al. [10] tried to solve 

this by incorporating uncertainty into world energy modelling in the case of the PROMETHEUS 

Model. This hybrid model combines structural considerations (including expert judgement) with 

time-series analysis for providing patterns of variation over time. Interestingly, its deterministic 

version
3
 has been extensively used in studies of the European Commission such as EU Energy 

Roadmap 2050
4
.  

 

 

 

 

                                                 
3
 In a deterministic version, all equation parameters are set at their mean versions [31]. 

4
 Shortly after, the district heating sector introduced its own Heat Roadmap of Europe as the EU Energy Roadmap 2050 

anticipated the massive use of electricity in the heating sector.  
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Table 1. Energy forecasting vs. energy modelling with a focus on the natural gas (NG) sector 

 Energy forecasting Energy Modelling 

Character  (mostly) stochastic (mostly) deterministic 

Examples of 

methods  

a) econometric method based on 

input-output coefficients  

b) an added load method 

considering additions and 

deductions to NG demand due to 

new connections and efficiency 

improvements  

Optimisation based on maximising total surplus  or 

minimising total costs for gas infrastructure 

Statistics- 

exogenous data  

Forecast load: weather variables 

(temperature and humidity), 

heating and cooling days, 

temperature-humidity index 

NG consumption (as a result of optimisation, it 

could be endogenous, too), price of natural gas and 

of alternative fuels (to take into account fuel-

switched effects), supply constraints (e.g. pipe 

capacities), existing technology stock 

Demand 

functions  

(Mostly) weather responsive 

especially for short-term 

forecasting 

Price responsive  

Human 

behaviour  
Implicitly in the historical data 

Explicitly  the own assumptions of the researchers 

or taken from the official national models (e.g. 

energy scenarios from the UK Energy Research 

Centre’s UK Energy 2050 project) 

Geographical 

coverage  

(relevant for 

security of energy 

supply) 

Irrelevant (mostly at city or state 

level)  

“trading can take place anywhere 

with an internet connection” 

a) global e.g. one of the first of this kind: Shell 

global energy model from 1974, World gas model; 

PROMETHEUS 

b) regional, national  

c) supranational, e.g. European Gas Market Model 

Outcome 
Prediction (point, interval) with a 

probability distribution 

a) energy projection as a function of energy policies 

applied 

b) projection scenario (set of assumptions on key 

inputs) without a probability distribution 

Evaluation of the 

outcome 

Root Mean Squared Error 

(RMSE) 

Mean Absolute Percentage Error 

(MAPE) 

Weighted Mean Absolute 

Percentage Error (WMAPE) 

No general evaluation standard  

Client/ 

contracting body  
Private Sector. Academic world 

Public sector: federal agencies, ministries, academic 

world 
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2.3. Analogy with music. Idea experiment 

At first glance, piano jazz seems like a spontaneous activity; the pianist is just listening to the 

jazz music in the background and a listener never knows what the final musical experience will be 

like. A person not familiar with computer science and statistics at a professional level (energy 

experts, policy makers) has the same impression when trying to understand forecasting methods as 

more than just a plain black box and inevitably wonders about the final forecasts and their relation 

to reality. The analogy with jazz improvisation works with the process of forecasting, not for an 

outcome. 

On closer inspection of the jazz improvisation, one starts to question the aspect of 

improvisation in a performance – since there are certain rules (such as adapting to a rhythm, never 

playing the same note in a row etc.) that guide a jazz pianist when improvising. As Hatch put it, jazz 

performances are structured around playing the tunes, which themselves are loosely structured via 

partial musical arrangements called heads [11].  

These rules are analogous to the classical Hubbert model, statistical methods, fuzzy logic, 

neural network; all methods are listed in Fig. 3 in a non-accidental order. In free jazz
5
, the more 

experienced the jazz pianist becomes, the fewer rules are applied, with the exception of one: feeling 

the music. In other words, the higher we climb the ladder, the more the music loses structure, while 

gaining mastery of “unpredictable”. The same tendency is noticed in the development of forecasting 

methodology: from rather rigid methods to the soft computing trying to mimic the intelligence 

found in nature. Thus, hidden layers in neural networks or transforming linguistically expressed 

knowledge (mirroring imprecise and uncertain human thinking) into workable algorithms (fuzzy 

logic) are placed higher up the ladder, although not achieving the climax, a paradigm change to 

come. In other words, single methods such as the Hubbert Curve Model, statistical models, and the 

Grey Prediction Model are slowly being replaced by hybrid methods such as the Bayesian Model 

Averaging [19], or the combination of the Autoregressive Moving Average  (ARMA) method with 

genetic algorithms [20].  

 

Fig 3. Parallels between steps for learning jazz piano improvisation and developing new methods 

for energy forecasting. 

Sources: Maria Grajcar (analogy), Oliver Prehn (10 steps in piano jazz improvisation), Comfort 

Mosha (illustration) 

                                                 
5
 In other jazz genres, most of improvisations follow more or less strict rules. Some rules are even related to the 

physique of a player and the used instrument. 
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Symphonies such as the Symphony No. 3 D major Op. 29 Polish composed by Tchaikovsky 

are a perfect example of presenting the process of energy modelling. Taking the example of the 

technical infrastructure model, there is a definite number of musical instruments producing the 

sound (pianos as energy generation types such as combined cycle gas turbine (CCGT), coal and 

nuclear power plants) with their own characteristics (the note A above middle C is usually tuned to 

the frequency 440 Hz as well as the electrical efficiency threshold of the combined cycle gas turbine 

is up to 45%). During the performance of the symphony, the noise occurs (heavy breathing of a 

pianist, coughing of the lady in the third row), as well as during the running of the simulation. To 

put this another way, final results can be as unexpected as the random sounds coming from an 

audience in the Staatsoper Hamburg. 

The choice of a master work matters, e.g. energy models comparable to symphonies 

composed e.g. by Scriabin with almost no repetitions have not been designed, yet. However, hybrid 

models would best represent the approximation of these kinds of symphonies. 

2.4. Interdisciplinary Aspects  

Since statistics and macroeconomic theory are inherent parts of energy forecasting and 

modelling, respectively; the influence of social science is illustrated in Annex 1 (Fig. 4), 

analogically to the identical phenomenon in music. 

Because of the consequences of the state of the things in the illustration in Annex 1, Sovacool et 

al. [13] suggested a program-centred approach to the energy field instead of the technology-centred 

approach to encourage interdisciplinary depth. Although this direction is already noticeable in the 

calls for further research projects of national institutions in Germany, energy forecasting and 

modelling has not been touched so far. To be concrete, let us imagine analysts asking “how high will 

the natural gas peak demand be in Germany in 2030” instead of thinking about “how to demonstrate 

that neural networks are the right tool for prediction of natural gas demand in Germany in 2030.” 

Regarding the interdisciplinary aspects, International Energy Relations is a discipline from a 

social sciences group mostly related with the original interest of this paper: energy supply security 

with the reliability of energy models discussed. Michael Jefferson calls the discipline “International 

Political Economy of Energy
6
” with its roots in the 1970s as a product of the OPEC crisis [14]. The 

following example demonstrates the increasing complexity of the interdisciplinary independencies 

having a huge impact on the outcome of energy modelling: the production quotas of OPEC 

countries, since December 2018 excluding Qatar, depend on the proved recoverable conventional 

oil reserves (field: IR – international relations). This fact caused the amendment of a definition with 

a shift from a 90% probability to a 50% probability, which led to the massive increase of oil 

reserves in the Middle East region in global statistics (field: statistics). Similarly, China, a relevant 

country because of its future energy demand, overestimates its own natural gas reserves due to 

differences in classification and definitions of gas resources/reserves between China and those 

accepted internationally [6].  

Changed data from globally relevant information sources such as BP Statistical Review, the 

US Department of Energy or the IEA are used on an input side in energy models and naturally- 

produce quantitatively different results which stimulate discussions of “Peak Demand” instead of 

Peak Oil. The concept of Peak Demand has already entered the territory of energy modelling, e.g. 

DNV GL forecasts an oil demand peak for 2023 and gas demand peak for 2035 in its newest Energy 

transition outlook 2018, Oil and gas, Forecast to 2050 [15]. The industry insider and a party with its 

own interests in the sector uses a system dynamic model for modelling the entire world energy 

system based on the Stella modelling tool. Energy researchers from the DNV GL assume the 

continuation of current technology trends is what makes hydrogen as a special category less 

surprising and worth following in future analyses. Similarly, a global energy model Prometheus 

                                                 
6
 Articles of this kind are to be found in Journals such as Energy Research and Social Science, or Energy Policy.  
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[10] identifies 26 power generation technologies for an electricity generation module and 18 

hydrogen production options in a separate hydrogen module.  

3. NATURAL GAS AS SUBJECT OF ENERGY FORECASTING AND ENERGY 

MODELLING (EXAMPLES) 

In a few examples, the research and its (im)practical use in the field of natural gas (NG) 

forecasting and modelling will be demonstrated, according to one single criterion: relevance of the 

results for either the natural gas sector and economy (forecasting) or for the energy security 

(modelling). This task may resemble detective work as it is not self-evident that the results of this 

particular scientific work shall be linked to the issues of the national economy or energy security. 

Generally, most of papers follow the same structure:  

1. A short justification for choosing natural gas forecasting and modelling (such as the rapid 

growth of natural gas consumption in a respective country, relevance of the precise forecasting for 

economic progress); 

2. A description of the method used  

3. Proof that the chosen method outperforms other methods or models by comparing MAPE 

and RMSE (see Table 1) or simply by naming new qualities of a suggested method (dynamic, 

adaptive).  

The forecasting and modelling of natural gas demand or the need for further infrastructure 

(spatial modelling) show some peculiarities
7
 inherent to the natural gas sector compared to other 

branches of energy forecasting and modelling (e.g., oil or electricity prices). This fact is not always 

considered by specialists in energy forecasting – economists and computer scientists. Secondly, if 

the natural gas sector is taken as just one of the sectors in a global energy system, it represents the 

highest uncertainty due to its unknown reserves. Starting with this very first point, Uľyanin et al. 

[18] applied the balance econometric model and forecasted the depletion time of conventional 

natural gas reserves to 52 years (calculated from t0 = 2015) with its consumption peak in 2029. 

When the unconventional natural gas reserves are included in the formulas, the depletion forecast 

shifts to the end of the 21
st
 century.  The outcome refers to the exhaustion of existing technological 

and economic possibilities as they are known now. Although the authors see the solution in nuclear 

bridging i.e. “the regeneration of artificial nuclear fuel plutonium -239 from uranium -238 and, 

possibly in the future, uranium -233 from thorium -232), the recommendation for the natural gas 

sector and its vast infrastructure seems to be clear: facilitation of the full deployment of power-to-

gas technologies. 

Gas crises in Europe in 2009 and 2014 initiated an increasing number of publications 

reporting on energy models set-up for testing the availability of natural gas in Europe, the level of 

dependency on imports and a more complex concept of energy security. Studies were mostly 

conducted for the most vulnerable countries in Central and South-Eastern Europe and for the United 

Kingdom (UK). UK researchers explored the resistance of the natural gas and electricity sector to 

the infrastructure failures as the country switched from natural gas exporter to importer; followed 

by the Netherlands for the first time ever in 2018
8
 [21].  

                                                 
7
 Traditionally, short-term natural gas load (consumption) is divided into heat load, dependent mostly on temperature, 

and base load. The relation between the heat load and temperature is within a certain range of temperatures almost 

linear, as shown e.g. by Merkel et al. [1] for several Midwestern U.S. operating areas. The base load covers other usages 

of gas without direct dependence on the temperature, especially in the industry sector. Before massive deployment of 

technologies based on volatile renewable sources, the natural gas demand forecast for years to come was produced by 

the power generation sector without any huge variations. The same logic can be applied to the natural gas prices – 

without their unexpected rise – there was no need to make them a factor in forecasting methodologies. Another reason 

for excluding NG prices as a factor is their strong governmental regulation for final consumers (for example China). 
8
 This rapid change in the NG trade deficit in the Netherlands has to do with the political decision to reduce gas 

extraction in Groningen, until no more gas can be extracted by 2030 due to fracking earthquakes in the region.  
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Chaudry et al. [16] used the combined gas and electricity network (CGEN) model for 

optimizing the gas and electricity infrastructure in the UK and assessing the security of natural gas 

supplies; based on the function of minimising the total operational and investment costs of the 

combined gas and electricity networks. The level of interaction between the two networks depends on 

the number and usage of gas turbine generators in the UK
9
. To simulate the diversity of supply, no 

single energy source is allowed to gain more than a 40% share of primary energy demand. Still, the 

decision of an operator to run a power-plant based on gas will depend on the actual electricity price, 

varying substantially over the day. Without considering other factors (NOx- emissions, wear-out of a 

turbine), this decision can be made each half an hour. Due to the possible back-up fuel, fuel-switched-

effects need to be taken in account, too. Until now, only a few models have incorporated this option, 

one of them being Prometheus, modelling the world energy system [10]. The article has demonstrated 

that increasing the liquefied natural gas (LNG) capacity offers the best potential for mitigating the 

impacts of shocks to supply in terms of the volume of energy unserved, under two assumptions: a) 

flexibility of natural gas supply b) readiness to pay the market price for NG. 

Selei et al. [17] went even further and combined three models for answering the question. 

“How far is mitigation of Russian gas dependency possible through energy efficiency and 

renewable policies assuming different gas market structures?” The European Gas Market model 

(EGMM) assumes that all producers, importers and traders are price-takers, all facilities are run at 

full capacities and the competitive equilibrium delivers an efficient social-welfare maximizing 

outcome. The setup of the model, clearly described in [17] together with assumptions, prevent 

extreme results from taking place. Authors accordingly claimed the demonstration of the possibility 

of reducing dependency on Russian natural gas “without causing an alarming rise in natural gas 

prices in any of the EU member countries.” Although their argument against planning more gas 

infrastructure as a solution for an energy supply security makes sense due to lock-in stranded assets 

in the sector and relying again on non-domestic energy sources in Europe, other countries such as 

China [6] or Germany with its NordStream 2 Project decided to rely on physical flows of the energy 

from abroad.  

Furthermore, in 12 vulnerable countries of the EU in particular, including the Baltic States 

and Central and South-East Europe, natural gas, with its vast distribution network is mostly used for 

heating; i.e. in the sector, in which, suggested measures in [17] i.e. achieving higher energy 

efficiency and increasing the share of renewable energy are partially out of the scope of energy 

policies in respective countries.  

To conclude this exemplary overview, current research on natural gas forecasting contributes 

to the methodology development rather than to the further knowledge gain for the natural gas sector 

in the respective country. If planners followed the forecasts from 2015, then China for example 

would be dealing with a remarkable oversupply of natural gas right now. However, it is actually the 

underestimation of natural gas consumption that is perceived to be linked with larger threats to the 

economy.  

With regards to modelling and energy security, the relevance of the individual research 

projects is hardly accessible, as policy makers form their policies in accordance with the studies 

assigned by ministries and thus various research projects become secondary literature for them.   

4. CONCLUDING REMARKS 

The representation of the fact that most researchers do not distinguish between energy 

forecasting and energy modelling is comparable to a situation when a listener listening to the jazz 

                                                 
9
 Since the share of district heating networks in the UK is fewer than 2 %, it is natural that district heating networks 

were not considered. However, in countries like Germany, Poland or Slovakia with the high share of the use of the 

natural gas in the district heating network, the connection between the gas sector and heating sector would be the first to 

be assessed. 
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music or a symphony still refers to the activity as simply listening to the music. The reasons are as 

follows: 

a) The capability of making distinctions is related to the general intelligence and the 

understanding of the issue thanks to having been exposed to them before.  

b) Sharp thinking in strict mathematical terms has not been applied to the language used.  

c) Although some programmes enable us to quantify relevant expressions; a word per se 

cannot be perceived as a number. Why not as an interval? 

The advancement of energy forecasting and energy modelling requires truly interdisciplinary 

research of computer science with disciplines such as electrical engineering, meteorological science 

and international relations.  Secondly, the quality of official data produced by e.g. EUROSTAT and 

the GDP is the Alpha and Omega of the success of current global energy models. 

There is one single reality at the point of the time expressed by one single number and one 

unit representing for example natural gas demand in million cubic meters in Germany in 2030. The 

future does not offer us a space for three scenarios to take place and probably none of the scenarios 

known today will become reality. This one single reality is approached from various angles with 

their own assumptions, sometimes mirroring the wishful thinking, and the rest is done by statistical 

and mathematical tools. Not surprisingly, analysts do recognize shortcomings of their forecasting 

methods when the values violate economy theory (i.e. logic of the models) or common sense. This 

is usually solved by arbitrary subjective interventions or simply by ignoring these values. 

Coming back to our analogy with music, listening plays a major part in piano jazz 

improvisation. How great (efficient) it would be, if this statement became reality for energy 

forecasting while addressing the needs of the energy sector? We have already mastered symphonies.  
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Source: Music note for 4′33″ Piano solo arrangement, First movement. Composed by John Cage 

[12] 

https://musescore.com/peteryost/scores/3803521%20on%2022nd%20February%202019
https://musescore.com/peteryost/scores/3803521%20on%2022nd%20February%202019
https://doi.org/10.1016/j.erss.2016.08.006
https://doi.org/10.1134/S1075700718020156
https://doi.org/10.1016/j.egyr.2015.11.001
https://doi.org/10.1016/j.sbspro.2016.11.066
https://nltimes.nl/2019/03/12/netherlands-faced-first-ever-trade-deficit-natural-gas-last-year%20on%2017th%20April%202019
https://nltimes.nl/2019/03/12/netherlands-faced-first-ever-trade-deficit-natural-gas-last-year%20on%2017th%20April%202019


             CYSENI 2019, May 23-24, Kaunas, Lithuania 

             ISSN 1822-7554, www.cyseni.com 

 
 

 

XII-484 

THE USE OF MULTI-PURPOSE ATOMIC COMPLEXES IN THE 

COUNTRIES OF MIDDLE EAST AND NORTH AFRICA 

E. A. Sokolova, E. D. Fedorovich, K. Sadeghi, S. H. Ghazaie, M. V. Konushin 

Peter the Great St. Petersburg Polytechnic University  

Polytechnicheskaya str., 195251 – Russian Federation 

Email: sokolenergo@mail.ru 

 

S. S. Makuhin 

JSC “SPbAEP” 

Savushkina str., 197183 – Russian Federation 

 
ABSTRACT 

This paper presents various pre-project developments of Multi-purpose Atomic Complexes (MAC), various 

capacities and various types of equipment intended for the simultaneous production of electric energy, heat 

supply (in the form of steam and hot water) and large-scale desalination of sea water. It discusses the choice 

of type and capacity of nuclear reactors for the MAC, as well as desalination technology (distillation, reverse 

osmosis, hybrid), in relation to the needs of different countries, MAC potential customers. These are the 

countries of the Middle East, such as Iran, Kuwait, Saudi Arabia, United Arab Emirates, as well as the 

countries of North Africa: Egypt, Tunisia, Algeria. The scientific paper presents the results of the technical 

and economic analysis and the comparison of the MAC with various desalination technologies that are 

necessary to select such a MAC, that is the most suitable for a particular client country. 

Keywords: multi-purpose atomic complex, nuclear desalination, water shortage in Middle East and North 

Africa, economic assessment of nuclear desalination in Iran 

1. INTRODUCTION 

The problem of ensuring the continuously growing needs of humanity for fresh water is 

becoming more acute in the world every year. The global shortage of fresh water, i.e. the difference 

between the required and available quantity is currently sensible by more than 1.2 billion people 

and for the future (2030), it is estimated that almost half the world's population will be living in 

areas of high water stress [1]. If it is not possible to significantly reduce (and even better eliminate) 

this deficit, then many countries of the world will be threatened by growing food shortages, rising 

social tensions and other difficulties, including war for water [2]. Nowadays, there is an effective 

way to solve this problem, namely, large-scale (in amounts of about one hundred thousandths of 

cubic meters per day or more) seawater desalination, which can be implemented in countries with 

territories in adjacent to sea or ocean. Such countries, which are considered here, are Iran, Qatar, 

Kuwait, Bahrain, Oman, the United Arab Emirates, Saudi Arabia, Egypt, Algeria, and Morocco. 

A number of stated countries, which have great economic opportunities, already utilize 

powerful desalination plants for producing pure water. For example, Saudi Arabia is the leading 

country in production of desalinated seawater, which currently makes up more than 5,000,000 cubic 

meters per day. At the same time, in countries with relatively less developed economies assigned 

for seawater desalination technology, the situation is more critical. For instance, in Iran, the 

production of desalinated water is only around 420,000 cubic meters per day and it should be 

increased to meet the fresh water needs in future [3]. 

Desalination is an energy-intensive process: the amount of energy for the production of one 

cubic meter of fresh water range from about 4.5 to 100 kWh, depending on the desalination 

technology. Currently, a large amount (more than ~ 90%) of Desalination Plants (DP) mainly use 

fossil fuels, mainly natural gas as the source of energy. This situation can also be stated as the 
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characteristic of the countries that we considered, most of which are rich in fossil fuels (oil, natural 

gas). Some of the DPs use the solar energy, the advantage of which is renewability (from an energy 

resource that is rapidly replaced by a natural process). The disadvantage is low power generation 

per square meter of installed panel, which leads to the need to extremely large areas and high capital 

costs for the construction of sufficiently powerful solar energy sources.  

In our opinion, atomic energy source for desalination has the following indisputable 

advantages over the others: 

• It is possible to implement any required power level - from several megawatts to several 

hundred, even thousands of MW. 

• It is environmentally friendly: The harmful emissions (mainly CO2) of the nuclear power is 

relatively low, comparing to the fossil fuel sources. 

• Provision of fuel for many years. In particular, if we manage to organize an industrial scale 

of a closed fuel cycle with fast breeder reactors, and involve thorium fuel in nuclear power 

engineering. 

Atomic energy source also contains some serious disadvantages. The potential hazards (in 

case of possible accidents in nuclear power plants) and high capital costs can be considered as the 

main disadvantages of nuclear power plants. Due to these difficulties, the MAC has not yet become 

widespread; however single desalination integrations to nuclear power plants operate in the United 

States, China, and Iran (in the first power unit of Bushehr NPP). Nevertheless, there can hardly be 

any doubt of the prospects for expanding its utilization, especially since the reserves of fossil fuels 

are depleting (however, new sources of fossil fuels have been proved in some regions) and their 

further production will be more costly. 

This study discusses these perspectives in relation to the above-mentioned countries, and 

proposes an approach for developing recommendations on choosing the best options of equipment 

for MAC, considering the needs and capabilities of these countries. As a typical example, the MAC 

scheme with a medium-capacity nuclear water reactor (300 MW), which can be recommended for 

construction in a developing country, for example, in Iran is given. Our estimates show that in this 

case, the most appropriate desalination technology is hybrid, combining thermal desalination 

method of Multi-Stage Flash desalination (MSF) or Multiple-Effect desalination with the 

technology of Reverse Osmosis (RO). 

The method proposed during the technical and economic analysis of MAC is based on the use 

of the DEEP programs (for economic calculations) and the DE-TOP (for thermodynamic 

calculations) of the main parameters and characteristics of equipment, with consideration of the 

MAC's specifications [4]. 

2. THE FRESH WATER SHORTAGE IN THE COUNTRIES OF MENA AND 

DEPLOYMENT OF THE MAC IN THESE REGIONS 

Fig. 1 displays the water shortage status in some countries of Middle East and Northern 

Africa (MENA) [5]. This figure displays the grade of water stress, ranging from zero to five, in 

Iran, Qatar, Bahrain, Kuwait, Oman, the United Arab Emirates, Egypt, Saudi Arabia, Algeria and 

Morocco for 2010 and 2040. All of these countries have territories with the water of the Persian 

Gulf, the Oman Sea and the Mediterranean Sea (as can be seen on the map shown in Fig. 2). 
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Fig. 1. Water crisis status of some MENA countries in 2010 and 2040 

 

Fig. 2. Fresh water shortage in the MENA (Source: WRI Aqueduct)  

The designed MAC can be constructed in these countries. Considering the potential hazards 

of nuclear components of the MAC, it should be located at some distance from major cities. The 

distance should be determined by technical and economic calculations, based on the cost of 

transporting the desalinated water pipeline from the MAC to the city. Then the final price of the 

water and energy for pumping the water to consumers can be determined. According to our 

estimates, the distance from the MAC to the city of the consumer will be within a few tens of 

kilometers. It should be noted that NPPs constructed in various countries of the world are, as a rule, 
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at distances determined by the state and safety standards. If we talk about nuclear installations for a 

specific purpose, i.e. for MAC, it should be based on the need to fulfil special requirements that are 

more stringent than for “normal” NPPs to ensure their safety. In particular, in designing a MAC, the 

possibility of the leakage of radioactive substances into desalinated water should be examined in 

any situation and proper mechanisms must be utilized to prevent the leakage of radioactive particles 

into the desalinated water in accidents. Based on these considerations, we believe that the distance 

of several tens of kilometers from the MAC to major cities can be acceptable. 

It will be easier (and less costly) to solve the problem of choosing a MAC location in cases 

where the purpose of water usage is just agricultural, i.e. when desalinated water will be used only 

for irrigation of fields, gardens and orchards. In these cases, the territory of the MAC may be 

sparsely populated and it is easier to handle the task of protecting people from the effects of 

accidents of NPP. 

It is important to note that in our example of the MAC design (described in section 6) it is 

proposed to use a type of nuclear power technology installation that is more secure than 

conventional NPPs. 

3. SEAWATER DESALINATION TECHNOLOGIES OF MAC  

The literature on desalination of sea and brackish waters, as well as a comparison of their pros 

and cons, is described in the extensive literatures [6, 7]. In this relatively brief study, we are not able 

to represent these issues in detail and then we limit ourselves to brief conclusions, which are 

resulted from the analysis of the above literature. Desalination processes are known quite a lot, but 

the main ones, i.e. commercially available and suitable for solving the problem of large-scale 

desalination are only three processes: MED, MSF and RO. These methods can be used both 

individually and in various combinations (hybrid technologies, mainly MSF + RO and MED + RO, 

but sometimes MED + MSF + RO). Recently, the manufacturers are using various procedures to 

improve the efficiency of the main desalination technologies such as vapor compressing (Thermal 

Vapor Compression – TVC or Mechanical Vapor Compression – MVC) and using the heat of 

condensation of steam from a steam turbine to preheat the feed-water [8]. 

The choice of the flow rate of the seawater supply to the DP is related to the components of 

the concept of the hybrid in the design of the MAC and it is the goal of optimization calculations. 

As a result of these calculations, a MAC scheme should be developed with a specific type of reactor 

of a given capacity and the composition of its equipment should be determined so that the capital 

costs of its construction and operation are minimal compared to all other alternatives. At the same 

time, the requirements to ensure the specified values of electrical and thermal energy (if the MAC is 

three-purpose), the performance of desalinated water, the values of the specified parameters of 

steam (for heat supply), the specified salt concentration in desalinated water, the unconditional 

nuclear and radiation safety of the MAC and its reliability must be met.  

4. COMPARATIVE TECHNICAL AND ECONOMIC ANALYSIS FOR CHOOSING THE 

MAC EQUIPMENT 

Our feasibility analysis for choosing the most suitable option for a particular Country or a 

particular region of a country (in countries of large areas, climatic conditions and other variables 

may differ) is based on the use of well-known DEEP and DE-TOP, developed by the IAEA [6]. 

However, the results of calculations will be more accurate if some specific features of each country 

(such as the base unit cost, specific operation and maintenance spare parts cost, specific operation 

and maintenance chemical cost for pre-treatment, management salary, and etc.) are considered by 

modifying the parameters and formulas, which are suitable for different versions of MAC.  

The DEEP software can be utilized to evaluate the cost and performance of the main 

desalination technologies, which are integrated to various energy sources, such as nuclear power, 
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oil, coal, and gas. DE-TOP has been developed for thermodynamic analysis and some optimizations 

of the integration of nuclear power plant with the desalination technologies. It can be used to 

simulate different water cooled reactors or fossil fuel plants and their coupling with any other non-

electrical application. These modifications mainly depend on the specific requirements (design 

characteristics of the MAC), types (schemes) of the MAC and the composition of its equipment as 

applied to the production and financial capabilities of the customer country. 

Descriptions of the procedures for setting the source data of the DEEP and DE-TOP programs 

for performing calculation of desalination costs, environment parameters, financial costs, and etc., 

comprise the purpose of the assessments with these programs, which are described by these programs.  

The countries that are manufacturing MAC using RO technology for desalination will either 

have to produce membranes, RO modules (consumables). Since the membranes eventually become 

clogged, tear and require replacement. The countries can also purchase membranes from other 

countries, if they are not capable of the production (as it is a complex process, which requires raw 

materials and special equipment). 

Since such membranes are relatively costly, such a purchase will not be affordable for every 

country. For example, the opinion of Spanish manufacturers in the field of desalination; they would 

not recommend the wide-scale use of RO-desalination technology for Iran, thus for this purpose it is 

necessary to purchase membranes from another country, for example from Germany. In our 

opinion, this situation can be considered as temporary, because Iran's potential and capabilities in 

production (engineering, chemical technology and others) are such that in the future, the country 

will be in a position to produce its own membranes. 

The advantages of RO technology in comparison with other desalination processes (such as, 

the reduced energy consumption, compact size and less space occupation), the developing of MAC 

coupling with RO technology or with hybrid desalination technology, can be regarded as an 

acceptable direction for the future developments.  

5. AN EXAMPLE OF MAC COUPLING WITH HYBRID DESALINATION PLANT  

In this section of the paper, as an example of using the methodology of technical and economic 

analysis, we represent a MAC plant with a 440 MW water/water power reactor coupling with MSF or 

MED + RO hybrid desalination technology (Fig. 3). heat and hot water for urban consumption. 

 

Fig. 3. The scheme of integration of the MAC with desalination systems: 1) steam generator, 

2) turbine, 3) condenser, 4) pre-heater, 5) heat-exchanger, 6) generator, 7) MED unit, 8) MSF unit, 

9) RO unit, L1) Intake water from the sea, L2) Freshwater, L3) Brine, L4) Hot water 
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In this scheme, a hot flow from the turbine enters the thermal desalination units (MED and 

MSF) with various temperatures (depending on the process). The intake water from the sea enters 

the condenser in order to be pre-heated. The total produced fresh water and brine of desalination 

units exit from the pipeline of L3 and L4, respectively. Furthermore, the pipeline of L4 supplies the 

required  

According to the projects in the field multipurpose power plants (the implemented projects in 

China, Argentina, Mexico and other countries), we have selected a typical MAC with a medium-

power nuclear water-cooled reactor (440 MW) for an analysis. Several studies about the atomic 

desalination complexes have been carried out: e.g. with boiling tanks (in Russia), fast neutron 

reactors (FN type - in Russia or FBR - fast breeder reactor) and even with the reactors, which have 

not been used in nuclear desalination yet, such as a high-temperature gas-cooled (HTGR or HDGR). 

The reasons for VVER reactors (PWR) conquest in the design of MAC systems are clear. These 

types of reactors were installed in many countries and have shown a high level of safety and 

reliability. It should be noted that the special characteristics of VK-type reactors (such as the level 

of power and the parameters of the steam produced) are quite appropriate for using it as the power 

supply of the MAC systems. In addition, they are distinguished by their simplicity of design, 

excellent performance and high level of reliability and safety. For example, the VK-30 industrial 

reactor has been successfully operated for more than forty years in the town of Meleksk, Ulyanovsk 

Region [9]. However, for one reason, which is very important, we would not recommend using VK 

(BWR) type reactors for MAC. The fact is that the probability of radioactivity entering desalinated 

water should be zero. The scheme of VK nuclear power plant is single-circuit. Consequently, during 

fuel cladding damage in result of overheating or corrosion, radioactive substances may get into 

boiling water, and from there into steam, and then into the condensation system of this steam, which 

supplies heat to the thermal desalination system (MSF or MED). Of course, a nuclear installation 

with a VK type reactor (BWR) should be equipped with a system for removing active products from 

steam during similar accidents and filtering emissions in order to prevent them from releasing into 

the atmosphere. However, the reliability of this system cannot be guaranteed and some radioactive 

particles can still get into the heating steam of the desalination plant. However, the probability of 

this situation to take place is low. As in the heat exchanger (hot steam - evaporating seawater) these 

mediums are separated by a metal wall. Nevertheless, leaks in this pipe and entering the 

radioactivity in drinking water is possible with catastrophic consequences. These considerations do 

not necessarily mean that research and development should not be carried out on designing 

radiation-safe MAC systems with VK-type reactors (BWRs). For example, it is theoretically 

possible to use MAC schemes, including an intermediate steam-water circuit that separates the 

reactor cycle from the heating cycle of the desalination plant. However, currently, this problem has 

not been solved completely and therefore, we choose the water-type nuclear reactor for our 

recommendations to the countries of the MENA. 

By considering the safety, reliability and economic parameters as the priority requirements, 

we propose to use a nuclear steam supply system (NSSS) with a VVER reactor, the natural 

circulation of the primary coolant (NCPC) and an integral type of this installation (INSSS). In this 

case, loop pipelines and primary circuit circulating pumps are excluded from the NSSS, which 

obviously leads to a reduction in the metal used (and cost) of the NSSS and increase its reliability, 

since the probability of pipeline leakage and failure of circulation pumps is excluded. 

The proposed NSSS-NCPC is not some kind of exotic invention. The integral principle of 

NSSS with natural circulation in the primary cycle is implemented in the mobile reactors [10]. It 

should also be noted that NPPs, which use the natural circulation of the primary coolant attract the 

attention of designers of low-power nuclear power plants in the several countries, especially 

Argentina and USA [11].  

The desalination part of our proposed MAC system is based on hybrid technology (MSF or 

MED + RO). In this case, there is the option of combining the advantages of these technologies, the 
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possibility of installing large-scale, relatively cheap production of fresh water using RO technology 

and the possibility of obtaining high quality water, using thermal processes. 

The MAC design is characterized by the following parameters: 

• The power of a nuclear reactor is 440 MW. 

• The pressure of steam produced by its steam generators is 3.6 MPa. 

• The temperature is 310 
o
С. 

• The flow and pressure of the selected steam turbine and heating steam desalination plant is 

determined by the optimization calculations. 

• The amount of electrical energy used by the installation of RO - is determined by the 

optimization calculations. 

• Electricity consumption for feed water supply to the thermal and RO systems is determined 

according to the needs of these systems and the hydraulic resistance of pipelines and water 

withdrawn from the reservoir (an average value can be taken, which is based on experience from 

the operating of modern desalination systems). 

As a result of calculations performed using the DEEP and DE-TOP programs, pressure and 

temperature flows of media (secondary steam, brine, fresh water) are found in all characteristic 

areas of the MAC concept, energy cost (thermal and electrical) corresponding to the maximum level 

of efficiency of MAC, i.e. the lowest capital and operating costs. 

The basic economic parameters of the integrated desalination plant to the 440 MW MAC are 

listed in Table 1. The results of calculations by DEEP program are illustrated in the Table 2. The net 

electricity production of our suggested NPP is 114 MWe, the total power use for RO method and 

the specific power use are 5.34MWe, 3.66 KWh/m3, respectively. The electricity consumption of 

the thermal desalination for MED and MSF options are 1 MW and 1.3 MWe, respectively. The 

calculated results of table 2 indicates that the water price by the hybrid process of MED-RO is less 

than the water price resulted by MSF-RO combination. The total energy cost of MSF method is 

considerably more than the MED method. It is important to state that each method has its 

advantages and disadvantages, which should be compared for final decision of the desalination unit. 

Although the RO method provides fresh water with the least cost, it is recommended to utilize 

hybrid desalination technologies to take the advantages of both thermal and electrical desalination 

processes [12].    

Table 1. The basic economic parameters of VVER-440 and desalination plant 

Desalination plant specifications unit Value 

Total desalination plant capacity m
3
/day 50,000 

Total dissolved solids  40000 

Feed water inlet temperature for reverse osmosis  25 

The lifetime of the desalination system year 20 

Interest rate  15 

Discount rate  5 

Electricity selling price $/MWh 30 

Water selling price $/m
3
 1.9 
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Table 2. Results of the economic evaluation of the suggested scheme 

 

Desalination methods 

MED + RO MSF + RO 

Capital costs of the desalination plant  

Construction cost ($/m
3
day) 1154 1154 

Intermediate loop cost ($/m
3
day) 111 111 

Water plant owners cost ($/m
3
day) 63 63 

Water plant contingency cost ($/m
3
day) 133 133 

Interest during construction ($/m
3
day) 133 133 

Total capital costs($/m
3
day) 1638 1638 

Annualized capital costs (M$) 6 6 

Sp. annualized cap costs ($/m
3
) 0.41 0.41 

Energy costs  

Heat cost ($/m
3
) 0.23 0.51 

Backup heat cost ($/m
3
) 0.0 0.0 

Electricity cost ($/m
3
) 0.15 0.18 

Purchased electricity cost($/m
3
) 0.01 0.01 

Total energy costs 0.39 0.7 

Operation and maintenance costs   

Management cost ($/m
3
) 0.01 0.01 

Labor cost ($/m
3
) 0.03 0.03 

Material cost ($/m
3
) 0.1 0.1 

Insurance cost ($/m
3
) 0.02 0.02 

Total cost ($/m
3
) 0.17 0.17 

Total operating costs (energy +O &M ) 0.56 0.86 

Total annual cost (M$) 14.78 19.47 

Water production cost ($/m
3
) 0.967 1.275 

Water Transport costs ($/m
3
) 0.0 0.0 

Total water cost ($/m
3
) 1.051 1.275 

6. CONCLUSION 

The constantly growing shortage of the fresh water in the countries of the MENA considered 

in this research can be significantly diminished or even eliminated, using the large-scale nuclear 

desalination. Considering the development of nuclear reactors coupled to desalination systems and 

the great interest showed by many countries to these integrated plants, it could be understood that 

the nuclear desalination will have a good place in solving the electricity and potable water problems 

of today's world. The computational methods, which are being used in developing and integrating 

the desalination systems, decrease the uncertainty regarding the final cost of nuclear desalination 

plants. Considering the financial conditions, some of the MENA countries are the ideal candidates 

for constructing nuclear complexes, however different versions of MAC and some financial 

facilities can make these complexes purchasable by most of the nations. Due to the flexibility of the 
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MAC in size and mobility, after determining the required electricity and pure water capacity of each 

country, it can be suggested as the best option to be constructed in different regions of the world. 

In this paper, the feasibility study of multi-purpose nuclear power technology complexes for 

producing electricity, heat, and freshwater, based on the use of DEEP and DEEP-TOP programs has 

been performed. Our main goal is to develope a feasible procedure, through which the countries can 

be provided by electricity, heat, and fresh water with considerably less environmental effects. 

According to our analysis, it can be stated that the nuclear desalination by the means of MAC is one 

of the best options for the countries, which require energy and fresh water. The economic 

evaluation indicates that the process of MED+RO for desalination results in less water cost in 

comparing to the MSF+RO method. Although, the less water cost can be achieved by using RO 

procedure, the use of hybrid desalination is suggested, due to the possibility of obtaining high-

quality water and the capability of using the maximum amount of waste heat.  
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