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PREFACE

The International Conference of Young Scientists on Energy Issues 2012 has been organized
nine times since 2004.The initiative for such an event came from young, enthusiastic researchers in
Lithuanian Energy Institute (LEI). They realised that there are a lot of young, smart and science-
oriented young people doing research in the energy area and they do need a place and time to meet
each other to share their views, generate ideas, present stories of successful results and failures
which definitely occur in the science. The first conference was organized by young researchers with
the supervision of experienced scientists from LEI only in 2004.

In 2005 it became a national conference with participants from Kaunas University of
Technology, Vilnius Gediminas Technical University, Vilnius University, Vytautas Magnus
University — in fact from all science and education institutions of Lithuania involved in energy-
related topics. The next year (2006) was devoted to strengthening the status of the conference
among young researchers and their experienced supervisors and bringing the message that in a
small country we can reach our targets with joint efforts only.

In 2007 the Organising Committee decided to put emphasis on regional and international
dimension. The participants from neighbouring countries — Belarus and Poland participated in the
conference for the first time. We realised that young researchers facing challenges in energy
research need to be brought together as much as possible to create a critical mass, to be competent
and competitive for the future research. Thus, the conference is not only intended for the increase of
the participants’ competence by involvement of best experienced scientists as peer reviewers,
involvement of the participants in the review process of their colleagues (educational exercise), but
also to expand geographically.

In 2008 we welcomed the participants from Belarus, Estonia, India, Latvia, Lithuania and
Russia. In 2009 the outcome of the conference (in terms of scientific papers) was contributed by the
young scientists from Belarus, Estonia, Italy, Latvia, Lithuania, Nigeria and Ukraine.

With a growing attention to this annual event the conference proceedings included the papers
with scientific results of researchers from various Lithuanian science and research institutions and
foreign institutions (Belarus, Estonia, Germany, Italy, Latvia, Nigeria, Norway and Ukraine) in
2010.

In total 69 papers of young scientists’ from various Lithuanian science and research
institutions and foreign institutions in Belarus, Estonia, Germany, Latvia, Nigeria, Poland, Taiwan
and Ukraine were reviewed and accepted for the publication in 2011.

In 2012 even 82 young scientists took part in the conference (CYSENI 2012) and presented
the results of their research.

This year (2013), there were 130 abstracts submitted, 100 papers were reviewed and 80
papers were accepted to the conference. The authors are not just from Lithuanian institutions, but
also from neighbouring countries: Latvia, Estonia, Poland, Belarus, Ukraine, Moldova, Georgia,
Romania, Nigeria, Indonesia and Taiwan.

This event in our institute is usually full of pleasant atmosphere, interesting and valuable
discussions, cheerful social program. The greetings and acknowledgments of the participants
encourage us to keep these moments in mind and improve the future CYSENI conferences.
Regarding the next year we already invite you to the eleventh International Conference of Young
Scientists on Energy Issues 2014, which will be held in 29-30 May, 2014 in Kaunas, Lithuania.
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COMPARISON OF NANOSIZED Bi,WOz PHOTOCATALYSTS PREPARED
BY DIFFERENT METHODS

M. Kodols, S. Didrihsone, J. Grabis
Institute of Inorganic Chemistry, Riga Technical University
Miera str. 34, LV-2169 Salaspils — Latvia

ABSTRACT

The influence of different preparation methods: combustion synthesis, hydrothermal and microwave assisted
synthesis and their conditions on formation and morphology of Bi,WOQOg nanoparticles has been studied. The
pure crystalline Bi,WO, with specific surface area of 26.6 m?/g and platelike and spherical morphology was
obtained by using hydrothermal and microwave synthesis. The photocatalytic activity of the prepared
Bi,WOs in degradation of methylene blue depended on the specific surface area of samples and particle
morphology.

Keywords: bismuth tungstate, photocatalysts, combustion synthesis, hydrothermal synthesis, microwave
assisted synthesis, MB degradation

1. INTRODUCTION

Bismuth tungstate Bi,WOg has layered perovskite type structure. Perovskites in general have
ABO; formula unit, but in bismuth tungstate Bi,WOs this structure forms in BiomAn-mBnOs(n+m)
(m=1, n=1, B=W) which is called Aurivillius structure [1]. Bismuth tungstate have orthorhombic
structure which forms from [Bi,0,]** layers and WOg octaedrons, symmetry group Pca?2;, cell
parameters a=5.4373 A, b=16.4302 A, ¢=5.4584 A [2-5]. Due to the specific crystallic structure,
crystallinity and crystallite size Bi,WOg have band gap in range 2.56-2.70 eV [6-8].

The last decade Bi,WOg photocatalytic activity has been extensively studied due to the
potential application for photo-degradation of organic compounds [5-9], for water splitting under
irradiation [11] and for humidity sensors [10]. Shangguan et al. showed that Bi,WOgs and Y,WOs
solid solution ensured water splitting under visible light [12].

The most popular Bi,WOg preparation methods are sol-gel synthesis, microwave assisted
synthesis [14], hydrothermal [8] and solid state synthesis [13]. All methods are useful for different
oxide system synthesis and depending on synthesis parameters such as temperature, pH, synthesis
time, pressure, and use of surfactants the final product can be obtained with controlled and different
particle size distribution, shape morphology, cristallinity, and surface properties. For example:
hydrothermally prepared bismuth tungstate morphology changes rapidly at different pH values
plate-like structures obtaining at pH 7 but flowerlike structures at acidic environment [5]. The
hydrothermally prepared bismuth tungstate nanoparticles has resulted with crystallite size of 17 to
25 nm [16], but microwave synthesis in work [14] provided bismuth tungstate powders with
specific surface area 8.1-10.6 m?/g and crystallite size of 27-30 nm. The studies of bismuth
tungstate morphology shows that solid state synthesis results in 3—5 um large particles [17], but
sol-gel, hydrothermal method often provides relatively uniform nanosheet particles distributed in
the 80 — 100 nm range [16-17].

L. Zhang et al. obtained bismuth tungstate superstructures using hydrothermal method [8, 15]
which showed reasonably high photoactivity. The activity of photoctalysts depends strongly on
particle size and crystallinity [8] determined by preparation methods. The purpose of the work was
to compare the characteristics and photocatalytic activity of Bi,WOg nanoparticles prepared by
development of different synthesis methods.
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2. EXPERIMENTAL
2.1. Powder preparation

Bi,WOg was prepared by three methods: combustion synthesis, hydrothermal and microwave
assisted synthesis. All synthesis were performed in water environment using metal salt solutions at
stoichiometric molar ratio Bi: W = 2:1. The differences between techniques — synthesis time and
temperature are shown in Fig. 1.

°.500 | T Combustionsynthesis ...
H
= + Hydrothermal
400 sy.nthesis .
Microwave assisted
synthesis
300
TN ¢ ¢ SIS ¢ ¢ A e _- . .
200 ; : T~
. — .
S—
. t o
0
0 50 100 150 200 250 300

t.min

Fig. 1. Temperature and time diagram of the used synthesis methods

Procedure of combustion synthesis. Bismuth nitrate was dissolved in distilled water at 80°C
by adding nitric acid which improved solubility of Bi(NOs)s. Tungstic acid was prepared by
dissolving tungsten powder in 30 % hydrogen peroxide. Both solutions were mixed together at
temperature of 80°C and necessary amount of organic fuel was added. The molar ratio between
organic fuel and total nitrate ions was of 0.67. The opaque mixture of reactants was heated at 80—
90°C temperature on the hotplate with magnetic stirrer to evaporate water and obtain xerogel. Since
the xerogel was formed, the temperature was rose up to 500°C when the spontaneous combustion
started and NO, was realised. The calcinations process at 500°C continued 2 h till light yellow
Bi,WOg powder was obtained and all NO; gas was released and carbon residues were burned out.

Procedure of hydrothermal synthesis. The stoichiometric Bi(NOz3)3-5H,0 and Na,WO,4-2H,0
salt suspension in water was prepared (Bi:W = 2:1). The pH of the suspension was controlled by
adding NH4OH. The salt suspension was hydrothermally treated in high pressure reactor at 240°C
temperature and pressure of 8 bar for 2 h. After synthesis the precipitates were filtered and washed
with distilled water, dried in the air.

Procedure of microwave assisted synthesis. Microwave assisted synthesis (MW) was realized
in Masterwave Benchtop Reactor (Anton Paar) using above mentioned solutions. The salt
suspension was treated in PTFE-TFM reactor at 180°C for 20 minutes with intensive stirring
(600 rpm). The reactor pressure was of 13 bar, MW power was of 530 W. After synthesis the
precipitates were filtered and washed with distilled water and dried in the air.

2.2. Methods for powder characterization

All powder samples where characterized using X-ray diffractometer Advance D8 (Bruker)
with CuK, irradiation and SolX detector. Data were recorded at scan rate of 0.02° 2@ in the 20-60°
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range 20. Crystallite size where determined using X-ray diffractometers software EVA12 which
algorithm was based on Scherrers equation (1). The SEM images were obtained by using Tescan
Mira 1l microscope with SB/BSE detectors.

D~ kA
Bcosé

where D is the crystallite size (nm), k is the Scherrer constant (0.89), A is the wavelength of the X-
Ray radiation (0.15418 nm), B is the width at half maximum intensity in radians, ® — the Bragg
angle.

The aqueous solution of MB (0.0225 M) with 0.2 wt% of Bi,WOg nanoparticles was
introduced in a quartz reactor. The suspension was treated by ultrasound for 10 min and then it was
stirred in dark for 30 min. The MB degradation was studied by irradiation of Hg lamp at distance of
100 mm for 3 h. Samples of the suspension for analysis were taken out each 10 min. Before analysis
the Bi,WOg particles were removed from suspension by centrifugation. The degradation of MB was
determined by measuring light absorption by solution at wavelength of 662 nm using Jenway-6300
spectrophotometer. The role of UV radiation in degradation of MB was evaluated by illuminationof
the solution in absence of nanoparticles. The absorption of MB on the surface of Bi,WOg
nanoparticles was determined by investigation change of optical density of solution in dark.

1)

3. RESULTS AND DISCUSSION

Different synthesis methods provides to obtain Bi,WOgs nanoparticles with specific surface
area (SSA) in the range of 17.8-26.6 m?/g depending on the synthesis method and used fuel. Which
is reasonably higher than in previously described microwave assisted synthesis (8.1-10.6 m?/g) in
work [14] but similar to SSA has reported authors [6] obtaining bismuth tungstate through
combustion route with SSA of 13.09-25.53 m?/g. The samples prepared by hydrothermal and MW
has highest values of specific surface area (Table 1), because the low temperature of these processes
limits particle growth with respect to combustion synthesis.

Table 1. Synthesis parameters for Bi,WOg preparation for as prepared powders

Synthesis type T,°C pH t, min p, bar SSA, m°/g

Combustion (C) using as fuel:

a) Citric acid (CC) 17.8

b) Ethylene glycol (CE) 500 ~7 120 - 25.1

¢) Glycine (CGL) 23.6

d) Glycerine (CGC) 23.4
Hydrothermal (HT) 240 9 120 8 26.6
Microwave assisted (MW) 180 7 20 13 26.5

The XRD analysis confirms that pure, crystalline Bi,WOg nanoparticles have been prepared
by using hydrothermal and MW as well by combustion synthesis in the presence of glycerine or
glycine (Fig. 2). Combustion synthesis of Bi,WOg by using citric acid or ethylene glycol as fuel
results in formation extra phases such as BijsW,0,7 and BiisWO,4 which was reported also
previously [5, 18]. The presence of the extra phases can be explained by insufficient reaction
temperature for complete formation of bismuth tungstate because additional calcination of the
samples prepared by combustion synthesis at 800°C allows obtaining pure Bi,WOs powder (Fig. 3).
Authors in work [18] have noted that higher calcinations temperature shows phase change by
decreasing the ad-mixture phases and increasing particle growing.
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Fig. 2. XRD patterns of Bi,WOg samples prepared by MW, HT or combustion synthesis
using ethylene glycol (CE), citric acid (CC), glycerine (CGC) or glycine (CGL)

* * Bi,WOg
+ Bi1aW,0y7
0 Bi14W024

Intensity (a.u.)

=%
*

B
S

0

Ia

JL J\ l \JM& h 3.
P
M

0

| T T T ‘ T T T T | ‘ T T | T T T T ‘ T T T I T T T T

25 30 35 40 45 50 55

|

1.
[

60
2-Theta

Fig. 3. Dependence of XRD patterns of samples obtained by combustion synthesis in presence
of citric acid on calcinations temperature: 1 — 500°C, 2 — 600°C, 3 — 700°C,
4 -800°C

However additional calcinations promotes particle growth and as result the Bi,WOg crystallite
size increase up to 150 nm and specific surface area decreases to 5 m?/g at 800°C (Fig. 4). Therefore
additional calcination can reduce the photocatalytic activity of Bi,WOs.
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Fig. 4. SSA (a) and crystallite size (b) of the samples depending on calcination temperature
3.1. SEM images

It is clearly seen that preparation method have significant role on different particle
morphology formation. Both microwave assisted synthesis and hydrothermally prepared samples
have definite close to spherical or plate-like structures respectively (Fig. 5.). The formation of these
type structures probably is because of pressure impact during synthesis, lower synthesis temperature
and shorter synthesis time (Fig. 1.). Contrary the samples prepared by combustion synthesis have
explicitly spongy type agglomerated structure without strictly defined particle boundaries but
during calcinations at 800°C particles are growing and crystallic nature of the particle agglomerates
is seen clearly.
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ey | S

Fig. 5. Bi;WOg particle morphology of the as-prepared and calcinated at 800°C samples
obtained HT, MW and combustion synthesis

Notable that used organic fuel does not influence the morphology of the agglomerates of the
as-prepared powder — structures are spongy in all cases, but the mode of particle growth changes
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during calcinations. Such observations reported also Zhang et. al. in [18] when SEM images
showed the aggregation and sintering between the particles at high temperatures . This means that
organic fuel influences the particle growth. The particles prepared in the presence of citric acid are
more spherical, but in all other cases the particles have needle-plate like shape. One of obstacle
which may influence the particle shape formation during additional calcination could be on phase
transition count.

3.2. Photodegradation of MB

Studies of degradation of MB solution (Fig.6) by Bi,WOg nanoparticles prepared by HT and
CGC synthesis testify similar photocatalytic activity of both samples. Regarding similar specific
surface area values of the both samples one can conclude that in this case different morphology of
the particles has insignificant influence on the photocatalytic activity.
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Fig. 6. Degradation of MB by Bi,WOg prepared by HT, MW and combustion synthesis under
ultraviolet illumination

Regarding crystallinity it previously known [19] on photodegradation experiments of RhB
dye, that high crystallinity have high photocatalytic activity. Reduced photocatalytic activity of the
samples prepared by combustion synthesis can be explained by presence of the aggregates because
it’s specific surface area of 23.6 m%g is close to that for other samples. The results are
contradictious, because previous studies show that crystallinity plays important role on phtocatalytic
activity but the evidence on morphology effect must be improved. Authors in [20] pointed that
uncalcinated flower-like superstructures have weaker photocatalytic activity than calcinated
samples.

4. CONCLUSIONS

Hydrothermal and microwave synthesis provide preparation of Bi,WOg nanoparticles with
specific surface area of 26.6 m?/g and crystallite size about 28 nm, and with similar photocatalytic
activity in MB degradation under UV radiation despite to different particle morphology.

Pure crystalline Bi,WOs with specific surface area of 23.6 m%g and crystallite size of 27 nm
can be prepared by combustion synthesis using as fuel glycerine and glycine.

I-7



CYSENI 2013, May 29-31, Kaunas, Lithuania
||; ISSN 1822-7554, www.cyseni.com

The lower photocatalytic activity of Bi,WOg nanoparticles prepared by combustion synthesis

can be explained by presence of agglomerates.
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ABSTRACT

Use of thermogravimetric method for hydrogen storage in natural zeolite shows uptake of hydrogen over
6wt%. Some of these are explainable as Langmuir single layer adsorption and filling of the pores. lon
exchange of magnesium and lithium extra framework cations and activation of material with palladium ions
is applied to determine possibility to increase effectiveness of zeolites as storage material. lon exchanged
zeolites was checked with EDAX and XRD methods to determine effectiveness of these manipulations. Aim
of this paper is to present possibility of hydrogen storage at low pressure and high to standard temperatures.
Presented results show significant difference in exchanged ion usefulness for high temperature hydrogen
storage as not seen previously. Spillover effect as well as framework strain is considered as benefactors for
hydrogen storage in zeolites.

Keywords: zeolite, hydrogen adsorption, clinoptilolite

1. INTRODUCTION

Increasing demand of energy is fueling the research for more efficient and less polluting way
to manufacture, store and use energy. Because of that there is increased attention to the alternative
and green energy resources, in that count, also hydrogen, as ecologically friendly energy carrier
with high energy density. To fully integrate it in energy circulation, it is important to be able to
store and to transport it. That is why the hunt for most efficient storage system still continues. So far
there are high pressure storage tanks, liquefied hydrogen storage tanks, metal hydrides, some
metalorganic frameworks and mesoporous materials that are being investigated [1] [2—4]. In terms
of efficiency, European Union demands higher results than those for USA, for example for year
2015 materials have to be able to store 10 wt% in EU and 9wt% in US, to be considered for actual
use in stationary or portable hydrogen storage devices.

Mesoporous materials are materials with pore size 2-50 nm, one of these materials is zeolite
[5]. Not always natural zeolites can provide best results, so there are some variations of
modifications that can apply. Due to its structural variety and almost 3 million theoretical structural
possibilities to create zeolite structures [6], it is a promising material for hydrogen storage.
Economical convenience is a good reason to seek simple and common materials for storage
systems. Natural materials in this case are especially interesting. Investigations about molecular
hydrogen storage in zeolites started in 70°’s and are still continued. Zeolites are crystal
alumosilicates with grid structure which varies depending on chemical structure and proportions of
aluminum - silica tetrahedrons [7]. Some of possible structures — RHO, FAU, KFI, LTA and CHA
these three capital letters represent IUPAC Commission on Zeolite Materials (Appendix D in the
Atlas of zeolite framework types) [8], are shown in Fig. 1. and are considered some of the best in
terms with efficiency, showing adsorbance of 2.65-2.86 wt% (weight percent) at -196° C. Zeolite
structure strongly depends on silicon — aluminium ratio (Si:Al) [9]. Decreasing this ratio increases
surface based ion exchange centers and their coexistent oxygen atom grid, which regulates Lewis
basicity. With this manipulation it is possible to increase the amount of adsorbed hydrogen. Proof of
this is NaX type zeolite, shown in 2nd Figure, which adsorbs more hydrogen than NaY zeolite even
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thou NaX zeolite shows stronger basicity its Si:Al ratio is 1.05, but NaY type zeolite has Si:Al ratio
is 2.4 [10].

Fig. 2. NaA, NaXm Na-LEV, H-

Fig. 1. ACO, MEP, ASV, ANA, OFF, Na-MAZ and Li-ABW zeolite
RWY and RHO type zeolite supercell schematics [12]
frameworks [11]

In room temperature and normal pressure hydrogen is adsorbed on zeolite surface thanks to
weak interactions between gas and surface, cooling this system down to temperature of liquid
nitrogen, these forces should increase and condensation of hydrogen on solid surfaces should
increase. With Diffuse Reflectance Infrared Fourier transform spectroscopy (DRIFT) it has been
confirmed that hydrogen gets adsorbed in reactions with basic anions in zeolites and these reactions
increase their power if the amount of grid containing basic oxygen atoms is increased. From these
interactions it is expected to achieve hydrogen molecule polarization towards surface, thanks to
electrostatic forces. From this it is expected that one of hydrogen gas atoms behaves as acidic
environment and interacts with near oxygen on zeolite surface[10].

Adsorption in zeolites can be realized in high, room temperature (RT) or cryogenic
temperatures. Each of zeolite structures has different number of adsorption centers which are
available to the hydrogen molecules. Also specific surface area is a meaningful criteria in
estimation of adsorbed hydrogen amount. At any given temperature hydrogen adsorption must be
proportional to surface coverage 0 thus it gives information about adsorption constant K. Variations
of this constant lead to different values enthalpy and entropy. These values can be combined with
bond constant A, temperature T and balance pressure p and called Langmuir type equation (1). If to
combine it with Hoff type equation (2) leads to 3rd equation which aloud to calculate enthalpy and
entropy values [13, 14]:

A KT

A TRy (1)

App I—Kﬂ')]]
K(T)=exp ( %) exp (%:] (@)
n [':ﬂﬂ.iﬂj'?.l] - % + % (3)

Experiments with zeolites, retarding adsorption process and hydrogen storage, usually are not
conducted at room temperature, but those few that actually happen at RT temperature show higher
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results if they are conducted at higher [9]. RWY zeolite is considered having characteristics closest
to ideal — showing highest adsorption results at room temperature and high pressure. Adsorption
value will definitely increase increasing the pore diameter of zeolite [11].

As mentioned before, lower temperatures allow increasing amount of adsorbed hydrogen.
Measurements that have been done at 77.3 and 90.2 K temperature show two adsorption types. The
first one is the fairly strong electrostatic interactions with cation centers, which point to typical
Langmuir type adsorption. Second — delocalized adsorption occurs starting with moment when all
cation centers are used. It expresses itself as filling of the pores and show lower interaction energy.
This adsorption can be investigated using (VTIR) variable temperature infrared spectroscopy.
Important is that this process can also be described as Langmuir type adsorption [13].

Aim of this paper is to present possibility of hydrogen storage at low pressure and high to
standard temperatures. Presented results show significant difference in exchanged ion usefulness for
high temperature hydrogen storage as not seen previously.

2. EXPERIMENTAL

In our work natural zeolite — cliniptiolite from Ukraine is used. Cliniptiolite is a natural
zeolite which belongs to heulandite (HEU) class. Its chemical composition has been mentioned in
literature [15] as |(K,Na,CaO.S,Sro_s,Bao,g,,Mgo,5)6(H20)20|[AIGSi30072].

Sample preparation. Samples for investigating the natural zeolites with thermogravimetric
method usually were taken from deposit. Also for XRD measurements usually no special sample
preparation was needed. For some experiments zeolite samples were prepared with washing in
deionized water. Also some of these samples were prepared for ion exchange by washing natural
zeolite in deionized water, some samoles undewent washing in oxcelic acid, as sudgested in [15] to
purify samples of iron oxides. After that indented cations salt solution was prepared — usually 1
mol/l. Then the washed zeolite samples were introduced to salt solutions such as MgCl, for 48
hours. After these procedures washed or ion exchange samples are dried at 100° C. For some
optical experiments a self supporting zeolite tablets were prepeared in press, under 4000 psi high
pressure for other experiments finer powder was created by grinding it in mortar for such benefits as
lesser adsorption of excited electrons in EDAX.

Sample charecterezation. Zeolite samples were tested by different methods to find out the
properties of the material. For determining the pore size and surface volume of zeolites — the BET
method — based on Brunauer-Emmett-Teller theory (Nova 1200 E-Series, Quantachrome
Instruments), was used in explaining the physical adsorption of gas molecules on solid surface. For
determining spiecies of zeolite sample XRD method was used (X’Pert Pro MPD). The sample
composition then was compared to database. Also EDAX - Energy Dispersive Analysis X-Ray was
used (EDAX/Ametek - Eagle Il microprobe), for determining elemental composition of zeolite
samples.

Thermogravimetric hydrogen adsorption method was elaborated in our laboratory [16]. In
our experiments thermogravimetric method in differential thermal gravimetry device Shimatzu
DTA/TG - 60 have been used for determination of hydrogen sorption in zeolites.
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Fig. 3. Schematics of thermogravimeter setup (left) and thermal desorption method (right)

This method was chosen because of its easiness, and high repeatability, but also after it was
checked with palladium powder, that indeed, while cooling degassed samples in hydrogen
atmosphere, gains weight — by forming PdHx and heating for second cycle the same amount of
weight is lost [16]. So far samples have behaved consistently, adsorbing and desorbing gases at
similar rates. Although zeolites do not show the typical hydrating step type weight gain, their
exponential graph does mach the one of palladium.

To replicate gas and temperature regimes in thermogravimetric experiments, a hermetic steel
chamber containing zeolite, was used (Fig. 3, right). This chamber then was heated while vacuum
was applied to sample. When the sample reached 300° C, then hydrogen gas (2 bar) was applied on
previously vacuumed sample and allowed to cool till room temperature. After this, samples were
tested with FTIR spectrometer Advantage 785 (DeltaNu, USA) and mass-spectrometer RGA100
(Setaram, France).

3. RESULTS AND DISCUSSION

Using BET surface analysis method we have determined size of our sample pore surface as
23.03 m?/g. From that value we can calculate that our zeolite can adsorb on its surface around
1.8 wt% of hydrogen gas, assuming that monolayer of adsorbed molecules is formed:

23.03

Speciite =~ = 0.46m” 4)

Mz, tayer = 106976 +10°° -3.34 - 1072 =3.573 - 107%g )
Su, = % =0.43 - 107m? (6)

my, = 3.34 -107Hg @)

N = m"‘jﬁ_:u =1.06976 - 10% (8)
Widhy, = 0. 1000 = ~1.8% ©)
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Both modified and plain zeolites are investigated as possible storage materials. X-ray
diffraction spectroscopy (XRD) determined that our natural zeolite samples consist not only of
mineral — clinoptilolite ~77%, but also of quartz ~21%, as gathered from mines. EDAX analysis
shows Si:Al ratio <4, that is why only clinoptilolite with HEU framework type is considered.

Hydrogen adsorption with volumetric-pressure method usually gets described using isotherms —
Fig. 4. High pressure measurements of zeolites are one of the most commonly used in research.
Such experiments describe adsorption balance at 50 bar high pressure. Similarly to volumetric
method FTIR spectra and masspectrometry wouldn’t show increase of hydrogen concentration over
significant amounts, but these results most likely point to leaks in delivery of samples, for example
in syringe or time from opening sealed chamber and delivering samples to FTIR device.
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Fig. 4. Zeolite performance within Sievert type device PCT-Pro 200

But there are framework types which can be useful at even higher pressures [3] showing
0.4 wt% high adsorption. Very significant category is materials micro-porosity, and material
powder or grain geometry, material compactness and thermodynamic conditions in
thermogravimetric and volumetric gas storage devices [17]. To increase Zeolite performance, first
the spillover effect was considered, by solution pyrolysis adding palladium to zeolite samples.

Thermogravimetric experiments were performed with ion-exchanged zeolites first. We
suspected the ion exchange will have positive effect on hydrogen adsorption capability of zeolites —
Fig. 5.

Different metal ions have great importance in promoting hydrogen adsorption in zeolites. That
is why, if these metals aren’t found enough in a zeolite structure they can be exchanged with ion
solutions [13]. Using VTIR spectroscopy faujasite type (Mg,Na)-Y zeolites show the highest
standard enthalpy values between other zeolite types and first group metal ion exchanged zeolite
sorption results. These results are important for potential usage of zeolites as potential adsorbents
for hydrogen storage. These zeolites could in fact store 3—-4.5wt% [18].
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Fig. 5. Results of fine powder zeolite samples. Dark blue being not treated sample, light
blue and orange — zeolite treated with CH3COOL. solution, green and purple — zeolite
treated with C2H204 and blue and red being zeolite treated with MgCl,

Using thermogravimetry some promising results have been achieved using finer powder
samples. Also palladium introduction to zeolite system has proven itself valuable in increased
amount of adsorbed hydrogen, as seen on Fig. 6.

To explain results obtained with thermogravimetric method, previously found Hydrogen
encapsulation mechanism in zeolite [6, 7] can be discussed. As a possible mechanism for the
encapsulation of hydrogen in zeolite may be mentioned that the heat treatment in the presence of
inert gas flow at atmosphere pressure leaves the pores in zeolite at slightly stressing state; small
hydrogen molecules can easily penetrate in stressed pores while changing gas at high temperature
from inert to hydrogen. Also palladium catalyst play a role - hydrogen molecules dissociates on the
palladim nano-grains into atoms and due the spillover effect spills from palladium to zeolite were
atomic hydrogen fills the pores of zeolite (for spillover effect see [7]). Less-porous fractions of
natural clinoptilolite sample (containing quartz) may be involved in spillover process supplying
atomic hydrogen to zeolite particles.
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Fig. 6. Zeolite performance in thermogravimeter using different inert gases

4. CONLUSIONS

Method to measure hydrogen storage capability in solid materials with commercial

thermogravimeter instrument is developed. Material firstly is cleaned by desorption at inert gas
(argon, nitrogen) flow and then exposed to hydrogen gas flow at higher temperature and cooled
down to room temperature at hydrogen atmosphere.
The sample of natural zeolite — clinoptilolite finely grounded showed higher hydrogen adsorption
capacity — up to 6 wt%, while slightly lower adsorption capability is observed for Pd-activated
coarse ground zeolite, than finely ground zeolite without and with activation, and last - coarse
ground zeolite without Pd-activator.

Thermogravimetric results of ion exchanged samples are consistent with [19] where the fact
that Mg 2+ -exchanged zeolite Y showed an H; adsorption enthalpy of 18 kJ mol/1 suggests that
use of cations with no back-donation abilities, but with higher formal charges increases the
electrostatic interaction with H, and may lead to materials with optimal H, binding energies.
Hypothesis that the heating of zeolite in argon (nitrogen) atmosphere activates the pore structure in
zeolite material is proposed, where hydrogen encapsulation (trapping) is believed to occur when
cooling down to room temperature in hydrogen atmosphere. An effect of catalyst (Pd) on hydrogen
sorption capability is explained by spillover phenomena were less-porous fractions of natural
clinoptilolite sample (containing quartz) is involved.

Results of ion exchanged samples points to effectiveness of extra framework cation interactions
with hydrogen gas as well as deformation of framework leads to increased or decreased amount of
adsorbed hydrogen.
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ABSTRACT

Due to their high ionic conductivity compared to conventional yttria stabilized zirconia, solid electrolytes
based on scandia doped zirconia are attractive materials for applications in fuel cells operating at
intermediate temperatures with relaxed requirements on sealants and structural materials. Sintering properties
of the powder are an important consideration determining its viability for commercial applications, while the
resultant ceramic’s ionic and electronic conductivities determine its performance as an electrolyte. This work
is aimed at comprehensive characterization of commercial 10% Sc,0; and 1% CeO, co-doped ZrO, powder
with respect to the above mentioned parameters. The sintering behavior of the powder was determined by
non-isothermal dilatometry as well as thermogravimetric analysis. This data was then used to determine
appropriate treatment of the powder to obtain dense ceramic pellets. XRD was performed on as-received
powder and at appropriate stages of the ceramic preparation process. The microstructure properties of the
powder and ceramic pellets were investigated by SEM. Total conductivity of the obtained ceramic was
measured in frequencies of 10 Hz to 3 GHz and temperatures between 300 K and 700 K. The electronic
contribution to total conductivity of the pellets in reducing and oxidizing atmospheres was determined using
a modified Hebb-Wagner technique over an oxygen activity range of 10 to 10% and temperatures between
673 K and 1023 K, which correspond well to the operating temperature and oxygen activity ranges in
intermediate temperature fuel cells.

Keywords: Doped Zirconia, Solid Electrolyte, lonic Conductivity, Electronic Conductivity, Sintering
1. INTRODUCTION

Fuel cells are currently being widely researched as an alternative to batteries and conventional
power generation methods at all scales. Current commercial offerings require high operating
temperatures to achieve power density and efficiency sufficient for these applications [1]. This
limits the choice of materials that can be used for structural components and sealants to an
expensive few [2], while introducing problems related to reduced material reliability at high
temperatures, unwanted chemical interactions between structural and cell materials as well as bad
thermal cycling performance. Therefore, much of the research has been focused on reducing the
operating temperature of fuel cells to the intermediate range of 773 K to 1073 K. This is usually
achieved by using a more conductive electrolyte [3], which is the focus of this article, or improving
reaction Kkinetics at the electrodes [4].

One of the well-known electrolytes, suitable for operation in the intermediate temperature
range is 10 mol. % Sc,03 doped ZrO,. [5] Due to the presence of a phase transition in Sc,O3 doped
ZrO, at, depending on dopant amount, 750 K to 900 K from the room temperature stable
rhombohedral to the high temperature cubic phase, the cubic phase is usually stabilized with a
further addition of small amount of larger ionic radius dopant such as 1 mol. % of CeO,. [3] This
stabilizes the material‘s electrochemical and mechanical properties during thermal cycling.

The most important electrochemical properties of a solid electrolyte for its use in fuel cells are
its ionic and electronic conductivities, stability with respect to temperature and highly reducing or
oxidizing conditions present at the anode or cathode sides of the fuel cell. Good mechanical stability
is also important and is usually achieved by limiting the crystallite growth during sintering. This
can be achieved by utilizing a lower sintering temperature, which has the added benefits of lower
costs associated with materials processing and the possibility of co-sintering with other ceramics.
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In this work, sintering as well as comprehensive conductivity studies of commercially
produced 10 mol. % Sc,03 and 1 mol. % CeO, co-doped ZrO, (10Sc1CeSZ) material are presented.
Special attention is given to the its stability over a wide oxygen activity range, as indicated by its
electronic conductivity and low temperature sinterability.

2. EXPERIMENTAL

All of the experiments were carried out on commercial 10Sc1CeSZ powder, manufactured by
Fuel Cell Materials. The surface area of the powder was specified to be 11.1m?%g by the
manufacturer.

X-ray diffraction was performed on the as-received material, as well as after heat treatment
and sintering. Philips X’Pert PRO diffractometer, equipped with an X’celerator detector, was used.
The X-ray gun assembly was operated at 45 kV and 35 mA, producing monochromated CuKa

(A1 =1.541A) radiation. The patterns were recorded in the 260 range of 12° to 120° and an
interpolated step of 0.017 for heat-treated and sintered powders and in the 20 range of 12° to 73°
and an interpolated step of 0.07 for as-received powder.

Non-isothermal sintering curves of a cylindrical 5 mm diameter and 1.41 mm length sample
were obtained using a mechanical SETARAM SETSYS Evolution dilatometer. The sample was
formed by cold pressing at very low pressure and pressed isostatically at 5000 bar. Measurements
were carried out over a temperature range of 293 K to 1773 K and temperature rise speed of
3 K/min. A hemispherical alumina probe with 0.05 N contact force was used. Microstructure was
observed using a Hitachi TM3000 SEM. Thermal analysis on the heat treated powder was
performed using a NETZSCH TG 209 F1 thermogravimetric analyzer which was coupled to a mass
spectrometer. The gravimetric curve was obtained over a temperature range of 293 K to 1473 K,
with 10 K/min temperature rise speed.

Total conductivity of the sintered ceramic was characterized by means of two custom
impedance spectrometers working in the frequency ranges of 10 Hz to 2 MHz and 300 kHz to
3 GHz, using the two probe method. Measurements in the frequency range of 10 Hz to 2 MHz were
carried out using the vector voltmeter-amperemeter method while the system was swept in the
frequency domain by means of fixed frequency sine signals. The voltage and current through the
system were measured by a two channel TiePie HS3 computer oscilloscope. A custom current to
voltage converter, allowing accurate vector current measurement, was used. Two electrode
measurements in the frequency range of 300 kHz to 3 GHz were carried out using an Agilent
E5062A network analyzer, connected to a heated coaxial line and sample system, with the sample
forming a part of the line’s inner conductor. The electrical parameters of the sample were calculated
from the transmission and reflection coefficients of the system as in [6]. Temperature control loop
for both spectrometers was comprised of an Amprobe TMD90 digital thermometer and a Mastech
HY 3005 power supply, both of which were connected to a computer.

The electronic conductivity measurements were carried out using a modified Hebb-Wagner
method, which is based on the analysis of steady state polarization curves around an ion-blocking
microcontact. [7] Due to a slight deviation from stoichiometry present in the oxide, oxygen activity
at the blocking electrode can be controlled by applying different DC voltages across the
measurement cell. The oxygen activity at the other side of the pellet must be held constant by a
reversible electrode, which is conductive to both, oxygen ions and electrons. To ensure fully
blocking behaviour of the microelectrode, the measurements were carried out in dry N, atmosphere
using Platinum as the electrode material. The sample and electrode were fully encapsulated using a
glass-based sealant. The electrode to sample contact surface was assumed to be hemispherical, with
a measured 100 um diameter. A 1:1 ratio (by charge) mix of CuO and Cu,O was pressed into
pellets and sintered in an inert atmosphere to be used as a reversible electrode and known oxygen
activity reference. Voltages between -1V and +0.4V were applied across the sample, which
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correspond to an oxygen activity range of 10°° to 10°. Here the oxygen activity of 1 is defined as
the oxygen activity at oxygen partial pressure of p(O2) = 1.013 bar.

3. RESULTS AND DISCUSSION
3.1. X-ray diffraction

X-ray diffraction measurements of the as-received and heat-treated powder, as well as a ground
sintered pellet are shown in Fig. 1. The heat treated and sintered samples were found to have small
amounts of the rhombohedral B phase, as indicated in the figure. This is in agreement with a similar
study in [8]. No impurities were detected at any stage of the process.
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Fig. 1. X-ray diffraction patterns of as-received (bottom), heat treated (middle) and sintered (top)
powder. Rhombohedral phase peaks are indicated with 3

The low intensity and very wide peaks of as-received powder are indicative of a weakly
crystallized material with a small crystallite size. Considerable crystallite growth can be seen to
have occurred during the heat treatment of the powder, with further narrowing and higher intensity
of the sintered powder peaks corresponding to further growth of crystallites during sintering.

3.2. Sintering

Significant deviations from the expected low temperature behaviour were present in the
dilatometric measurements of the as-received powder. Subsequently, FTIR studies were performed,
which indicated the presence of adsorbed water, carbonates and other unidentified impurities in the
material. The powder was calcined at 873 K for 2 h in order to remove any unwanted compounds,
which might otherwise be volatilized when heated and prevent shrinkage of the pellet during the
closed pore sintering stage due to gas becoming trapped inside the pores. Subsequent measurement
with a thermogravimetric analyzer showed no mass loss up to 1473 K, while a mass-spectrometric
analysis of the gas in the working chamber of the analyzer was consistent with no gas being evolved
from the heat-treated sample.
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Non-isothermal shrinkage curve of the pellet, is shown in Fig. 2. The sintering process starts at
1250 K and is the fastest at 1418 K, with most of the sintering process being finished at 1478 K.
This temperature is notably lower than the sintering temperatures previously reported in the
literature for conventional sintering of 10Sc1CeSZ [3] and is comparable to the temperatures used
in spark-plasma sintering of the compound [9]. This result is also corroborated further by a recent
sintering study of the material [8].

3 — . . : : : : : — 4
0 _ b[__.___-# ‘—_\ /‘ S 0
14

AWL (%)
——""—'-—ﬂ-
1
o
d(ArL)dt %lh

. | I

420
I 1418 K

5 | .

N — - -24
IR |
NPy — : : s : : . s M Y
200 400 600 800 1000 1200 1400 1600 1800 2000
T(K)

Fig. 2. Linear shrinkage of the pellet (blue) and the linear shrinkage rate (red).
Heating rate of 3 K/min.

A conventional sintering profile was used for sintering of the pellets. The sintering temperature
of 1423 K was chosen to correspond with the region of fastest shrinkage, as measured by
dilatometry. Three pellets were prepared identically to the ones used for dilatometric measurements
and sintered for 2 h using the same temperature rise speed of 3 K/min.

All of the pellets were found to be denser than 92 % of the material’s theoretical density, as
measured by the Archimedes method. It should be noted, that density measurement is complicated
by the presence of multiple phases of 10Sc1CeSZ in the samples. The theoretical density of cubic
(dominant) structure of the material was chosen as the 100 % density reference. A SEM photograph
of the unpolished sintered pellet’s surface is shown in Fig. 3.
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Fig. 3. HF etched fracture surface of the ceramic pellet. The density is 93 % of theoretical,
as measured by the Archimedes method

3.3. lonic conductivity

The frequency dependence of 10Sc1CeSZ total conductivity at various temperatures is shown
in Fig. 4a. Two regions of conductivity dispersion are visible at all temperatures, which can be
atributed to grain boundary and grain conductivity at medium and high frequencies, as indicated in
the Figure. The third dispersion, only present in the low frequency region at high temperatures, is
due to the blocking nature of the sample electrodes.
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Fig. 4. Total conductivity dependence on frequency for different temperatures (a) and Arrhenius
plot of grain boundary and grain ionic conductivities (b)

The temperature dependences of 10Sc1CeSZ grain and grain boundary conductivities are
shown in Fig. 4b. The conductivities were calculated by fitting of an equivalent circuit composed of
two elements consisting of parallel constant phase element — resistor pairs connected in series,
representing the grain and grain boundary conductivity contributions to the total conductivity. The
two morphological regions of the ceramic have distinct conductivity activation energies,
corresponding to 1.38 £ 0.02 eV for grain boundary and 1.28 £ 0.02 eV for grain conductivity (the
accuracy is only indicated for the linear fit of conductivity data).

Complex plane plot of 10Sc1CeSZ resistivity at 600 K is presented in Fig. 5. Two semicircles
are visible, with the larger semicircle corresponding to grain and the smaller semicircle

corresponding to grain boundary resistivity. Electrode effects also become apparent at very low
frequencies.
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Fig. 5. Complex plane plot of sample resistivity at 600 K. The direction of increasing
frequency is indicated with an arrow

These ionic conductivity results are comparable to the ones reported for spark plasma sintered
ceramic [9], and are in excellent agreement with a recent study of low temperature sintering of
10Sc1CeSZ [8]. The grain boundary conductivity is not markedly decreased compared to
conventionally sintered samples, as reported in the literature. [3].

3.4. Electronic conductivity and stability in reducing and oxidizing atmospheres

The electronic conductivity’s dependence on oxygen activity for different temperatures is
shown in Fig. 6a. Two regions of electronic conductivity’s dependence on oxygen activity can be
easily discerned: an oxygen activity dependant region at high oxygen activities, and a region of very
weak or absent electronic conductivity’s dependence on oxygen activity in the low activity region.

The slope of the electronic conductivity fit at high oxygen activities is in the range of 0.21 to
0.29 at temperatures above 673 K, which corresponds well with the theoretical value of 0.25,
predicted by a single process of hole production due to oxygen incorporation into vacancy type
defects present in the material as described in [7]. However, at 673 K the slope is 0.10, suggesting
more complex processes taking place. Such decrease of the slope can be due to oxidation of Ce®",
present at the microcontact, to Ce**. This could limit hole conductivity in the high oxygen activity
region, similarly to results reported for Fe,O3; and Y,03 co-doped ZrO, in [10].

At low oxygen activities there is no marked dependence on oxygen conductivity at high
temperatures, while the increase in electronic conductivity with decreasing oxygen activity at low
temperatures cannot be reliably interpreted due to the high spread of measured data.

The electronic conductivity can be seen to increase with temperature, as depicted in Fig. 6b for
two different values of oxygen activity. The conductivity activation energy at high oxygen activity,
corresponding to hole conduction due to incorporation of oxygen into the ceramic, is constant at
0.37 £ 0.01 eV, while the activation energy at low oxygen activities is dependent on temperature
and is 0.23 £ 0.03 eV below and 0.81 +0.04 eV above 873 K. The lowest temperature point of
electronic conductivity at high oxygen activity is not fitted due to the presence of different
processes in the material at that temperature.
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Fig. 6. Electronic conductivity of 10Sc1CeSZ, as it depends on oxygen activity (a) and Arrhenius
plots of electronic conductivity at high and low oxygen activities (b)

The ratio of ionic to electronic conductivities of the ceramic can be considered sufficiently high
for fuel cell applications at all temperatures.

4. CONCLUSIONS

XRD study of 10 mol. % Sc,03 and 1 mol. % CeO, co-doped ZrO, showed no crystalline
impurities present at any point in the ceramic preparation process. Small amounts of rhombohedral
phase of the material were detected, with most of the material having a cubic structure.

Non-isothermal dilatometry of isostatically pressed pellets showed high sintering activity of the
powder, heat treated at 873 K for 2h, with the highest densification rate at 1418 K. Subsequently,
three ceramic pellets were sintered at 1423 K for electrochemical property investigation. All of the
pellets exhibited densities higher than 92 %, with the pellet investigated by impedance spectroscopy
reaching 93 % of the material’s theoretical density.

Total conductivity investigation of the sintered pellets showed high grain boundary
conductivity, comparable to that of spark-plasma sintered ceramic and corroborated by recent
studies in the literature, indicating acceptable sintering performance at the reported low sintering
temperature.

Measurements of electronic conductivity revealed good stability over a wide range of oxygen
activities. The conductivities were in the range of 10%% S/m to 10" S/m at all temperatures.

Together with good ionic conductivity these results indicate acceptable performance of the
material for intermediate temperature fuel cells.
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INVESTIGATION OF BIOMASS GASIFIER TO PRODUCE HEAT
AND ELECTRICITY FOR INDUSTRIAL APPLICATIONS IN UKRAINE

T.0. Antoshchuk
The Gas Institute of National Academy of Sciences of Ukraine
Degtjarivska str. 39, 03113 Kiev — Ukraine

ABSTRACT

The high cost of natural gas and the deteriorating environmental condition calls for an urgent replacement of
alternative fuels in Ukraine. Hydropower, solar, wind, biomass, etc. are the top renewable energy sources in
Ukraine. Suffice to say that Ukraine's biomass industry constitutes over two-thirds of the country's potential
on the market of renewables. Currently, under 0.5 percent of energy is produced from biomass but the
estimated potential is ten times larger. Ukraine is using biomass to generate heat and electricity. From the
experience gained, it has been observed that gasification certainly appears to be a better option than
combustion in terms of energy efficiency. Produced gas obtained from gasification can be used as gaseous
fuel for combustion in boilers and industrial furnaces for heat energy. It can also be used as fuel for diesel
piston engines to generate electricity. Gas-generators with designed capacity ranging from 0.5 to 3 MW+,
are currently under investigation at Gas Institute of National Academy of Sciences of Ukraine, together with
private companies. So, in consideration of their potential use as an alternative fuel for water heating and
industrial applications, biomass conversion technologies under investigation at Gas Institute of National
Academy of Sciences, gas cleaning system, use of some software for designing a gasifier along with
important results obtained both theoretical and experimental, will be discussed.

Keywords: renewable energy, biomass, gasification, gas-generator (gasifier)
1. INTRODUCTION

According to the Energy Strategy of Ukraine [1], fuels from biomass for various power
equipment are very actual for Ukraine at present moment. Due to the different researches, Ukraine
that is developing country has considerable consumption of electric and thermal energy. Also
Ukraine is one of the biggest exporters of electric energy in Europe, but at the same time the
country occupies first places in Europe on purchases of natural gas and oil refining products.
Having big metallurgical, chemical and other industrial enterprises Ukraine also is a big consumer
of different power fuels, electric and thermal energy. Also the country has developed enough
natural resource, agricultural and industrial and woodworking complexes.

Taking into consideration all mentioned above and the fact that Ukraine is the biggest in
territory country of the Europe it is possible to make a conclusion, that usage of biomass as
alternative, and in some cases, as main fuel presents the paramount problem for the country. Also
we should note that country already has program on development of energy saving and energy
effectiveness and has series of laws about alternative and green energy [2].

The problem is the next:

— coal is the priority fuel in energy system of Ukraine;

— there is no clear mechanism for transition from coal to biomass as main fuel type;
the majority of project don’t receive enough financing;

— little number of practical implementation of the installations.

Biomass is one of the most popular kind of alternative energy source in Ukraine. Biomass is
widely used in direct burning processes in manufacturing equipment of different key industries.
Also there is possibility to gasify biomass in special gasifier installations that gives opportunity to
receive gaseous combustible fuel, which can be used in different kinds of equipment adjusted for
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natural gas as main fuel. But the direct process of burning and gasification both have its advantages
and disadvantages (see Table 1) [3].

Table 1. Comparison of direct burning and biomass gasification processes

Direct process of burning |
Advantages
— relative simplicity of fuel feeding -
equipment;
— higher efficiency factor of energy
transformation (with use of modern -
technologies).

Use after gasification

possibility to use raw material of
different factions and various mixtures
of organic fuels;
less cost of boiler re-equipment, if it
worked on a gaseous fuel (only need
of burner replacement);
—  possibility to use raw material with
humidity up to 50%;
— less environmental influence;
—  possibility to produce electric energy;
—  for whole complex: possibility to work
on both generator and natural gas or
on their mixture.
Disadvantages
— necessity of the previous predrying | — necessity of extra purification of
of fuel; producer gas from tarry substances
— necessity to install the system of and cooling before feeding of heat-
ash removal in boiler; and-power engineering equipment;
—  limitation on size composition of — more serious system of automatics that
fuel. provides simultaneous burning of
producer and natural gas;
— necessity to place gas-generator
outside of boiler room.

Table 2. Comparison of gasification processes characteristics

Updraft
— use of physical heat
of gas for heating and
subdrying;

Combined

— stable
composition of

Downdraft

— stability of process,
use of tarry fuels,

simplicity of loading,

gas, possibility

Advantages low temperature of no need in additives. to se different
gas; types of fuel.
possibility of the use
of fire-grate.
impossible to use — comparatively high big height of
tarry fuels, additive of temperature of gas; gasifier;
saturated steam; — difficulties at high

Disadvantages impossibility of cleaning the grate temperature of
feeding of hopper from ash. gas;
during work of more
complex. complicated

service works.

Gasifier is the special installation intended for gasification of different kinds of organic fuel,
including biomass. There are different types of gasifiers, each type has its advantages and
disadvantages (see Table 2) [4]. Gasifiers vary by the type of fuel burning, the most popular are:
updraft and downdraft gasification. Taking into consideration all the above stated advantages and
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disadvantages, The team of The Gas Institute together with partners have developed gasifier of
combined type, which includes both up-draft and down-draft gasification process. The purpose of
this gasifier to receive more clear, high-caloric and universal producer gas.
This work is aiming the following:
— to investigate the working process of combined two-zone gasifier and its functioning on
different kinds of solid biofuels;
— to determine the possibilities of power equipment to work on producer gas or on a mixture
of producer and natural gas;
— to study operation modes of power equipment working on a mixture of natural and producer
gas in combination 70% to 30%;
— to study the functioning of the piston electric engine which used as a fuel producer gas;
— to study the parameters of the power equipment working on generator gas.

2. DESCRIPTION OF GASIFIER

The gasifier complex GTP-3.0 is system designed for production of producer gas by
gasification of solid biofuels (biomass)[5]. The wood chips and sunflower husk pellets are used as a
fuel in this complex. Aiming the stable operation of the gasifier and sustainable quality of produced
gas, the humidity level of raw material should not exceed 15%.

The gasifier has two-zone design, and combines two processes of the gasification — updraft
and downdraft, such system allows to neutralize disadvantages of each method of gasification, and
allows to receive more qualitative and caloric producer gas.

Also, this gasifier has continuous operation mode and is equipped with appropriate
automation, which controls the frequency of gasifier feeding, temperature regime, air and producer
gas consumption.

The maximum heat output this gasifier is 1.5 MW.

Producer gas received in this gasifier complex can be used as gaseous fuel for industrial
furnaces, power boilers, drying stoves and other industrial equipment that is working on natural gas.

This technology gives possibility to completely substitute natural gas or burn mixture of
natural gas and producer gases. For burning of gaseous mixture there is a need to change the burner
for special burner device, which is designed to burn both natural gas and producer.

The gasifier complex consists of the next basic aggregates and units (Fig. 1 and Fig. 2):
the combined gasifier for solid fuel;
hopper of solid fuel,
fuel feeding conveyer;
sluice for fuel feeder;
conveyer of ash removal;
sluice feeder of ash removal;
ventilator for air input on combustion;
ventilator of cooling system of gasifier;

9. cyclone;

10. hopper of ash receiver;

11. power panel,

12. panel of automatic control system;

13. frame.

The prepared fuel is transported with conveyer from the fuel hopper inside the gasifier. The
conveyer can be either flat-belt or screw type. The impermeability of gasifier is provided by fuel
feeder sluice, where the fuel gets after conveyer.

NN E
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Fig. 1. General view of gasifier complex GTP-3.0

The gasifier is ready for ignition when it is filled with fuel to the appropriate level. The level
of fuel is indicated by special level-sensors, which are located in the panel of automatic control
system. For ignition in bulk of gasifier should be contain air rarefaction, which is created by means
of producer gas-input ventilator. This rarefaction together with the air supplied by air-input
ventilator provides quantity of air needed for combustion of solid fuel.

Cooling of gasifier and partial cooling of producer gas is provided by ventilator of cooling
system of the gasifier.

Ignition of gasifier is executed through ignition nozzles of upper and down zones, these
nozzles are closed after raw material was lit up with flame (300 sec).

Process of ash removal is conducted through the line of removal, which consist of conveyer
of ash removal and sluice feeder of ash removal. Regulation of gasifier productivity is made by
change of air rarefaction in nozzles of producer gas input.

Creation of producer gas is a result of raw material burning in the reactionary chamber of
gasifier in conditions of oxygen deficit. There are next chemical reactions in the zone of burning
(zone oxidant input) of zone of downdraft gasification[6]:

C+0, < CO, (1)
2H, +0, < 2H,0 (2)
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Fig.2. Front view of gasifier complex GTP-3.0

During this process a large amount of heat is produced. Byproducts of oxidation process are
tars and other components that later on in low-temperature gasifier parts can condense and turn into
pyrolysis tars. At the same time at the bound of combustion zone and renewal of downdraft zone
(which is located lower than combustion zone), there goes dominated processes of oxidation of
carbon and renewal processes [7]:

C+C0,=2C0 ©)
C+H,0+CO+H, 4)
CO+H,=CO+H,0 (5)
C+2H,=CH, (6)
C+3H,=CH,+H,0 (7)

That means that CO, and water vapor (are products of reaction oxidation and internal
moisture of fuel) recover in CO and H,, and released oxygen O, reacts with carbon of fuel.

Speed of reaction as well as quantity of producer gas is regulated by air supply owing to
rarefaction process which is provided by ventilator of producer gas supply.

Functioning of this ventilator provides rarefaction in internal volume of the gasifier, which
prevents producer gas to come out. The pressure of producer gas before burner at power rating does
not exceed 5 kPa and is provided by ventilator of producer gas input.

Producer gas received in gasifiers is ready to be applied in power equipment. The Gas
institute of National academy of science of Ukraine has designed special kind of burner that is
working with producer, natural gas and mixture of these gases.

This gasifier complex also has cleaning system of producer gas, this system consists of a
cyclone, horizontal and vertical camera of producer gas settling, disintegrator for separation
moisture and tar particles, filter for catching small particles of tar and soot.
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3. METHODOLOGY OF EXPERIMENT

The methodology of experiment with gasifier complex constricts of bench tests, conducted
before final transfer of the complex to the customer. The given gasifier complex was tested on the
next types of biofuel: wood chips and pelleted sunflower husks. Complex was working with each
type of fuel continuously for 72 hours. The given gasifier complex is of permanent type, which is
working continuously with periodic fuel recharge. All tests began with full load of fuel (wood chips
or sunflower husks pellets), full load was indicated by sensors.

System has 3 sensors of load: upper level, middle level and lower level.

Solid fuel was transported from hopper via fuel feeder sluice (located on the top of gasifier)
with help of fuel feeding conveyer. The sensors of fuel level are connected with panel of automatic
control system, and indicate full load of fuel on appropriate level. Also they indicate lack of fuel
and on such condition starts automatic mode of fuel reloading. When the fuel was appropriately
load, there begging the process of ignition of gasifier. Ignition is made manually through special
nozzles.

The upper zone of gasifier should be ignited first, in this zone goes downdraft process of
gasification, then the down zone is ignited.

After the ignition was finished the ventilator starts its functioning and gives air into both
lower and upper parts of the gasifier.

During the bench tests the main output of producer gas is blocked, and producer gas goes to
the candle, where the gas is burnt for the period when the gasifier reaches its power rating (about
20-25 minutes).

The first test sampling of producer gas is made after gas had reached candle (about 5 minutes
after the start of work), the next test sampling is made when producer gas is directed on the main
power equipment.

In this research as main power equipment there were taken boiler DE-25-14GM [8] and
piston electric engine JaMZ-236M2-7 [9].

When gasifier complex has reached its power rating producer gas has to be purified and only
then it is directed to main power equipment.

The purification process is the next: received producer gas first was given into the cyclone,
then into horizontal and vertical settling cameras, then via canal producer gas went through
disintegrator and filter, only after these stages producer gas was ready to reach burner in industrial
power boiler or piston electric engine [10].

The capacity of gasifier was regulated with air input, Power inflator regulated by air, the
process of gasification. During the process of gasifier functioning the next parameters were under
the control:

— temperature in gasifier reactors (with the help of thermocouples)

pressure of air given into gasifier,
— pressure of gas after output of gasifier;

pressure of gas before the burner of boiler.

temperature of producer gas and its consumption before the burner of boiler.
Operation of boiler was started on natural gas, which was given to the special double-fuel
burner developed by The Gas Institute of National academy of science of Ukraine, which has
industrial power boiler resorted to natural gas that is supplied to the burner gas developed in the
Institute of National Academy of Sciences of Ukraine, which has channels for natural gas, producer
gas and channel for air.

The operation start of boiler on natural gas was carried in normal mode as prescribed in
working instruction.
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When the boiler has reached its nominal power there was started supply of producer gas
directly to the working boiler, then there were taking test sampling of producer gas obtained from
different types of fuel.

On the nominal power of gasifier operation the test sampling were taken every three hour. To
simplify the control of the boiler, there was created special software for automatic boiler control,
which allows checking of all the parameters of the boiler. Also this software adjusts modes and
settings of the boiler for natural gas, producer gas and mixture of these gases.

During the bench tests there have been worked out all the modes of the boiler, according to
the old regime card. Basing on test results there has been developed new regime card, in which
there is described continuous operation of the boiler on mixture of natural and producer gases
generating, in percentage of 70% to 30%.

In the same way there were tests with piston electric engine — producer gas was transferred
into the engine. The engine was upgraded with new device of fuel delivery system. Operating on
producer gas there was reached power of 45 kW, but the work was unstable. There were defined
errors in engine assembling and the reasons of unstable operation. At the moment there are
conducting works eliminate errors and upgrade the engine, we plan to make new tests with power
engine working on producer gas.

4. RESULTS OF WORK

During these experiments there were obtained the next characteristics of producer gas that are
presented in below tables (Table 3, Table 4):

Table 3. Composition of producer gas

Sample Sample
No. Components Sunflower husk |  Wood chips
1 H, 9.1 7.74
2 0, 0 0
3 N, 55.85 51.96
4 CH, 2.90 3.07
5 CO 13.0 23.76
6 CO; 11.96 9.70
7 C,H, 3.83 0.89
8 C,Hg 0.26 0.21
9 C,H, 0.59 0.04
10 CsHg 0.30 0.18
11 CsHg 0.03 0.06
12 iC;Hyo 0.05 0
13 nC4H10 0.17 0.13
12 H,O 1.96 2.26
¥ 100 100
Table 4. Power characteristics of producer gas
Sample Sample
Parameter Sunflower husk Wood chips
Lower , heating value, 1618 1420
kcal/nm
Stoichiometric relationships 1.49 1.29
Theoretlp temperature  of 1979.7 19215
combustion, K

11-32



CYSENI 2013, May 29-31, Kaunas, Lithuania
||; ISSN 1822-7554, www.cyseni.com

The functioning of steam boiler is indicated in regime card of boiler that is set up for two
gaseous fuels: natural gas and producer gas (from wood chips). Data of regime card is shown in
Table 5

Table 5. Regime card of steam boiler DE-25-14 GM

Sym | Unit of Load
Ne Value bol
Ol | measureé | 2395 [ 33% | 39% | 50 %
1 | Steam consumption Dgeam | ton/hour 5.7 8.3 9.7 12.4
2 | Steam pressure Psteam Bar 12 12 12 12
3 gC;’S”S“mp“O” ofnatural | g | m¥mour | 320 | 510 | 616 | 814
Consumption of 3
4 oroducer gas Bgg | Mhour | 800 800 | 800 | 800
5 | Lowerheatingvalueof | 5 | oynme | 8oso | 8080 | 8080 | 8080
natural gas
g |Lowerheatingvalueof | o |\ coynm® | 1212 | 1212 | 1212 | 1212
producer gas
7 | Coefficient of excess air o 176 | 1.61 | 153 1.5
g | Carbon monoxide CoO | mgm* | 80 | 62 | 56 | 50
content
9 | Nitric oxide content NO mg/m° 120 132 140 | 148
10 E;ﬂg'rency of steam . % | 902 | 91.7 | 923 | 927

5. CONCLUSIONS

There have been run experimental researches of functioning of gasifier of combined type with
different kinds of biomass, namely on wood chips from coniferous woods and on sunflower husk.

Both kinds of a biomass were verified to be excellent alternative fuel, with high enough
percentage of gasification, as the ash level rests 12% for wood chips and 8% sunflower husk.

The efficiency of gasifier and steam boiler with given biomass fuel made 82% and 92%
accordingly, regardless biomass kind.

But taking into consideration that gasifier complex is situated in area where there are many
woodworking factories — the decision was made to take wood chips as principal kind of a biomass
for this gasifier.

Basic power characteristics of producer gas received from wood chips makes it alternative for
natural gas. As it was revealed during the experiment producer gas can substitute up to 50% of
natural gas with small loads of steam boiler. Also we have to note that efficiency of boiler working
on mixture of producer and natural gas with consequent increase of boiler load does not fall below
90%. Owing to special burner device of double-fuel type. The reconstruction of steam boiler needs
only fragmentary works not changing its overall structure and design.

The presented technology of biomass use as kind of alternative fuel has high potential either
in Ukraine or in other European countries. This technology does not demand broad capital
investments or technical decisions of re-equipment of operating machinery. But the main advantage
of the technology is that it is real alternative for traditional kinds of fuel.
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ABSTRACT

Nanocrystalline ZnSe films were prepared by close space sublimation method on SnO,/ glass substrates to
fabricate ZnSe/CdTe heterojunctions. The SnO,: F film had a thickness of 500 nm, sheet resistance of
<10 Q/o. The SEM and XRD studies of ZnSe thin films on SnO,/glass substrates show that the structure is
cubic zincblende and nanograins sizes depend on the substrate temperature. The lattice parameter showed a
dependence on substrate temperature. Because it is difficult the low resistive nanocrystalline ZnSe films to
grow the immersion in a solution of ZnCl,:H,O were used to dope with chlorine. Effect of annealing and
chlorine doping on the composition, structural and optical properties was studied. The EDS spectra of the
immersed ZnSe films show the presence of chlorine in the films. Both ZnSe layers treated as well as
activated were Zn deficient. The transmission and energy band gap of nanocrystalline ZnSe films decrease
after annealing and ZnCl,:H,O doping. All ZnSe/CdTe photovoltaic cells were characterized through light
and dark current density—voltage (J-V) measurements. The photovoltaic parameters of ZnSe/CdTe thin film
solar cells improved after the immersion in a solution of ZnCl,:H,O and annealing at 400°C. The cell
parameters obtained for the best device are V,.= 750 mV, FF = 43%, J,.=20.39 mA/cm?, and 5 =6.6 %.

Keywords: ZnSe thin films, ZnCl, activation, ZnSe/CdTe thin film solar cells
1. INTRODUCTION

A literature analysis reveals that attempts were made by several workers [1-6] in the past, to
obtain reproducible ZnSe films for device applications. More progress has been achieved in
fabrication of blue-green light emitting diodes, dielectric mirrors, filters, blue laser diode and other
optically sensitive devices [7-12]. There are a number of reports on the different structural, optical
and electrical properties of ZnSe polycrystalline thin films prepared by various techniques such as
chemical vapour deposition, metal-organic chemical vapor deposition MOCVD, electrodeposition,
photochemical deposition, chemical bath deposition (CBD), pulsed laser deposition and thermal
evaporation [4-9, 13—15]. Because of its large band gap of 2.67 eV, ZnSe has been used as window
layer for the fabrication of photovoltaic solar cells. The use of ZnSe films as a heterojunction
partner in I[I-VI thin-film solar cells has been explored by T. L. Chu at al [16]. The ZnSe/CdTe solar
cells grown by close spaced sublimation have yielded fairly good results with an efficiency of 11%
[16]. The close spaced sublimation method is considered one of the most promising techniques for
A2B6 thin film deposition. Therefore we have prepared the ZnSe thin films of different thickness
by close space sublimation method at different substrate temperatures. The different structural
parameters of these films were determined and the effect of substrate temperature is studied in this
paper. CdTe is recognized as promising absorbers for thin-film photovoltaic devices because of
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their near optimum direct band gap of ~1.5 eV and their high absorption coefficient. For the
fabrication of the CdTe thin films the same method of deposition was used. Also, in this paper we
will study ZnSe/CdTe thin film solar cells.

2. EXPERIMENTAL PROCEDURE

ZnSe films were deposited by close space sublimation technique. ZnSe and CdTe of 99.999%
purity were used as source materials. The ZnSe thin films were deposited on glass substrate covered
with SnO, at a system pressure of ~10° Torr. The SnO, films were about 500 nm thick with a sheet
resistance of 10 Q/Y. In order to optimize the growth condition, ZnSe films were deposited at
different substrate temperatures. The substrate temperature was maintained at 500 K to 650 K. Then
the ZnSe films was immersed in ZnCl, solution and annealed in the vacuum at 400°C for 40 min.
The ZnSe/CdTe thin-film photovoltaic heterojunctions were fabricated on glass substrates with an
area of 2x2 cm’ covered with a SnO, layer with a sheet resistivity of about 10 Q/Y. We used the
optimized component films to fabricate ZnSe/CdTe thin-film solar cells. The ZnSe/CdTe thin-film
solar cells were fabricated in a superstrate configuration. The samples with as-grown ZnSe thin
films obtained at substrate temperatures 500 K, 550 K, 600 K and 650 K denoted as (M5.1), (M6.1),
(M7.1) and (M8.1), respectively. The samples with ZnSe chloride activated films obtained at
substrate temperatures 500 K, 550 K, 600 K and 650 K signed as (M5.2), (M6.2), (M7.2) and
(M8.2), respectively.

The structure of ZnSe films were examined with a Rigaku X-Ray Diffractometer (XRD) with
CuKa;/40 kV/40 mA radiation source (A=1.54056 A), Ni filter, in the 20 range of 10-90°, scanning
speed of 0.5°/min. The XRD analysis was performed using Rigaku software PDXL. The energy
dispersive spectroscopy (EDS) analysis of the samples was performed with a JEOL JSM-6390LV
scanning electron microscope. The optical transmission spectra were recorded using a JASCO
V-670 spectrophotometer. The photovoltaic characteristics of ZnSe/CdTe thin film solar cells were
investigated by current-voltage characteristic through the wide band gap components at the room
temperature (300 K) and 100 mW/cm® illumination.

3. RESULTS AND DISCUSSIONS
3.1. Structural Analysis of CSS Nanostructured ZnSe thin films

The requirements for window layers in solar cells applications are high conductivity and
adequate thickness in order to allow good transmission and uniformity which would avoid the
effects of short cutting. Fig. 1 shows the SEM image of as-grown and after ZnCl, annealing of ZnSe
films on SnO,/glass substrates. From the SEM image it is clear that the ZnSe films are dense and
pinhole free. The grain size is smaller than 1 pm in both cases. Sample MS5.2 with ZnSe after ZnCl,
activation at 400 °C shows a lot of round grains on the surface, and they did not coalesce together.
No significant changes in morphology after annealing with the changing of the substrate
temperature occurred in samples M6.2 and M7.2.

Fig. 2 shows XRD 20 scans, between 20° and 80°, for ZnSe/SnO,/glass samples before and
after ZnCl, activation. As seen, the XRD pattern exhibits intensive XRD peaks at 26.52°, 33.79°,
37.85°, 38.84, 42.55, 51.64, 54.51, 61.69, 71.04, 78.44 and 52° which are due to the X-ray
diffraction from polycrystalline SnO, with tetragonal or orthorhombic structures [17] and four
peaks with the smaller intensity for ZnSe phase presented in the Fig. 2. The X-ray diffraction
measurements on the as-deposited films and ZnCl, treated indicated a cubic ZnSe phase. There is
no evidence of formation of a new phase after ZnCl, annealing. The crystallite size was calculated
using the Scherrer’s formula from the full-width at half-maximum (FWHM) [10]:
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p-_kA
[ cosf (1)
where £ is a dimensionless shape factor with a value close to unity, 4 is the X-ray wavelength, f —
the full-width at half-maximum.

M 5.1

Fig. 1. SEM images of ZnSe films: M5.1, M6.1, M7.1 — as grown; M5.2, M6.2,
M7.2 — after ZnCl, activation
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Fig. 2. X-ray diffraction patterns of as-grown (a) and after ZnCl, activation (b) ZnSe thin films at
different substrate temperatures

The micro strain (g) was calculated from formula [10]:
£= [f cos8/4 (2)

where 0 is Bragg angle.
For all the activated samples the ZnSe phase presents a slight lattice-parameter decrease compared
to the as-grown ones. The change of lattice constant for the as-deposited with substrate temperatures is not
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very prominent and suggests that the film grains are stressed. This can be caused by the lattice mismatch
and/or differences in the thermal expansion coefficients between the SnO, and the glass substrate.

In Fig. 3 is presented energy dispersive X-ray (EDS) analysis of as-deposited and annealed ZnSe
thin films obtained at Ts=600 K. The data for the other substrate temperatures are not shown as they all
show very similar characteristics. Both the as-deposited and annealed ZnSe films are Zn-deficient as
reported by other workers [18]. This is because the vapour pressure of Se is greater than that of Zn and
their sticking coefficients are also different. The incorporation of chlorine in the activated ZnSe layers at
substrate temperatures is confirmed by the detection of chlorine in a standardless EDS analysis.

Table 1. Structural parameters of as-grown and after ZnCl, activation ZnSe/SnQO; thin films
obtained at different substrate temperatures (Ts)

D,
Samples a(A) b(A) c(A) crystallite | Strain (%) | Phase name
size (A)
MS51 as grown 5.6707 5.6707 5.6707 280 0.10 Stilleite, syn
T.=500K 47502 | 47502 | 3.1932 635 0.15 Cassiterite
M52 4.7517 4.7517 3.1934 644 0.15 tin(IV) oxide
ZnCl,_activated 0.000000e S
T.=500 K 5.6695 5.6695 5.6695 288 4000 Stilleite, syn
M61 as grown 4.7365 4.7365 3.1881 579 0.20 tin(IV) oxide
T=550 K 5.6572 5.6572 5.6572 317 0.16 Stilleite, syn
M62 5.6665 5.6665 5.6665 314 0.12 Stilleite, syn
ZnCl,_activated . .
T=550 K 4.7391 4.7391 3.1905 583 0.20 tin(IV) oxide
M72 as grown 5.6571 5.6572 5.6571 337 0.23 Stilleite, syn
T=600 K 4.7392 4.7392 3.1871 647 0.21 tin(IV) oxide
M71 4.738350 | 4.738350 | 3.195294 588 0.20 tin(IV) oxide
Zn%b:—gggvé‘ted 5.666307 | 5.666307 | 5.666307 287 0.13 Stilleite, syn

Fig. 3. The EDS analyses of as-grown (a) and after ZnCl, activation (b) ZnSe thin films
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3.2. Optical investigations of CSS Nanostructured ZnSe thin films

The optical transmission spectra of as deposited ZnSe thin films grown at different substrate
temperatures were measured in the range of 400—1200 nm at T=300 K and shown in Fig. 4. The
transmission slightly changes with the substrate temperature increase. The transmittance of the
layers varies between 70%-90%, maximum of 90% being reached for ZnSe layer with a lower
thickness — 236.79 A. For ZnSe chlorine activated films transmittance is smaller. The absorption
coefficient, a, was calculated from expression [19]:

1. (1-R)?
a=tn=R" 3)
d T
where d is the film thickness, and R and T represent the reflection and transmission coefficient,

respectively. The thickness of the ZnSe layers was estimated using the following relation [20]:

d= ﬂﬂ}“Z
2(A4ny = Aymy) 4)

where n;, and n, are the refractive indexes at two adjacent maxima (or minima) and A; , A, the
respective wavelength values. The analysis of the (ahv)” = f (hv) plot of all ZnSe films is linear and
it indicates a direct type of transition. The optical band gap values for as-deposited ZnSe films
ranged between 2.686 eV (0.633 pum) and 2.690 eV (1.159 pm). The maximum value of E, is
connected with the very small size of crystallites in films. The thick films have a lower absorption
value at the forbidden gap region of the ZnSe films. Thinner films have a high absorption value in
the band-band absorption region. This effect may be explained by proposing that thicker films have
bigger crystallites so they are closer to the crystalline ZnSe, but bigger crystallites sizes give results
in larger unfilled inter-granular volumes so the absorption per unit thickness is reduced. One
obvious result from the (ahv)’ = f (hv) dependence (Fig. 5) for ZnSe films grown at different
substrate temperatures and ZnCl, activated at 400°C is that the energy gap decreases.

100-

T T T T T T T T 1
400 600 800 1000 1200
A, hm

Fig. 4. The transmission spectra of as—grown (M5.1, M6.1, M7.1)

and ZnCl, activated ZnSe thin films at different substrate temperatures
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Fig. 5. The (chv)” vs photon energy (hv) spectra of as grown
(M5.1, M6.1, M7.1) and ZnCl, activated ZnSe thin films at different substrate temperatures

The size of crystallites increases with the increase of the substrate temperatures and with
ZnCl, activation. This is confirmed by the XRD analysis (Table 1). This is valid for all ZnSe films
regardless of the substrate temperature.

Table 2. Optical parameters of as-grown and ZnCl, activated ZnSe thin films.

Samples A1, NM A2, NM n; n, d, nm E,, eV
M5.1
T,=500K 855 1003 210511 2.488 1159.10 2.690
as-grown
M5.2
T,=500K 908 1076 2,502 2.481 1167.07 2.667
annealed
Mé6.1
T,=550K 914 1288 210501 2.466 633.72 2.686
as-grown
M6.2
T,=550K 1091 1422 2,479 2.46 948.98 2.672
annealed
M7.1
T, =600 K 999 1422 2.489 2.46 678.59 2.683
as-grown
M7.2
T, =600 K 937 1408 2.497 2.46 565.07 2.668
annealed
M8.2
T,=650K 846 1000 2.513 2.489 1098.26 2.640
annealed

3.3. Photovoltaic parameters of ZnSe/CdTe thin film solar cells

The photovoltaic characteristics of ZnSe/CdTe thin film solar cells were investigated through
the wide band gap components at the room temperature (300 K) and 100 mW/cm? illumination. The
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current density-voltage (J-V) characteristics of ZnSe/CdTe thin film solar cells with ZnSe activated
at different substrate temperatures are illustrated in Fig. 6. The photovoltaic parameters are
presented in Table 3. The highest efficiency 6.6 % was achieved for ZnSe/CdTe thin film solar cells
with a thicker ZnSe activated buffer layer. As one can see from Table 3 the value of the open circuit
voltage (U,.) and the current density (J;.) achieve 0.75 V and 20.39 mA/cm?, respectively. The fill
factor (FF) is low in general. According to the theory [21] the fill factor is determined by the series
resistance, the saturated dark current density (J,) and the diode quality factor (4).

Table 3. Photovoltaic parameters of ZnSe/CdTe solar cells.

Ts: J sco Uoca n, Rsha Rsa
Samples K mA/cm’ \'% FF % Q-cm’ Q-cm’
MS&.2 650 18.45 0.78 0.37 5.34 168.62 23.66
M7.2 600 10.70 0.74 0.42 3.30 333.33 30.30
M6.2 550 12.13 0.73 0.39 3.46 176.08 34.04
MS5.2 500 20.39 0.75 0.43 6.61 380.00 17.02
251 —=— 1098 nm
—e— 565 nm
—4— 948 nm
2077 —v— 1167 nm

154

J, mA/cm2

Fig. 6. The current density-voltage (J-V) characteristics of ZnSe/CdTe thin film solar cells with
ZnSe activated at substrate temperatures

The dark J, and A of the ZnSe/CdTe cells are in the range of 10° — 107 A/em?® and 1.7-3.6,
respectively. The low value of FF' is mainly determined by the high value of the series resistance
which is due to the high rezistivity of both ZnSe and CdTe thin films and probably to the fact that
the cells wet CdCl, treatment may contain oxide on the surface of CdTe.

4. CONCLUSIONS

In situ ZnCl, activation promotes the increasing of the crystallites sizes and improvement of
the photovoltaic parameters in ZnSe/CdTe thin film solar cells. Also, with the increasing of the
substrate temperature the crystallites sizes increases from 280 nm (500 K) to 337 nm (600 K). The
analysis of the XRD spectra of the ZnSe films established that activation in ZnCl, results in a slight
lattice-parameter decrease compared to the as-grown ones. The energy dispersive X-ray (EDS)
analysis showed that the as-grown and annealed ZnSe films are Zn-deficient. The transmission and
the band gap energy of the ZnCl, activated ZnSe thin films decrease. The efficiency of 6.6 % for
ZnSe/CdTe thin film solar cells with a ZnSe activated buffer layer was achieved.
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INTEGRATION AND OPTIMIZATION OF RENEWABLE ENERGY
SOURCES IN A LOW ENERGY HOUSE

R. DzZiugaité-Tuméniené, V. Jankauskas
Vilnius Gediminas Technical University
Sauleétekio str. 11, LT-10223 Vilnius — Lithuania

ABSTRACT

This article describes a method for an integration and optimization of renewable energy resources in a low
energy house at the conceptual design stage. A multi-energy system, which uses a combination of renewable
and non-renewable energy sources to cover the thermal and electric loads of the low energy house, is
introduced. The method suggested in the paper is based on the energy hub concept. This approach allows the
coupling between the energy demand and the energy supply in the building to be modelled in a synthetic
way.

First, the energy demand side parameters are analysed. A model of the low energy house has been created in
DesignBuilder and validated using measured data. Using this model, a database of different multi-energy
system configurations has been selected and used to train and validate the chosen Building Energy Hub
method. This method allows analysing building energy demand and energy supply sequentially, which helps
to understand the relationship between the energy inputs and outputs more clearly. Finally, this paper
presents a case study on the optimal configuration of multi-energy system that minimises the use of non-
renewable sources.

Keywords: low energy house, renewable energy resources, multi-energy system, integration, optimization,
building energy hub

1. INTRODUCTION

Over the past decade the European Union is facing unprecedented energy challenges resulting
from increased import dependency, concerns over supplies of fossil fuels worldwide and a clearly
discernible climate change. In spite of this, Europe continues to waste at least 20% of its energy due
to inefficiency. In recent years energy efficiency has improved considerably, however it is still
technically and economically feasible to save at least 20% of total primary energy by 2020. Partly
because of its large share of total consumption, the largest cost-effective savings potential lies in the
residential (households) and commercial buildings sector (tertiary sector) , where the full potential
1s now estimated to be around 27% and 30% of energy use, respectively [1]. Therefore, the increase
of energy efficiency and of the energy use from renewable sources is identified as a top priority [2].

The promotion of the use of renewable energy sources in the built environment has led to the
spread of multi-energy systems in buildings. However, the design of such systems is a complex task
with a large number of design variables and constraints. Therefore, the optimization methods are
widely used in order to significantly reduce non-renewable energy consumption, define the optimal
configuration of the multi-energy system of the building, and maintain a comfortable indoor
environment [3-10].

This paper focus on two main objectives:

— to maximize the use of renewable energy sources in building,

— to reduce the environmental impact of the building.

An object of this study is a multi-energy system of a low energy residential house with
integrated renewable energy sources.

11-45



] CYSENI 2013, May 29-31, Kaunas, Lithuania
I; ISSN 1822-7554, www.cyseni.com

2. METHODOLOGY
2.1. The energy hub concept

The energy hub concept was first introduced in 2004 by a research team at the Power System
and High Voltage Laboratories of the Zurich ETH led by Goran Andersson and Klaus Frohlich.
This team of researchers developed an integrated modelling framework to simulate and optimize
highly interlinked energy systems for a future multi-carrier and multi-product network. The energy
hub concept was developed within a European project named “Vision of future energy networks”,
concerning the study and the optimization of a series of centralized units that transform, convert,
store, and supply various forms of energy linked by a combined electrical, chemical, and thermal
energy interconnector [8].

In the energy hub approach, the energy inputs vector, namely the energy supply fluxes, is
related to the energy outputs vector that is the energy demands, by a coupling matrix. The
coefficients of this matrix are functions of the efficiency of the various energy conversion systems
and of the distribution of energy fluxes in the energy generators. As a result, this model provides the
best combination of the energy supply fluxes for a fixed, given configuration of the energy system
and the optimal configuration of the energy system. The main advantage of the energy hub theory is
optimization of any energy system fed by various energy sources under a certain set of assumptions
[8]. The use and development of the energy hub concept is growing rapidly. Geidl [11] developed a
series of algebraic relations in order to couple system inputs and outputs. Many applications of this
concept were focused on the problem of studying and optimizing the electric energy networks.
However, Fabrizio [12] extended the applicability of the concept to the building sector. The
building energy hub modelling framework has been introduced by Fabrizio et al. [13, 14] in order to
size the multi-energy system of the building. Recently, Bayraktar and Fabrizio [8] presented the
extended building energy hub concept, which is used for the simultaneous optimization of energy
demand and energy supply in buildings. The extended building energy hub extends the set of
decision variables of the optimization problem to the relevant aspects of the thermal design in the
building.

2.2. Application of the energy hub model to optimize multi-energy system of a case study
building

The theoretical background of the applications of the coupling algorithm to model multi-
energy systems in buildings is presented by Fabrizio et al. [12]. Therefore, this section introduces
the methodology of the optimization of multi-energy system, which is applied to a case study house.

2.2.1. Optimization framework

The optimization framework of this study is summarized in Fig. 1.
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Fig. 1. Optimization framework applied to a case study

The framework consists of three main sequential steps: determination of input data, making
the model and obtaining output data. First a model of the case study building has been created in
Design Builder and validated using measured data (see section 3). The main parameters related to
the energy demand side of the hub have been investigated, i.e. building thermal needs (Qy ., Oy i)

and electrical energy demand for ventilation (£, ), lighting (£,) and auxiliary energy for the
thermal technical systems (W, ). Then the possible configurations of the multi-energy systems of

the house have been identified and simulated using the Swiss simulation program Polysun. The
main parameters related to the performance of the selected energy generators have been got, i.e.

energy conversion efficiencies of the generators (& SCOP, ). The formation of the energy hub

i,gen > i,gen

model is the second step. The physical outputs (£, ,,,) of the hub are one of the inputs of the model

together with the parameters (values of efficiencies of energy generators). The model calculates the
values of the delivered energy required for energy generators. These values are called energy- wares
(E, 41 ) at the input port of the hub. These output values of the model (the physical inputs of the

hub) are the argument of an objective function to perform the selection. In this study two main
objective functions have been defined by means of two selection criteria (maximum use of
renewable energy sources, otherwise minimum use of non-renewable energy sources, and minimal
emissions of pollutants). The main parameters, which express the selection criterion into a certain
objective function, have been defined, i.e. primary energy demand and CO, emissions to the
environment. Primary energy and CO, conversion factors are taken from [15] source. These factors
are based on 17 European countries and used in the calculations. MS Excel Solver has been used
during optimization process. The solver has iteratively to search for the optimal combination of
energy generators that best minimize the objective function.

2.2.2. Mathematical expression of the energy hub model

) are defined, the

coupling between the energy demand and the energy supply of the energy system of the building
can be defined as:

When the vectors of building energy needs (£, ,,,) and energy-wares ( E,

i,del,in

E

i,delin

:DXEi,out’ (1)
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where D is called a backward coupling matrix that is expressed as a function of the factors v;en and

energy efficiencies ¢, ,,, of energy generators:

igen
D = f(V;en b 8i,gen) ’ (2)

where V! represents the ratio between the power flow on a line and the total power flow at the

gen

output.

In this study the possible combinations of the multi-energy system of the house can be written
in a matrix form. The delivered energy to the building energy systems can be expressed as a
function of building energy needs and of conversion efficiencies of the energy generators, as it is
described by Fabrizio in equation 7.8 [12]. Principal scheme of the possible combinations of the
multi-energy system of the house is presented in Fig. 3.

2.3. Design optimization of the multi-energy system of the house
2.3.1. The objective functions

One of the optimization functions of the building energy system is the minimization of a total
primary energy consumption, which is expressed by equation:

1= fE i) 3)

Another optimization function of the building energy system is the minimization of emissions
of pollutants (namely, carbon dioxide), which is expressed by equation:

7= 1B rin o, (4)

2.3.2. Constraints of renewable energy sources

In this study solar energy is the main renewable energy source. In order to assess the solar
energy properly and to avoid an overestimation of the energy input, the constraints have to be
introduced. For this case, the simulation software Polysun has been used to simulate solar energy to
the system of the house.

Polysun simulation software provides dynamic annual simulations of solar thermal systems
and helps to optimise them. It operates with dynamic time steps from one second to one hour, thus
simulation can be more stable and exact. The program is user friendly and the graphic-user interface
permits a comfortable and clear input of all system parameters. All aspects of the simulation are
based on physical models that work without empirical correlation terms. In addition the program
performs economic viability analysis and ecological balance, which includes emissions from the
eight most significant greenhouse gasses, thus the emissions of systems working only with
conventional fuel and systems employing solar energy can be compared. Program Polysun was
validated by Gantner (2000) and was found to be accurate to within 5-10% [20].Considering a mean
simulation time of 1 minute for a one-year simulation, the software Polysun is chosen to perform
the analysis of solar thermal systems.

Sensitivity analysis of solar active parameters has been made (see section 3.3). In this case the
period of analysis is one year. The optimal size of solar energy systems has been defined. The total
delivered solar energy to the building energy system has been set in the model as the constraint.

2.3.3. Other constraints

Other constraints used in this study are:
11-48



] CYSENI 2013, May 29-31, Kaunas, Lithuania
I; ISSN 1822-7554, www.cyseni.com

— the efficiencies of energy generators are constant,
— the parameters in the objective functions (primary energy factors and emissions factors) are

constant.
Mathematically, the problem of the optimization can be described as:
Minimize f (El., delLin )PE,CO2 &)

Subject to constraints 0<v, <1, Vie {thermal, cool, electricity,,...}, Vgen = {Gl,...Gn},

gen

Gn
v, =1, Vi=|thermal,cool,electricity, ...},
G=G1

E, g 20, Vi= {wood, gas, electricity, ...},
E,.. >0, Vgen={Gl,...Gn},

i,gen
ES . t
Zaetin V€ 28605 kWhia,

Esc
where 8605 kWh/a is the maximum value of solar irradiation onto 7.2 m” area of the solar collectors
and is defined using simulation software Polysun.

ES . e

Zaetin VPV 64,6 KWha,

gPV
where 264.6 kWh/a is the required value of solar irradiation onto 1 m’ area of the polycrystalline
solar cells, in order to provide 34.4 kWh/a electricity demand. This value is defined using
simulation software Polysun.

3. CASE STUDY
3.1. Description of a low energy house

The low energy house in this study is an existing individual family house with five residents.
It is built in Vilnius. The main geographical and climatic data, also some relevant house features are
shown in Table 1.

Table 1. Main features and climatic data of the house in Vilnius

Geographical and climatic data House features
Latitude N 54° 41" | Total floor area 153.50 m” (one floor)
Longitude E 25° 19
Degree days 4837 Heated area 153.50 m’
(6723 °C)
Average yearly temperature 6.7°C | Total volume 452.39 m’
Lowest outdoor air temperature | -23 °C | Orientation of entrance | North-East

The thermal conductivity of the house components are shown in Table 2.

Table 2. The thermal conductivity of house elements

House component Thermal conductivity (W/m’K)
External walls 0.120
Roof 0.087
Floor 0.111
Windows 0.802
External door 1.20
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Linear thermal conductivity of thermal bridge: (W/mK)
outside corner -0.114
roof -0.095
floor slab -0.153
window 0.035

As can be seen from Table 2, the super insulation is used to significantly reduce the heat
transfer through the walls, roof and floor compared to standard residential houses. The
pressurization test for the studied house has been made. The results have shown that the actual
measured air-tightness of the house construction is 0.6 h™ at 50 Pa, resulting in approximately
0.05 h!' external air infiltration rate under normal conditions.

3.2. The building energy demand side

Energy need represents energy need in a building for heating, cooling, ventilation, domestic
hot water, lighting and appliances. Energy need for heating is caused by heat losses and is reduced
by solar and internal heat gains. Net energy need is the energy need minus heat gains, i.e. thermal
energy without any system losses needed to maintain indoor climate conditions. The electrical
energy for the lighting and appliances is evaluated in this case study.

The actual performance of the house has been monitored from 2nd of October 2010 to 30th of
April 2011. The main parameters (outdoor and indoor air temperatures, relative humidity, solar
irradiation, indoor air pollution) have been measured. The heat balance of the monitored house for
the heating period has been performed using EnergyPlus simulation tool, Passive House Planning
Package (PHPP) calculation tool and the actual data of measurements. The methodology and the
main results of the evaluation of the house heat and energy balance are described in the article of
Dziugaite-Tumeniene et al. [16]. Thus, focusing on the optimization of the energy system of the
house, the input data used for the energy demand of the house is shown in Table 3. Normalized data
of measurements of the house is used for the building energy demand side in the energy hub.

Table 3. Energy demand of the house

Input data Symbol, unit Normalized
measured data [16]

Outdoor air temperature °C Measured values
Indoor air temperature °C 23
Transmission heat transfer kWh/m’a 51.7
Ventilation heat transfer by mechanical ventilation system kWh/m’a 2.95
Internal heat gains from persons kWh/m’a 3.10
Solar heat gains kWh/m’a 11.30
Recovered ventilation heat losses kWh/m’a 37.5
Annual heat demand kWh/m’a 40.3
Energy need for space heating Qiing, KWh/m’a 37.4
Energy need for domestic hot water (DHW) Qw.na, kWh/m’a 29.1
Energy use for ventilation Ey, kWh/m’a 8.4
Energy use for lighting E., kWh/m’a 7.0
Energy use for appliances E,, kWh/m’a 16.0
Solar irradiation onto 1 m’ collector (or solar cells) area Eqo, kWh/m? 1195

The monitored non-renewable primary energy demand for space heating, domestic hot water,
fans, pumps, lighting (excluding appliances) is 120 kWhpg/m® during heating season [16], which
complies with the requirements for the low energy house. However, the energy balance of the
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monitored house has shown that the potential energy savings can be achieved by optimizing the
energy system of the house.

3.3. The building energy supply side

After the analysis of building energy demand, the optimal configuration of the multi-energy
system is investigated. The multi-energy system of the house has to use more renewable energy
sources and to cover the thermal and electric loads of the house with the maximum efficiency.
Therefore, the various options of energy generators have been selected in order to find the optimal
configuration of the multi-energy system. The chosen energy generators exploit solar energy,
ground source, biomass and fossil fuels that are still integrated in the system. The overall
combination of the multi-energy system and energy flows of the house are shown in Fig. 2.

System boundary of delivered energy (kWh/m?a)
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Fig. 2. The overall combination of the multi-energy system of the house

As can be seen from Fig. 2, the building energy supply side consists of selected building
technical systems, which supply the amount of net energy needs of heating and electrical energy. In
this case the building technical systems are: possible energy generators (different types of heat
pumps, condensing boiler, biomass boiler, photovoltaic, solar collectors), storage tank, ventilation
unit with heat recovery, and circulation systems. The energy used by the building technical systems
is from delivered energy to the building or from on-site renewable energy (without fuels).
Therefore, in this case delivered energy to the house is grid electricity, renewable (biomass) and
non-renewable (natural gas) fuels. Energy from heat sources of heat pumps (air, ground, water) is
also renewable energy, but calculation of delivered energy to heat pumps is based on the data of
seasonal coefficient of performance (SCOP) of heat pumps. However, when the share of renewable
energy is investigated, then energy taken from heat sources of heat pumps has to be evaluated in the
calculations. Photovoltaic and solar collectors are on site renewable energy production systems,
which reduce the need for the delivered energy to building. In this case on site renewable energy is
not exported to energy networks.
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3.3.1. Application of the energy hub to the case study house

The energy hub considered for this case study is presented in Fig. 3.
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A QHWnd=606.5
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water
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water
!
water
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\
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Electricity Eeldel Ve Electricity

Fig. 3. The energy hub of the case study house

In this case the energy-wares at the input port are: wood, natural gas, solar energy and
electricity from the grid. The combination of energy generators provides the possibility to meet the
thermal and electrical loads. Thermal load can be met by: wood boiler (WB), condensing boiler
(CB), air-to-water heat pump (HP,.y), ground-to-water heat pump (HP,.), water-water heat pump
(HPy..w), and solar collectors (SC). The electricity can be met by: electricity from the grid (e),
photovoltaic system (PV).

The different combinations of multi-energy system have been studied and simulated
extensively using the simulation program Polysun. The design efficiencies and mean seasonal
efficiencies of the energy generators have been got from the results of the simulations and are
presented in the Table 4.

Table 4. The design efficiencies and mean seasonal efficiencies of the energy generators

Energy generator Egens (Y0) SCOP
Simulated values | Simulated values
Wood boiler (WB) 70.9 -
Condensing boiler (CB) 79.7 -
Air-to-water heat pump (HP,.) - 2.3
Ground-to-water heat pump (HP,;.,,) — 3.3
Water-water heat pump (HPy,.y) - 3.2
Solar collectors (SC) 37.1 -
Photovoltaic system (PV) 13.0 -

Before the optimization of the multi-energy system of the house, the constraints for solar
energy have to be added in the energy hub. Therefore, the sensitivity analysis of solar active
parameters is presented in order to select the optimal solar collector and photovoltaic systems for
the case study house.
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3.3.2. Sensitivity analysis of solar active parameters

The solar collector system of the house has been simulated using Polysun software. The fixed
parameters for the simulations are: climate conditions of Vilnius, good quality flat plate collectors,
the insulation thickness of the storage tank is 80 mm; the main heating pipes are insulated with the
thermal insulation of 40 mm. The main parameters used for sensitivity analysis of the solar collector
system are: orientation, tilt angle, absorber area, and storage tank volume.

Solar collector orientation. According to Perednis and Kavaliauskas [17] the optimal orientation of
solar collector is south. Deviation of 15° from the south direction to the east or west reduces the
solar radiation to the collector surface about 2—4 %. When the deviation is more than 30°, then the
solar radiation reduces 15 %. Therefore, the orientation of the solar collectors is not critical
parameter. In this case the solar collectors are facing directly towards south.

Tilt angle. The study of Perednis and Kavaliauskas [17] shows that the tilt angle of the collectors to
the horizon is 30-45° from January till December, which causes about 15 % more efficient use of
solar energy compared with the collectors, installed horizontally. Therefore, the tilt angle of the
collectors is not critical factor. In this case the tilt angle of the collectors is 45° in order to increase
the solar collector output over the year.

Solar collector area. The solar collector system of the house should obtain 100 % coverage during
June to August. The energy demand during the summer only consists of DHW. Therefore, the
measured energy demand for DHW, which is 372 kWh/per month (excluding storage tank losses),
has been assumed in the selection of the solar collector system. The variation of the auxiliary

energy demand for collector areas between 5.4 m* and 14.4 m” during the warm period is shown in
Fig. 4.
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Fig. 4. The dependence of remaining auxiliary energy demand on the collector area during warm
period

As can be seen from Fig. 4, the solar collector with 5.4 m® area is too small in order to get
complete coverage during June to August. It can be seen that if the size of solar collector is

increased from 9 m’ to 14.4 m’, the auxiliary energy demand is covered from May to August.
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However, the Fig. 4 shows that the solar system with the larger area of collectors will be overheated
during the summer. The consequence of the system overheating is that the useful collector output
drastically decreases when the area of the collector is increased. Also larger collector will produce
non-useful waste heat during the summer, which is harmful for the solar collector. Due to this fact
the optimal collector area is about 7.2 m’, which covers the energy demand for DHW during the
summer months.

Storage tank size. The size of the storage tank is important, when the solar system is optimised. The
influence of storage tank sizes on the heat generator energy and solar energy to the system for the
5.4 m’ and 7.5 m” flat plate solar collectors is shown in Table 5.

Table 5. The influence of storage tank sizes on the heat generator energy and solar energy to the

system
Solar
collector 5.4 7.2
area, m’

Stt(;;z;(ge Heat generator energy to the | Solar energy to | Heat generator energy to the Solar energy
volume system'(solar thermal enezrgy the systelzn, system'(solar thermal enezrgy to the systg:m,
e ’ not included), kWh/m kWh/m not included), kWh/m kWh/m
0.3 53.1 16.1 49.8 19.3
0.4 52.8 16.3 49.1 20.0
0.5 52.5 17.1 47.7 21.4
0.6 51.8 17.3 47.4 21.7
0.7 51.6 17.5 47.2 21.9
1.0 51.1 18.0 46.6 22.5

As can be seen from Table 5, utilization of the solar gains from the solar collector increases,
when the bigger storage tank is used. However, this increase is not significant, thus 11 % in case of
5.4 m’ of solar collector and 14 % in case of 7.2 m” of solar collector, when the size of storage tank
increases from 0.3 m’ to 1.0 m’. Also it is necessary to pay attention to the heat losses of the storage
tank, which become larger when the size of the tank is increased. In this case the optimal size of
storage tank for 7.2 m” of solar collector can be 0.5 m’, because the utilization of the solar gains
remains almost constant when the size of storage tank increases from 0.5 m’ to 1.0 m’.

Summary of the results. The overall energy demand for space heating, domestic hot water and
energy supplied to the system by solar system and heat generator are shown in Fig. 5.
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Fig. 5. Specific energy demand of the house

As can be seen from Fig. 5, the remaining auxiliary energy demand, covered by heat
generator, is 48.3 kWh/m’a, if 7.2 m’® flat plate solar collectors are selected, which are tilted 45°
with the 0.5 m® tank. The total annual solar energy to the system is 21.4 kWh/m?a (3281 kWh/a).
Therefore, the total annual solar fraction of solar energy to the system is about 31 %. The
corresponding annual solar fraction for the DHW coverage is about 68.5 %. In case, when the
energy demand for DHW is lower than 372 kWh/per month, then the option of 5.4 m® flat plate
solar collectors has to be considered.

3.3.3. The selection of photovoltaic system for the case study house

Photovoltaic (PV) energy is also an active use of solar energy, which uses the photovoltaic
effect to convert sunlight into electricity. In this case the considered PV system is a stand-alone
system, which consists of PV modules, battery charger, accumulator, inverter, inlet panel.
Protogeropoulos et al. [18] outlined that when stand-alone renewable power supply system is being
considered, an important design factor is its level of autonomy. Here autonomy is defined as the
fraction of time, over a year of operation, for which the load can be met. Therefore, in this case the
main consumer of electricity produced by PV system is a circulation pump of solar system.
According to the uncertainty of solar radiation during the cold period, the water circulation system
of solar collectors is the best choice to assure the autonomy for the PV system.

The photovoltaic system of the house has been simulated using Polysun software. The fixed
parameters for the simulations are: climate conditions of Vilnius, polycrystalline solar cells, tilt
angle is 45°, orientation is to the south.

The monthly solar radiation and the performance of PV system of the house is shown in Fig.
6.
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Fig. 6. Monthly solar radiation and performance of photovoltaic system

As can be seen from Fig. 6 that the polycrystalline solar cells of 1 m* with the efficiency of
13 %, covers the annual electricity demand (34.4 kWh/a) for the circulation pump of the solar
system.

4. RESULTS

The optimization of the multi-energy system of the house has been performed using reduced
gradient optimization algorithm developed by Lasdon et al. [19] and used to optimize nonlinear
problems. This optimization method is integrated in a commercially available MS Excel Solver. In
this paper the gradient of the reduced objective function of the problem is used to minimize two
objectives: primary energy and emissions of pollutants (namely, CO,).

The energy objective function has been defined by equation (4), where the weighting factors
are the non-renewable primary energy factors [15]. The environmental objective function has been
defined by equation (5), where the weighting factors are the carbon dioxide emission factors [15].

During the optimization process the constraints for renewable energy sources are foreseen:

— the total annual solar energy to the system is 3281 kWh/a,

— the photovoltaic system will provide electricity demand of 34.4 kWh/a.

The initial decision making matrix has been made and reported in Table 6. The initial guess is
a system where all the loads are uniformly distributed over the various energy generators.

Table 6. Initial decision making matrix

Criteria
Alternatives Values of factors v (Ei, delin)PE, (Ei, gelin)cozs
(kWhpE/ a) (kgcoz/ a)

WB 0.167 336 103
CB 0.167 2433 527
HP..,, 0.167 1738 318
HP,.\ 0.167 1212 222
HP,,.,, 0.167 1249 229

SC 0.167 0 0

> 1 - -
PV 0.5 7540 2451
Electricity grid 0.5 5759 1054

> 1 - —
Total — 20268 4903
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The optimal configuration of multi-energy system of the house is determined from the
minimization of the energy and environmental objective functions or maximizing the share of
renewable energy sources. The results of the optimization of the multi-energy system are reported
and represented in Table 7.

Table 7. Decision making matrix with minimized values of objective functions

Criteria
Alternatives Values of factors v min f(Ei, del,in)PEs min f(Ei, del,in)COZs
(kWhpE/ a) (kgcoz/ a)
WB 0.69 1386 426
CB 0 0 0
HP, 0 0 0
HP,., 0 0 0
HP, 0 0 0
SC 0.31 0 0
z 1 -
PV 0.007 106 34
Electricity grid 0.993 11437 2093
z 1 - -
Total (kWhps/a) _ 12929 2106
Total (kWhpp/m’ a) — 84.2 13.7

As can be seen from the results in Table 7, the optimal configuration of multi-energy system

of the house is:

— solar collectors, which will provide 31 % of total annual energy demand for space heating
and DHW,

— wood boiler (heating capacity is Pwg = 10 kW, design efficiency is ewg = 70.9 %, design
temperatures of inlet/ return water are 35/30 °C), which will cover the remaining auxiliary
energy demand for space heating and DHW,

— photovoltaic system, which will supply electricity for the circulation pump of solar system.

The final diagram of optimized energy flows is shown in Fig. 7.
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Fig. 7. An optimized multi-energy system of the house
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The primary energy required for the case study house is 84.2 kWh/m” a, which is reduced
comparing with the reference case (existing installed technical systems of the house) significantly.
The consumption of non-renewable energy sources of the house is 27 % of the total consumed
primary energy. However, it should be noted that the optimal configuration of multi-energy system
could vary according to the defined objective functions and optimization criteria.

In order to get more reliable results of the optimization of the building energy system, the
results are compared with the results achieved by Gajbert [21]. Gajbert presents the design solution
of a solar combi system with a bio fuel boiler for a high performance residential building. The
comparison of results of the case study and other similar survey is presented in Table 8.

Table 8. Comparison of results of the case study and other similar survey

Results The case study — low energy High performance
single family house in apartment building in
Vilnius [16] Stockholm [21]
1. Area of the building, m’ 153.5 1600
(16 apartments of
100 m’)
2. Design outdoor temperature in winter, °C -23 -16
3. Heating set point, °C 23 20
4. The thermal conductivity of:
— External walls 0.120 0.270
— Roof 0.087 0.290
— Floor 0.111 0.300
—  Windows 0.802 1.340
5. Air change, h’ 0.4 0.4
6. External infiltration, h’' 0.05 0.05
7. Energy efficiency of ventilation system, % 93.3 80
8. The efficiency of biomass boiler, % 70.9 85
9. Net energy demand, kWh/m’a: 74.9 47.6
— mechanical systems (ventilation, 8.7 5.0
circulating pumps)
— space heating 37.4 19
— domestic hot water 29.1 23.6
10. Energy use of technical building systems
(system losses are excluded), kWh/m’a:
— electricity 8.7 5.0
— solar 21.4 17.3
— biomass 45.1 25.3
11. Delivered energy, kWh/m’a:
— electricity 8.7 5.0
— solar 0 0
— biomass 64.5 29.8
12. Non-renewable primary energy, kWhps/m’a: 29.5 15.9
13. CO, equivalent emissions, kgcoo/ m’a 6.32 33

As can be seen from the Table 8, the main difference between the results is the net energy
demand for space heating, which is 49 % higher in the case study. The main reason is that the
measured value of energy demand for space heating has been used in the case study. The
monitoring of the house of the case study showed that the high indoor air temperature was
maintained due to the inefficient control of the heating system and the simulated values of internal
heat gains were used in the evaluation of the heat balance of the house. Considering the presented
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results, the solar energy system with the biomass boiler is a reasonable design solution in the early
design stage of the building.

5. CONCLUSIONS

Recently, there is a great variation in design of multi-energy systems used today and it is
difficult to find the best design of the building energy system. The integration of renewable energy
sources into the multi-energy system makes this task even more complicated in the early design
stage of the building. Therefore, before designing the multi-energy systems with integrated
renewable energy sources, the main data has to be known: the building energy demand and its
distribution over the year, the best auxiliary energy source for the concrete renewable energy
system, or a system design that is suitable for combining renewable energy with the chosen
auxiliary energy source, the design of the heating, ventilation, cooling systems, the main parameters
of these systems and etc.

Considering these main challenges during the early design of the building energy system, the
energy hub model has been applied to optimize multi-energy system of a case study building. After
analyzing the results obtained by this method, the following conclusions can be deduced:

— The optimization of the multi-energy system of the house determines that the primary
energy consumption of the house has been reduced 52 % comparing with the existing
installed energy system of the house.

— The use of renewable energy sources has increased significantly. The main renewable
energy sources are wood and solar energy, which cover 73 % of total primary energy used in
the house.

— In case of the optimal multi-energy system of the house the environmental impact has been
reduced by 46 %.

— The study presents that the energy hub model can be used as an appropriate method for the
optimization of multi-energy systems in the early building design stage.

NOMENCLATURE

E, ., — input values of the building energy demand in the model (the physical outputs of the hub),

kWh/m’a
E; 4o1,n — delivered energy, which is expressed per energy carrier i and supplied to the technical

building systems through the system boundary (the physical inputs of the hub), kWh/m?a
E — electricity production of the generation device i, kWh/m’a

el,gen,out i

Oy .a — energy need for space heating, kWh/m’a
Oy .a — energy need for domestic hot water (DHW), kWh/m’a

O,enour; — thermal output of the generation device i (thermal input required by the distribution
systems fed by this generator), kWh/m’a

E, —energy use for ventilation, kWh/m*a

E, —energy use for lighting, kWh/m*a

E , —energy use for appliances, kWh/m’a

W, — auxiliary energy of the heating and domestic hot water systems without generation,
kWh/m’a

D — a backward coupling matrix

P — design power of energy generator i, kW

i,gen
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v

i

gen

the ratio between the power flow of the energy generator i on a line and the total power flow

of the energy generator i at the output

&

SCOP,

i,gen

— energy efficiency of energy generator 7, %

— seasonal coefficient of performance of energy generator i

i,gen

Subscripts

A — appliances

CO; —related to CO, emissions
H — heating

L — lighting

PE — primary energy
V — ventilation

W — hot water

del — delivered

el — electricity

gen — generator

i — dummy subscript
in — input

nd — need

out — output

Superscripts
en — related to primary energy use
ev — related to environmental impact

Abbreviations

DHW — domestic hot water

PHPP — Passive House Planning Package
SCOP — seasonal coefficient of performance
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UTILIZATION OF TANJUNG FRUIT (Mimusops elengi) AS RENEWABLE ENERGY
SOURCE FOR THE FUTURE

A. Fitriani, A. Purnomo
Semarang State University
Campus D5 FMIPA UNNES Sekaran Gunungpati Semarang
50229 - Indonesia

ABSTRACT

Mimusops elengi is a medium-sized evergreen tree found in India, Northern Australia, South Asia,
Southeast Asia, Europe (Britain, Spain), and Africa. In Indonesia, it is usually planted on edges of
roads as shade plants or a green plants and its common name is Tanjung. It produces many fruits
which are, during this time, considered as wastes, not consumed by a society because it has no
function and no economic value. Seeing that the number of its fruit is abundant, there arose desire to
know the content of tanjung’s fruits and look for their usefulness.

The result of glucose refractometer test showed that Tanjung’s fruits are rich of glucose. The methods
of tanjung bioethanol production are as follows: (1) Gelatinase, (2) Inoculation, (3) Fermentation, (4)
Stratified distillation, and (5) Alcohol refractometer test. Gelatinase is a process to make Tanjung’s
fruits become smaller. Then, Tanjung’s fruits are inoculated by 1 gram, 3 grams, and 5 grams of
Saccharomyces cereviseae during 24 hours, and fermentation process during 2, 4, 6, and 8 days.
Ethanol resulted is not pure, so there is stratified distillation to split ethanol and water.

Based on this research findings, 160 grams of Tanjung’s fruits can produce 3.5 ml of ethanol 83%
with optimum fermentation are 6 days by using 1 gram of Saccharomyces cereviseae. The main
advantage of tanjung bioethanol is that tanjung fermentation can reach 13% of ethanol purity levels
while molasses fermentation only reach 10% levels. It indicates that tanjung bioethanol have very
significant potential to outperform molasses bioethanol which is now become E100 in Brazil. Besides
that, tanjung bioethanol is made of fruit wastes which are guaranteed their sustainability of its material
and Tanjung’s fruits can also be found in many countries accross the world, and be very much
deserved to be international renewable energy sources.

Keywords: utilization, tanjung fruits, renewable energy
1. INTRODUCTION

Mimusops elengi is a medium-sized evergreen tree found in tropical forests in South
Asia, Southeast Asia (Indonesia, Malaysia, Sri Lanka, Burma, Philippines), India, Spanish,
Europe, Africa, and Northern Australia. In English, the common names are Spanish cherry,
Medlar, and Bullet wood. In India, the common names are Maulsary and Pogada.”™ In
Indonesia, the common name is Tanjung. In overseas countries, its timber is valuable, the fruit
is edible, and it has also traditional medicinal uses!?!. But in Indonesia, Mimusops elengi is just
an evergreen tree and its fruit is has no function and it is just a waste.

Indonesia has so many potential natural resources and abundant agriculture products
which can be used to innovate and create bioenergy.®! In Indonesia there are so many varied
agricultural products, unfortunately they are never used maximally and even their function of
the product is unknown.' An example of it is Tanjung’s fruits. Although the fruits can be
found everywhere, not only found in Indonesia, but there is nobody who is interested to
utilize the high potential of this fruits. During this time, Tanjung’s trees are only used as
shade plants or green plants along the highways and their fruits is just treated as wastes.™
Based on glucose refractometer test, Tanjung’s fruits contain the high glucose so that it’s very

11-62



CYSENI 2013, May 29-31, Kaunas, Lithuania
|; ISSN 1822-7554, www.cyseni.com

much potential to produce ethanols. Ethanols can be used for vehicle engines as a substitute
for gasoline or as a mixture with gasoline in a certain percentage. Even, Brazil has been using
E100 (100% ethanol).

2. METHODOLOGY

Research objective: The objective of this study is to better identify whether Tanjung’s
fruit can result in ethanol, to know their process of tanjung bioethanol production, and to
determine the yeast concentration for producing the optimum ethanol. There are 3 variables of
this experiment. First, manipulated variables are yeast concentrations and fermentation time.
Dependent variables are ethanol levels resulted. Control variables are matured Tanjung’s
fruits, mass of Tanjung’s fruits, kind of yeast, the size of fermentation tool, distillator,
fermentation room, the time of gelatinese, and the time of steam. There are six steps in this
research, so it need so many tools and materials. The table below showed tools and materials
which are needed in every steps of research.

Table 1. Tools and materials which are needed in every steps of research

No. Steps Tools Materials
Glucose, protein, and
1. | starch test of Tanjung’s
fruit

Beaker glass, test tube, tripod, | Ripe Tanjung’s fruit, water,
refractometer glucose, burner. benedict, biuret, lugol reagen.

Container, scales, pots, napkins,
2. | Gelatinase blender, stove, liter measuring | Ripe Tanjung’s fruit, water.
cup, stopwatch.

. . Meals of Tanjung’s fruit,
Containerr,  measuring  cup

3. | Inoculation capacity of 1 liter, 50 ml walter, bread yeast
capacity Measuring cup. Wines (Saccharomyces cereviseae),
pacity g CUp, WIPES. 70% alcohol.
4 Fermentation Container, water hose, napkin, | Inoculation  results, 70%
' spoon, duct tape, scissors. alcohol, water.
Distillation flask, water hoses,
burners methylated, condenser, | Ethanol ~ of  fermentation
L thermometer, strainer, scissors, | process, water, methylated,
5. | Distillation . . .
paper towels, napkins, | first distilled ethanol.
measuring cup capacity of 10
ml, 50 ml and 1 liter.
Alcohol refraktometer Ethanol which is resulted
6. Alcohol refractometer. i Lo
test from stratified distillation.

The methods of Tanjung bioethanol production are (1) gelatinase, (2) inoculation, (3)
fermentation, (4) stratified distillation, and (5) alcohol refractometer test. Gelatinase is a
process to make Tanjung become smoother and smaller. Then, Tanjung is inoculated with 1
gram, 3 grams, and 5 grams of Saccharomyces cereviseae during 24 hours for yeast
reproduction. In the fermentation process, substrate which is resulted from inoculation is
mixed with Tanjung’s pulp and then it’s fermented in anaerob condition during 2, 4, 6, and 8
days to resulting ethanol. That ethanol is not pure, it’s still mixed with water, so there is
stratified distillation to split ethanol and water so that the ethanol levels increased. The last
step which is done on each stage is to test the ethanol level. Ethanol which is produced from
Tanjung’s fruit fermentation must be tested by using alcohol refractometer. Then ethanol of
fermentation is purified by stratified distillation for increase the ethanol level. Elevated of
ethanol level is also measured by alcohol refractometer.
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Data in this experiment were tested using two-ways analysis of variance (Anova).
Analysis of variance is a procedure to test differences in mean or average of populations. The
concept of variance analysis is based on the concept of the distribution of F and can be
applied for analysis of relationship between more than one variable observed. There were two
independent variables in this experiment are the time of fermentation (day) and concentration
of yeast (gram), so it must be used two-way Anova technique to determine the relationship
between its variables.

3. RESULTS AND DISCUSSIONS

In this experiment, there was no interaction between yeast concentration and
fermentation time. There was only 0,1% of difference and it showed that the differences in
the levels of ethanol production was not significant The table below showed interaction of
yeast concentration (gram) and fermentation time (day) to the percentage of ethanol level
(VIv).

Table 2. Interaction of Yeast Concentration (gram) and Fermentation Time (day) to the
Percentage of Ethanol Level (v/v)

Yeast Concentration Fermentation Time (day)
(gram) 2 4 6 8 T X[
1 7 9 13 8 37 9.2
3 7 9.3 13 8 37.3 9.3
5 7 9.3 13 8 37.3 9.3
>n 21 27 39 24
X[ 7 9.2 13 8

The blue colour on the table showed percentage of ethanol levels which are resulted by fermentation process
(VIv)

Tanjung’s fruits were fermented for 2 days using bread yeast (Saccharomyces
cereviseae) as much as 1 gram, 3 grams and 5 grams produces 7% v/v ethanol. It was the
lowest ethanol level which was produced. On the fourth day, ethanol level was increased to
9.2% v/v. The highest ethanol level was on the fourth day, ethanol can reach 13% v/v ethanol
level. Fermentation on the next day (8 days) showed a decrease in average ethanol production
to just 8% v/v ethanol level. But for yeast concentration, 1 gram of yeast on average could
produce 9.2% v/v ethanol and 3 grams of yeast along with 5 grams together produced an
average yield of 9.3% v/v ethanol. Based on two-way Anova statistical test, the difference of
0,1% showed that the differences in the levels of ethanol production was not significant. It
means that there was no interaction between yeast concentration and fermentation time. In
other words, the fermentation time and the yeast concentration did not have causal
relationship by each other

The table below illustrated the increase of ethanol levels, resulted from fermentation
process, and ethanol which had been purificated, by using first and second distillation
(stratified distillation).

On ethanol fermentation from first distillation, the ethanol levels was increased,
approximately 180% v/v until 205% v/v. Then ethanol which was distilled again (second
distillation), the ethanol was increased approximately 105% v/v until 140% v/v. The first
distillation and second distillation process are called stratified distillation.
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Table 3. Increase of ethanol level percentage before and after stratified distillation (v/v)

After Distillation % (v/v) Increase of Ethanol
Fermentation Before Distillation (BD) Levels % (v/v)
Time (day) % (v/v) Distillation 1 ~ Distillation 11 BD-DI DI-DII
(DI) (DII)

2 7 28,5 80 205 140

4 9 31,5 81 175 130

6 13 40 83 155 105

8 8 29 80 180 135

Table 4. Interaction of yeast concentration (gram) and fermentation time (day) upon the
ethanol volume (ml)

Yeast Concentration Fermentation Time (day)
(gram) 2 4 6 8 T X[
1 250 265 300 260a 1075 268.75
3 250 275 300 250a 1075 268.75
5 250 270 300 270a 1090 272.5
>n 750 810 900 780
X[ 250 270 300 260

Based on the analysis of two-way Anova, Table 4 above showed that the concentration
of yeast did not affect the ethanol volume, but the day of fermentation affected the volume
ethanol fermentation. On the second days of fermentation, it produced 250 ml of ethanol.
Then on the fourth days, ethanol volume was increased up to 270 ml. The optimum ethanol
volume was obtained on the sixth days, which was 300 ml. Then ethanol volume was
decreased on the eighth day, only 260 ml, but its volume was still more bigger than ethanol
volume on the second days.

Table 5. Decrease of percentage ethanol volume before and after stratified distillation (v/v)

After Distillation (%) Increase of Ethanol
Fermentation Before Distillation (BD) Levels (%)

Time (day) (%) Distillation 1 ~ Distillation 11 BD-DI DI-DII
(DI) (DIN)

2 250 32 2.6 390.6 384.5

4 270 47 3.5 289.7 285.5

6 300 52.5 35 285.7 285.5

8 260 34 2.6 382.3 384.5

Table 5 indicated the decrease of ethanol volume before and after stratified distillation
process. Before distilling, ethanol levels was decreased by approximately 285.7% until
390.6% after the first distilled. Ethanol of first distillation then is distilled again for
purification. The second distillation showed the results of decreased ethanol volume between
285.5% until 384.5%.

The Figure below showed that the ethanol content obtained was successively as follows,
the lowest 7%, and 8%, 9%, and 13% on the 2" days, 8" days, 4 ™ days, and 6 ™ days
fermentation time. The highest level of ethanol (13%) was found in 6 ™ day fermentation time
on all variations of concentrations of yeast. It showed that yeast concentration did not affect
ethanol levels, but the fermentation time was influenced. 1 gram, 3 grams, and 5 grams yeast
concentration did not affect the ethanol levels because 1 gram yeast was enough strong to
convert all existing glucose of Tanjung’s fruits into ethanol. Therefore, 3 grams and 5 grams
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yeast concentration did not have significant differences in results when compared with 1 gram
yeast concentration.

E
t 14
h " 13
a 12
n
0 10
93 5 —e— 1 gram
I 8 9 8
70 —&—3 grams
7
I 6 5 grams
e
v 4
e
2
I
0
% 2 days 4 days 5 days 8 days
(V/v)

Fig. 1. Interaction of yeast concentration (gram) and fermentation time (day) upon the
percentage of ethanol level (v/v)

At second days of fermentation, yeast conditions were in the preparation stage of
fermentation, so not all of the existing glucose were converted to become ethanol. Next day,
more of glucose were converted into ethanol by fermentation process so that the resulting of
ethanol was increased, from 7% v/v in 2 days to 9% v/v in 4 days. The optimum of
fermentation was on 6 days, it indicated by the high levels of ethanol production which was
13% v/v. Meanwhile on the 8 days fermentation, the fermentation rate was decreased and
produced only 8% v/v ethanol levels. That was because of most of the ethanol converted into
other compounds such as acetic acid (CH3COOH).

The Fig. 2 above illustrated the increase of ethanol levels resulted from fermentation
process until ethanol had been purificated by using first and second distillation (stratified
distillation). Ethanol fermentation when had been done first distillation, the ethanol levels was
increased approximately 180% v/v until 205% v/v. Then ethanol which was distilled again
(second distillation), the ethanol was increased approximately 105% v/v until 140% vi/v.
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Fig. 2. Increase of ethanol level percentage before and after stratified distillation (v/v)

The Fig. 3 above showed the 2" days of fermentation produced 250 ml ethanol. On the
next day, there was an increase of ethanol volume, from 265 ml become 275 ml for 4™ days
and exactly 300 ml at 6 ™ days. 6™ days fermentation was the optimum point because on the
next day (8™ days) there was a decrease of ethanol volume become 250 ml until 270 ml.
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Fig. 3. Interaction of yeast concentration (gram) and fermentation time (day) upon the ethanol
volume (ml)
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Fig 4. Decrease of ethanol volume before and after stratified distillation (ml)

The Fig. 4 illustrated a decrease of ethanol volume starts on ethanol which was resulted
from fermentation process until ethanol which had purificated using first and second
distillation (stratified distillation). Ethanol fermentation when had done first distillation, the
ethanol levels was increased approximately 285.7% v/v until 390.6% v/v. Then ethanol which
was distilled again (second distillation), the ethanol was increased approximately 285.5% v/v
until 384.5% viv.

Previous research with 10% (v/v) sugar levels in the beginning could produce ethanol in
yield products 23.67%.1! The problem which often arose in the fermentation process was
inhibition of ethanol product. In addition, ethanol products will affect the growth of yeast,
such as ethanol will damage the plasma membrane, protein denaturation, and the changes of
growth temperature. Intake of ethanol products must be done in conditions which did not
disturb the growth of Saccharomyces cereviseae. One method that can be used is to vacuum
fermentation. In these conditions, ethanol and water will evaporate at a temperature suitable to
the conditions of living microbes.”) Evaporation that occurs continuously caused ethanol
levels and fermenters are stable and did not disturb the growth of microbes.

Intake of ethanol products must be done in conditions which did not disturb the growth
of Saccharomyces cereviseae. One method that can be used is to vacuum fermentation. In these
conditions, ethanol and water will evaporate at a temperature suitable to the conditions of
living microbes. Evaporation that occurs continuously caused ethanol levels and fermenters
are stable and did not disturb the growth of microbes. The microbial growth need nutrients.
Required nutrients are classified into two macro nutrients and micro-nutrients. Macro
nutrients such as elements C, N, P, K. Element of C derived from carbohydrate-containing
substrate.’® Micro elements include vitamins and other minerals also needed, such as Ca, Mg,
Na, Cu, Co, Al, Bo, S, Cl, Fe, Mn, Zn, and Mo.

Fermentation processes are usually done by species of the yeast Saccharomyces
cereviseae, whereby the sugars in the fruit juice are converted into alcohol and organic acid,
that later react to form aldehydes, esters and other chemical components' In the fermentation
process, oxygen was still needed even in small amounts. Saccharomyces cereviseae required
oxygen to sustain its life.l”) Besides that, oxygen was needed to maintain the cell
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concentration remains high.*® Oxygen function was to produce ATP in glycolysis and
oxidative phosphorylation. Oxidative phosphorylation process was the most prominent
process in the production of ATP. If there was no oxygen (anaerobic), NADH in the
mitochondria could not be oxidized back in the citric acid cycle, ATP formation and nutrient
solution were interrupted. The efforts to improve production of was with using the
Saccharomyces cereviseae starter in the conventional way. Fermentation temperature affected
the concentration of alcohol production, fermentation rate, growth rate, lag phase, enzymes
and membrane functions. ™!

In 2010, the potential of biomass is 49.81 Gwe with utilization reached 1.6 GW.
Capacity of biofuel production in Indonesia in 2010 is about 272,730 kilo liters for bioethanol
but not utilized because lack of ethanol supply for blending!*?.. Ethanol was alternative energy
source which had several advantages, such as ethanol were the renewable energy and
environmentally friendly due to the less of carbon-dioxide emissions. ¥ Ethanol could be
produced by fermentation of raw materials such as monosaccharide and disaccharide (sugar
cane, molasses of sugar cane), starchy materials (corn, rice, tubers), and cellulose materials
(wood, agricultural waste). With the great potential of Indonesia as an agricultural country,
the development of ethanol with fermentation way was very possible.

Results of the research which was conducted by gelatinase, inoculation, fermentation,
stratified distillation, and alcohol refractometer test, showed that Tanjung’s fruits were rich in
glucose, and 160 grams of Tanjung could produced 3.5 ml of ethanol 83% with the optimum
fermentation was on 6™ days and by using 1 gram of Saccharomyces cereviseae. The
advantage of Tanjung’s bioethanol was that ethanol of fermentation could reach 13% levels of
purity while in molasses fermentation only reached the 10% levels. It indicated that Tanjung’s
bioethanol had a very big potential to outperform the molasses bioethanol which was now
become E100 in Brazil. Tanjung’s bioethanol was made of the fruit wastes, and the
sustainability of its materials was guaranteed, therefore it deserved to be a national eco-
friendly alternative energy resources.

4. CONCLUSIONS

Conclusion: (1) Fermentation of Tanjung’s fruit could produce bioethanol which was
very potential to become alternative energy; (2) The methods of Tanjung’s bioethanol
production were gelatinese, inoculation, fermentation and stratified distillation, and alcohol
refractometer test; (3) the day of fermentation influenced the ethanol level. In this experiment,
the optimal day was 6™ days; (4) concentration of yeast (Saccharomyces cereviseae) did not
influence the ethanol level production. So, it can be used 1 gram of yeast to make the
optimum Tanjung’s bioethanol.

Recommendation: In the fermentation process, container as a fermentation tool must be
closed and make an isolated condition in 28-30°C. When ethanol in distillator tool can not
flow easy, so it has to make a little hole in the cap container of ethanol. The day of
inoculation process is one day (24 hours) with microaeration technique. Although, the purity
level of ethanol to become a fuel reach 99.6 to 100% ethanol purity so that it doesn’t corrode
vehicle engine. Therefore, it is very much necessary to improve the distillation methods and
change it into permeability membrane technique to give their result 100% pure ethanol.
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ABSTRACT

The rising interest in near zero energy buildings (NZEB) as an energy policy tool to reduce the consumption
of primary energy, has increased attention to the renewable energy systems for buildings. Heat pump systems
are wide spread solution to reduce energy use. In cold climate due to intense energy use for space heating and
domestic hot water (DHW) preparation, it is difficult to reach seasonal performance factor values suggested
in the EN 15450 standard. A combination of heat pump and solar thermal collectors helps to meet standard
requirements and increases the fraction of the renewable energy use.

In order to improve the performance of the system we need to know parameters that have the greatest impact
on it. Thus we create a simulation model of the system in TRNSYS and carry out a parametric study to
investigate how different values of the parameters will affect the seasonal performance factor (SPF) of the
solar assisted ground source heat pump system. The main parameters considered are borehole size, efficiency
of solar collectors and required capacity of circulation pumps. All these parameters can be influenced at the

design stage of the system, while the heat demand profile is considered to be predetermined. Different solar
assisted heat pump design solutions with serial and parallel solar thermal connections to heat pump loop are
modeled. The findings could help directing future research to increase the performance of near zero energy
building energy supply for heating systems and avoid decrease of systems efficiency

Keywords: solar assisted heat pump, near zero energy buildings, parametric study, TRNSYS

1. INTRODUCTION

According to the European Union directive 2010/31/ES, from 2020 all buildings will be built
as near zero energy buildings [1]. This energy performance criterion was transferred to national
construction regulations. These buildings will be labelled as A+ and A++ class, and will have to
meet energy efficiency criteria on energy use for space heating, domestic hot water preparation,
cooling, ventilation and electricity use. All these energy needs will be assessed by primary energy
method [2]. After the first reviews of the new construction regulations highly influenced of the
2010/31/ES directive, it is clearly visible, that heat production systems have a potential to decrease
primary energy use. For near zero energy buildings heat pump becomes efficient heat production
possibility — feed from renewable energy grid and with high primary energy efficiency, could
highly influence fossil fuel use reduction.

At NZEB, which has reduced energy losses and minimized space heating consumption,
domestic hot water demand has main influence on SPF value in heat pump systems. Due to higher
temperature requirements for DHW preparation, heat pump works on lower coefficient of
performance (COP) values. In those circumstances, meeting LST EN 15450:2007 Annex C
requirements [3] for target SPF values becomes more complicated than in typical houses.

Meeting requirements of LST EN 15450:2007 minimum or target values at those specific
energy needs requires specific solutions. A solar assisted heat pump system may improve overall
system performance. While heat pump installations suffers from unfulfilled SPF requirements due
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to the design and fitting mistakes, additional complexity of a system may cause more problems for
users and installers.

Previous studies [4] have shown the dependence of system performance on solar collector
area, borehole length, but does not characterize how strong these relationships are. While there are
no design guidelines for solar assisted heat pump systems used at NZEB, the influence of known
design parameters to the final system performance should be evaluated.

The trial and error method — widely spread in practice for system design — is not suitable for
any new technology. Due to non-performing examples of installations, the system may become
unacceptable for near zero energy owners. This paper tries to show possible non-performance
causes, which can be easily changed in early design stage.

2. LITERATURE REVIEW

A solar assisted heat pump is not a new concept — the first conceptual systems were discussed
in early 70’ in Sweden and North America. Later, a solar collector add-on was used to increase
seasonal efficiency in the incorrectly sized heat pump systems by regeneration of borehole.
Unglazed collectors were mainly used for previous demonstration projects due to high glazed and
vacuum tube collector prices. [4]

Long term simulation studies proves, that solar collectors added in heat pump system
provides consistent COP for 20 years run time with constant heat demand [5]. According to
hydrogeological situation in Lithuania — this solution is only suitable where influence of ground
water flow is small. Due to an increase of average yearly source temperature at under-sized
borehole heat exchangers, combination with solar collectors can help reduce heat pump energy use

[4].

Mainly add-on of solar collectors to heat pump system is suggested as possibility to reduce
borehole drilling depth. Reduced drilling cost used for unglazed collectors could reduce installation
costs if purpose of solar collectors is ground source regeneration and temperature decrease
prevention [6].

The study presented in this paper continues reviewed works by adding more detail to energy
demand for space heating and illustrates influence of design parameters at seasonal performance
factor. Lack of investigations for solar assisted heat pump use in NZEB at Lithuania, motivated to
start this simulation based research.

3. MODELLED BUILDING AND SOLAR ASSISTED HEAT PUMP SYSTEMS
3.1. Modelled building

Systems were sized for a NZEB which is designed to meet Passivhaus [7] standard
(15kWh/m? heat demand per year for space heating). Floor area of this building is 180m?. A heat
balance is highly influenced by internal and solar heat gains, due to high thermal constant of the
building. A domestic hot water use is set to 30ltr/person daily use, while 4 person family lives in the
simulated building. The hot water demand was generated according to the methodology by Jordan
U. & Vajen K [8].

Two system layouts where solar thermal collectors are combined in parallel and serial
systems are used in this study. These layouts were typically used in previous studies described
above. The schemes used can be characterized as solar collector connection to hot side of heat
pump (parallel) and cold side (serial).The main difference between these systems comes from the
connection of solar thermal collectors — parallel connection allows stand-alone operation of both
systems and these systems covers energy supply gaps in the overall season.
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3.2. Parallel solar assisted heat pump system

A parallel system (Fig. 1) of solar assisted heat pump is widely used. In this system solar
collector and heat pump subsystems operates separately from each other. Solar collectors are
connected to the hot side of heat pump. In summer solar thermal collector produces most of the
required heat for DHW preparation and heat pump source (ground) has possibility for natural
regeneration. Due to the fact that a solar collector system produces heat with the higher efficiency
(COP), seasonal performance factor of this system is higher than for the typical heat pump system.
Predicted increase of SPF value for this system could vary from 0.5 [9] to 1.2 [6] in near zero
energy buildings.
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Fig. 1. Parallel solar assisted heat pump system with studied boundaries

3.3. Serial solar assisted heat pump system

In a serial system (Fig. 2) solar collectors are connected at a cold side of a heat pump. The
aim of this solution is to increase the incoming source flow temperature to heat pump by adding the
solar heat to fluid from a borehole heat exchanger. Contrary than in a parallel system, in the serial
system solar and heat pump subsystems closely interacts with each other. The main system
operation modes are:

1. The ground source directly feeds heat pump,

2. Heat transferring fluid flows to the borehole and warms up in solar collectors. The heat
pump gets increased “source” temperature,

3. Ground regeneration with a solar heat, when heat pump is not operating and solar heat is
available.

The previous studies [9] has shown that the serial system has the higher average source
temperature, but the seasonal performance factor suffers from the high pump energy use.

Serial system creates conditions to the higher solar thermal collector seasonal efficiency and
increase of solar utilization in the comparison with the parallel system, due to low inlet temperatures [9].
For this reason the solar collector operates with the lower losses and higher efficiency.

The potential of a ground source temperature regeneration in this case is assessed without
control strategy which takes into account influence of pump energy use and electricity, for SPF
value. With this type of control strategy system performance and ground source temperature may be
different than presented in this paper.
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Fig. 2.  Serial solar assisted heat pump system

With efficient control strategy, solar heat can be used for heat demand covering or
regeneration of ground source if heat production with heat pump is unused. The lack of regeneration
strategy can cause high electricity use for pumps. In geological conditions, where ground water
flows effects ground temperature, huge amount of solar heat, could be lost. This might happen due
to storage losses to surrounding ground without additional long term temperature increase effect. In
the serial system the COP values of the heat pump could be from 2 to 6 % higher than in parallel
system, depending on solar radiation amounts on the collector’s plate.

4. USED METHODS
4.1. Assessed variables

The schemes analyzed in the paper could be characterized by the thermodynamic approach
with the main energy flow patterns and influencing parameters that have the impact on the amount
of energy supplied to system. The SPF value of the system could be changed by adjusting quality
and amount of presented energy flows (Fig. 3).

In the real system the SPF value is affected by heat losses in the piping loop. In this analysis
heat losses are not taken into account for the simplification reasons. Accumulation tanks have heat
losses as a result of temperature difference between the stored fluid and surroundings. This energy
flow was left out of the scope of the study as well as annual heat losses from accumulation tanks
depend on many variables. The solutions to reduce these losses are to increase insulation layer on
the tank cylinder and right sized dimensions.

Solar radiation r Solar assisted heat LHeat for domestic hot water#

G round energyﬁl pump system _-Ieat for space heatingq
p—

| W —
@mmmmmE lectricity for auxulary heatersJ

@t lectricity for circulation pumps

e lectricity for heat pump

Fig. 3. System energy flows

The energy flows, as shown in the Fig. 3, could be influenced in the design or construction
phase. The possible design decision could be caused by the different targets as presented in the
Table 1.
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Table 1. Causes of the system parameter variation

Scenario of parameter change

Parameters

Parameter increase causes

Parameter decrease causes

Solar collector area

Design target to increase solar
fraction

Target to reduce system installation
costs or limited installation area

Solar collector efficiency

Installation of vacuum tube
collectors

Installation of unglazed collectors

Solar collector inclination

Design target to increase solar

Concentration on summer season

angle fraction on winter season heat production in solar collectors
Solar collector circulation | Hydraulic scheme complicated Simplified - parallel hydraulic
pump power and high pressure losses scheme

Ground source capacity

Increase of average source outlet
temperature

Minimization of borehole length to
reduce price or lower resistance

Ground source circulation
pump power

Complicated and with high
pressure loss

Simplified — parallel hydraulic
scheme

According to these parameter values three different scenarios were used in this work (Table 2).

Table 2. Analysed scenarios and values of the parameters

Parameter Increase scenario Base scenario Decrease scenario
Solar collector area 2 X 2,4m* 3 X 2,4m? 4 X 2,4m*
Solar collector efficiency Vacuum tube Flat plate collectors Unglazed collectors
collectors 7,1m? 7,2m? 7,2m?
T|()=0,8 T|0=0,8 T]():O,8
a1=1,6 a;=4,1 a1:29
a,=0,0012 a,=0,0064 a,=0
Solar collector inclination 359 459 550
angle
Solar collector circulation 35W EEW 75W
pump power
Ground source capacity 2X32m probes 2X41m probes 2X65,6m probes
V=2770m* V=3550m® V=5680m>
Ground source circulation A5W 100W 150W
pump power

4.2. Seasonal performance factor

The seasonal performance factor (SPF), as calculated according to LST EN 15450:2007 [3],

takes into account the power consumption of the heat pump and the source circulation pump;

auxiliary energy (Eaux) need; the heat output for the space heating (Qsy) and the heat output for the
domestic hot water preparation (Qpnw). Usually the SPF is calculated only for the boundary of a
heat pump system to express the rate of the total seasonal energy use and production. In this case a

SPFup shows how heat pump system is influenced and SPFsys express overall solar assisted heat
pump system performance.

For the performed parametric analysis, yearly SPF values are used to determine sensitivity of

system parameter change. For the parallel system heat pump a seasonal performance is calculated
for heat pump system by formula (1) which takes into account the electricity use of the heat pump
(Enp) and the source pump (Esp.).

QSH + QDHW

SPF,, =

EHP + Es.p. + Eaux
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According to the standard [3] with the chosen boundaries of the system, SPF factor for yearly
period is calculated as presented in formula (2). In this case, the energy consumption of the solar
collector system circulation pump was added as Epumps:

QSH + QDHW

SPF,, =
® Egp+E, +E

@)

+ Eaux

pumps

For the parallel system both heat pump and overall system SPF value were calculated. Due to
solar collector connection to cold side of heat pump in serial system, SPFyp value is equal to SPFsys
and annual performance is presented as single performance indicator.

4.3. TRNSYS simulation

The simulation of solar assisted heat pump systems was performed with TRNSY'S simulation
program [6]. This completely extensible simulation environment is wide spread tool for complex
renewable energy system simulation. The models were created with the main system elements as
Types:

Type 12C — Energy/Degree-Hours House model with temperature level control is used for
weather influenced space heating load generation. The additional heat gains and losses from
windows were added with the Type 35A. The influence of shading devices was taken in account
with the Type34.

Type 927 — Water to Water Heat Pump. This Type uses normalized data file interpolation for
the performance modelling based on the user-supplied data files containing catalogue data for the
normalized capacity and power draw. The content of this file was custom made from the
performance data for the heat pump as supplied by the manufacturer STIEBEL ELTRON .

Type 557 — Vertical U-Tube ground heat exchanger. This Type provides the possibility to
calculate heat rejection and absorption depending on temperatures of heat carrier fluid and the
ground. This type uses calculation 3model created by Hellstrom [11].

Type 1 — Solar Collector model which calculates solar collector performance from quadratic
efficiency formula with 2nd order incidence angle modifiers taken into account.

The simulation was performed with the integration and convergence toleration of 0.001. The
balance between the elements is checked manually in the MS excel environment. The highest errors
fit in 2% mismatch value. The flow temperatures fit in the value boundaries of a real system.

Due to the assumptions made during the simulation (neglected piping heat loss, constant
power use in pumps and ideal heating system control) the results are not suitable for real system
performance prediction, but are appropriate for the comparison. The results clearly show differences
and could be used to predict design parameter influence to final SPF value. All cases are simulated
in the same conditions and with the same assumptions.

5. RESULTS

The results of the performed simulation are presented as the variation of yearly SPF value.
The influence of different parameter change at a fixed range is shown in the tornado chart.

5.1. Parallel system performance

In the base case, the simulated parallel system has reached SPF value of 4,73. This can be
explained by the high solar fraction for domestic hot water prepared with the relatively high COP in
comparison to the heat produced by the heat pump. Table 3 shows the SPF (non-dimensional) value
deviation from the base case scenario due to the changes of the different parameters.
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Table 3. Parallel system SPF change

. |
Parameter change influence on system SPF value (4,73) Decre_ase Base case N Incre_ase
scenario scenario

SCefficiency 9,39 *m w15 Unglazed | Flatplate | Vacuum tube
Borehole size 5,5% _m 7.4 L=2x32m L=2x41m L=2x64m

Source pump . m— 2% Ps=45W | Pep=100W | Pg=150W
Collector area 2.3% -N 7% A=2x2,4m* | A=3x2,4m*> | A=4x2.4m’
Inclimation angle “L3% .S 1% ©=35° =45° ©=55°
SC pump 11% .§ 1% Pscp=35W | Pscp=45W | Pgcp=55W
-15% -10% -5% 0% 5% 1

Due to the interaction between the solar collector and heat pump subsystem, separate SPF
value for heat pump subsystem was calculated (Table 4. ). The trends of parameters influence are
the same as at the system level.

For parallel system efficiency of solar collectors makes the high impact to the solar fraction of
DHW. In summer the heat pump prepares DHW with the lower COP than solar collectors. As
vacuum tube collectors cover the higher fraction of domestic hot water in summer than flat plate
collectors, SPF value increases by +6.0% for the heat pump subsystem and by +4.4% at the system
level. According to the results, the area and efficiency of the solar collectors should be optimized
according to the DHW and space heating demand variation to make the most of energy and
economic efficiency, while there is a price difference among unglazed, flat plate and vacuum tube
collectors.

Table 4. Parallel system heat pump SPF change

. | N
Parameter change influence on heat pump SPF value (4,65) Decre_ase Base case Incre_ase
scenario scenario

SC efficiency -13,1% *[\\ |W ooy Unglazed Flatplate | Vacuum tube
Borehole size 4,9% -m ] L=2x@2m | L=2x41m L=2x64m

Source pump 0% m— 3.0% Psp=45W | Pgp=100W | Pg=150W
Collector area L7% .S L% A=2x2.4m? | A=3x2.4m* | A=4x2.4m’
Inclimation angle -0,4% I 0.0% =35° 0=45° =55°
SC pump Pscp=35W | Pscp=45W Pscp=55W
-20% -15% -10% -5% 0% 5%

Deeper boreholes have the higher active storage volume. This causes the higher inlet
temperature to heat pump and more efficient source regeneration in summer months when solar
collectors cover the heat demand. Deeper boreholes increase system performance by +7.4% while
undersized ground source decreases SPF value by -5.5%. At a heat pump level influence is from -
4.9% to +7.5% of the base case performance.
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The solar assisted heat pump is less sensible to the power of the source pump due to reduced
heat pump running time when heat demand is covered by solar collectors. The power of the pump
power influences SPF value change from -6.0% to +3.2% in the heat pump subsystem and from -
4.7% to +2.5% at the whole system level.

The area of solar collectors directly affects amount of the transformed solar energy. While the
larger collector area produces more solar heat, it increases SPF by +1.7% and +1.5% at the system
and heat pump level. This relates to the decreased heat pump run time and increased heat
production with the higher electrical COP on solar collectors. The opposite effect — reduction of
area decreases SPF from -2.3% and -1.7%.

The inclination angle of the solar collectors has relatively small influence to the yearly SPF
values. Due to this design choice seasonal performance varies from -0.4% to +0.9% at the heat
pump level and from -1.3% to +1.1% at the whole system level.

5.2. Serial system performance

The serial system in the base case has a SPF value of 4.17. The heat pump in this system
works in relatively higher COP values than in the parallel system, due to the higher “source”
temperature. The decrease of yearly SPF value is caused by the lack of the direct solar heat use for
the DHW preparation with the high COP in summer. Seasonal performance variation is shown in
Table 5.
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Table 5. Serial system SPF change

Parameter change influence on SPF value (4,17) :2?1‘25?‘* Base case Increase scenario
cource purmp | “155% { WH e Psp=50+25W | Pgp=100+55W Ps»=150+100W
Borehole size o .@ 4.6% L=2x32m L=2x41m L=2x64m
SC efficiency 1,0% g. do% Unglazed Flat plate Vacuum tube

inclimation angle Ao 0,07 ¢=35° 9=45° §=55°
Collector area ny l§ L% A=2x2.4m° A=3x2.4m" A=4x2.4m°

-25% -15% -5% 5% 15% 25%

Circulation pumps uses high fraction of electricity in the whole system due to the high
installed power. In this case circulation pumps consumption can reach the same electricity amount
as in the heat pump due to the high running time on the ground source regeneration. At those
circumstances the power variation of the source pump influences SPF value change from -15.8% to
+16.1%.

The size of boreholes impacts the system performance from -4.1% to +4.6%. In the smaller
probes source temperatures fluctuate at the higher ranges than in the deeper ones. This causes more
heat pump running periods with the lower COP and less accumulated heat amount. In the system
with the larger boreholes temperature from source has smaller fluctuations due to the stable ground
heat extraction.

6. CONCLUSIONS

Some elements of solar assisted heat pumps should be sized more precisely and with more
attention to possible heat demand variation than other ones. The elements that need more
consideration were detected by the parameter analysis performed in this paper.

1. The borehole size and storage volume have the high influence on the seasonal performance
of solar assisted ground source heat pump systems in NZEB. The deeper probes (assuming the same
thermal properties of ground layers) have the higher outlet temperatures and recovers more easily
after the high extraction periods at extreme capacity needs. According to the simulations performed,
the smaller borehole size could affect SPFsys value decrease by -5.5% and the higher ground heat
storage volume could increase SPFys value to +7.4% in parallel system in the parallel layout. The
performance factor is less sensible to borehole size in the serial system, it could vary from -4.1% to
+4.6% due to borehole size change in the same range.

2. The efficiency of solar collectors influences the running time of circulation pumps and
outlet temperature of the heat carrier. For the parallel system (solar collectors connected to hot side
of heat pump) the increase of efficiency of solar collectors causes higher heat production fraction
and decrease of heat pump run time. Due to the higher efficiency of solar collectors SPFgys value
increase to +4.4%. The use of unglazed solar collectors with the lower efficiency —decreases the
performance factor by -9.3%.

In the case of solar assisted heat pump with the serial layout, () increased solar gains and
higher temperatures (due to higher collector efficiency) drive more solar heat to ground source
regeneration. This action increases heat pump performance (COP) in cold period, but the rise of the
yearly SPFgys value is just +2.9% due to the increased energy consumption in the circulation pump.
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Unglazed collectors has small influence (-1.0%) to the seasonal performance in this type of system.
Despite the fact that solar heat gains are smaller with this solar collector type, SPFys value is better
due to reduced energy use for ground source regeneration while less unused heat is produced in
unglazed collectors.

3. The complexity of systems increases pressure losses and requires higher pump power. The
higher power of the circulation source pumps decreases SPF value by -4.7% (for heat pump
boundaries -6.0%) in parallel and by -15.8% in serial system case. This problem could be solved by
simplifying and optimizing hydraulic loops of heat pump sources and solar collectors. Avoiding the
complicated loops and correspondingly high pump power could help increase SPFsys by +2.5% (for
heat pump boundaries -3.2%) and +16.1% in parallel and serial systems.

4. The changes of the inclination angle and area of the solar collectors at the considered range
do not make sensible influence on the yearly SPF value of the system. In shorter (monthly) periods
these changes has influence on the running time of the heat pump. According to the simulation
results these parameters do not have priority in the design process, but in the complex system could
help to increase SPF value.

REFERENCES

1. THE EUROPEAN PARLIAMENT AND THE COUNCIL OF EUROPEAN UNION.
Directive 2010/31/EU. On the energy performance of buildings. Brussels. 2010.

2.  Energy performance of buildings. Energy performance certification (Pastaty energinis
naudingumas. Energinio naudingumo sertifikavimas) STR 2.01.09:2012. Vilnius.
Environment Ministry of Lithuanian Republic. 2012 (in Lithuanian).

3. Heating systems in buildings - design of heat pump heating systems. Lithuanian standard LST
EN 15450:2007, Lithuanian department of standardization. 2007.

4. KJELLSON, E., HELLSTROM, G., PERRERS, B. Optimization of systems with the
combination of ground-source heat pump and solar collectors in dwellings. Energy 2009,
Vol. 35, No. 6, p. 2667-2673.

5. Xl,C., LIM, L., HONGXING, Y. Long Term of a Solar Assisted Ground Coupled Heat Pump
System for Space Heating and Domestic Hot Water. Energy and Buildings 2011, Vol. 43,
No. 8, p. 1835-1844.

6. BERTRAN, E., PARISCH, P., TEPE, R. Impact of solar heat pump system concepts on
seasonal performance - Simulation studies. IEA SHC Task 44 /HPP Annex 38 “Solar and heat
pumps system”. 2011 International Energy Agency

7. FEIST, W. Passipedia [refered on 25 of February in 2013 y.]
<http://www.passipedia.org/passipedia_en/basics/the_passive_house_definition>

8.  JORDAN, U., VAJEN, K. Influence of the DHW Load Profile on the Fractional Energy
Savings: a Case Study of a Solar Combi — System with TRNSYS Simulations. Solar Energy
2000, Vol. 69, No. 6, p.197-208.

9. JANUSEVICIUS, K., JARAMINIENE, E. Saulés Kolektoriy ir Gruntinio Silumos Siurblio
Sistema Mazaenergiam Pastatui. Pastaty inzinerinés sistemos 2013. (Accepted for publishing
in Lithuanian).

10. KLEIN, A., BECKMAN, A., MITCHELL, W., DUFFIE, A., et al. TRNSYS 17 — a transient
system simulation program. Madison, Solar Energy Laboratory, University of Wisconsin;
USA 2011.

11. HELLSTROM, G. Duct ground storage model, TRNSYS documentation, 1996.

11-80


http://www.cyseni.com/

] CYSENI 2013, May 29-31, Kaunas, Lithuania
I; ISSN 1822-7554, www.cyseni.com

AN ENVIRONMENTALLY FRIENDLY METHOD FOR
MICROFIBRILLATED CELLULOSE EXTRACTION FROM HEMP

A. Putnina, S. Kukle
Riga Technical University

Institute of Textile Technology and Design
Azenes 14/24, LV-1048 — Latvia

J. Gravitis
Latvian State Institute of Wood Chemistry
Dzerbenes Str. 27, LV-1006 Riga — Latvia

ABSTRACT

Microfibrillated cellulose is a new biomaterial having astonishing intrinsic properties. It was first used in
nanocomposites due to its environmentally friendly nature and mechanical reinforcement. It has found
various other uses and particularly in a high-value applications [1]. That is why significantly has been
increasing interest in development of environmentally friendly technologies of microfibrillated cellulose
(MFC) extraction from plants.

In this article disintegration of hemp fibres from variety Purini grown in Latvian Agricultural Science Centre
of Latgale by steam explosion and ultrasound treatment were investigated with the aim to evaluate steam
explosion (SE) pre-treatment influence on hemp fibre microstructure and ultrasound treatment effectiveness
investigation on cellulose disintegration processes into microfibrillated cellulose.

The acquired results after steam explosion treatment, water extraction and extraction by 0.4 wt. % NaOH are
discussed and interpreted by Fourier transform infrared spectroscopy (FTIR). Scanning electron microscopy
(SEM) was used to examine the microstructure of hemp fibres before and after each of the treatment.

Keywords: steam explosion, hemp fibre, cellulose, microfibrillated celluloses
1. INTRODUCTION

Hemp fibres are renewable, cellulose rich material that can be used for production in different
areas. However, some of the applications in nanocomposites are limited by such components of the
plant cell wall as hemicellulose, pectin/waxes and lignin. Hemp fibers are built from different
hierarchical microstructures with microfibrils as basic units.

Different technologies could be used to prepare harvested hemp to further processing. The
hemp bast is separated into large fibres bundles during water retting or dew-retting. Additional
treatment is required to defibrillation of the fibres bundles into single fibres and small fibres
bundles. According to the literature [2] the content of cellulose in hemp fibres increased from 73%
to 85-90% by steam explosion in retted hemp fibres, and from 60-64% to 73—75% in raw hemp
fibres . It is obvious that retting has to be included before steam explosion.

Enzyme treatment [2, 3, 4], wet oxidation [5, 6], and NaOH treatment [7,8] is used for
degradation of pectin and lignin in the middle lamellae between the single fibres. Physical
defibrillation includes treatments by steam explosion [9, 10] and ultrasound [11, 12, 13].

During the SE, the biomass is subjected to the treatment with high pressure saturated steam and
rapid decompression resulting in substantial breakdown of the lignocellulosic structure, hydrolysis
of hemicelluloses, depolymerisation of lignin components and defibrillation [14]. In this research
removal of lignin by water and alkali treatment after SE used makes the cellulose accessible for
ultrasound treatment and nanotechnological processing.
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The high-intensity ultrasonication technique (HIUS) is an environmentally benign and simple
method that conducts fibber isolation and chemical modification simultaneously and helps
significantly reduce the production cost of cellulose nanofibers and their composites [12].

2. METHODOLOGY

2.1. Materials

Dew-retted hemp fibres of local variety ‘Purini’ grown on the experimental fields of the
Latgalian Agriculture Research Center LLZC (Latvia, district Vilani) and NaOH (Commercial
grade) are used in this research. The physical properties of hemp fibber are presented in Table 1.

Table 1. The physical properties of hemp (‘Purini’) fiber [15]

Cellulose 64.2 %
Hemicellulose 23.79 %
Lignin 7.96 %
Pectin 1.37 %

Wazxes and fats 0.82 %
Moisture content | 9.17 %

Hemp fibres were prepared by cutting into uniform size of approximately 2 mm length. This
size of fiber allows steam explosion process and ultrasound treatment taking place in the chemical
and physical processes to penetrate deeper into the fibers in the inner layers.

2.2. Steam explosion treatment (SE)

Steam explosion treatment conditions are shown in Table 2. After SE treatment follows
hydrothermal and alkali treatment (0.4 % wt.NaOH) that allows remove partly constituents from
hemp fibbers including hemicelluloses, pectins/waxes and oils covering the external surface of the
fibbers cell wall. Alkali treatment of natural fiber causes swelling of the fibber and subsequent
increase of the absorption of moisture. Sodium hydroxide (NaOH) is the most commonly used
chemical for bleaching and/or cleaning the surface of plant fibers [18].

After treatment, within a split second, the biomass is decompressed (exploded) to one
atmosphere. Empirically, the so-called severity parameter or the reaction ordinate Ry can be
expressed as[16]:

Ro =t * exp [(T- 100)/ 14.75] (1)

The reaction conditions are expressed in terms of a severity factor which combines reaction

temperature and retention time as described by Overend and Chornet [16].

Where: duration of the value of treatment time (t, minutes) and temperature (T, C) express the
SEA severity agalnst the base temperature Ty, o1 reference = 100 oc. Ry dimension is minutes but
in practice logRy is used.

Where: duration of the value of treatment time (t, minutes) and temperature (T, °C) express the
SE severity against the base temperature T or reference = 100 °C [16].

Table 2. Steam explosion treatment parameters

SE parameters
Variants Temperature, "C | Pressure, bar | Time, min logRo

Fibres ("Purini’) 235 32 1 3.97
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2.3. High-intensity ultrasonication technique (HIUS)

The fibres were suspended in distilled water and treated with ultrasound (ultrasonic processor
UP 200Hp parameters: 200W, frequency 26 kHz, amplitude 90%, sonotrode S26d14, ¥14mm)
(HIUS) for 45 min. HIUS produces very strong mechanical oscillating power, so cellulose fibrils
can be isolated from cellulose fibbers by the action of hydrodynamic forces of ultrasound [13]. In
order to control the process temperature, the beaker with the cellulose fibbers in water was put in a
water bath with thermostat. The fibber suspension was filtered and dried at room temperature to
constant mass.

2.4. Fourier Infrared Spectroscopy (FTIR)

Fourier transform infrared (FTIR) spectra of the samples under investigation in KBr pellets by
Spectrum One (Perkin Elmer, UK) FTIR spectrometer in the range of 4000-400cm™ (resolution:
4 cm™) were recorded. About 2 mg of fiber sample precipitation was milled into powder using ball
mill. The fibber particles were then mixed with KBr and pressed into a disc about 1mm thick.

2.5. Scanning Electron Microscopy (SEM)

SEM micrographs of fibres surface were taken using a scanning electron microscope VEGA
Tescan 5136M (Czech Republic — UK). Prior to SEM evaluation, the samples were coated with
gold by means of a plasma sputtering apparatus.

3. RESULTS AND DISCUSSIONS

It was investigated an disintegration of hemp fibres from dried non-retted or dew-retted stems
of hemp plants of Latvian local genotype ‘Purini’ grown at the Agricultural Science Centre of
Latgale (Kraslava) of the 2010 vegetation season by steam explosion (235 °C, 23 bar) separated
(Table 3). Results show that SE treatment at severity of log Ry =3.97 followed by treatment in water
and NaOH solution allow to remove practically all hemicellulose and non-cellulose compounds
from the hemp fibres living dry residue 68,3 %.

Table 3. Modes of hemp fibres samples SE treatment and after-treatment

Pressure, logR Evaporable Residue, Water aﬂi‘:S\:\Zt Alk. Precipitation Resid. after
Sample bar ERo fractions, % % solub., % % ” solub.,% (lignin),% alk. extr., %
Untreated 0 0 100 7.3 92.7 4.5 0.2 88.2
SE
treated 32 3.97 13.8 86.2 10.8 75.3 7.1 2.3 68.3

From SEM micrographs of ultrasonic treated fibbers (Fig.1) can estimate morphological
characterization of fibbers surface. Individual fibres and them aggregates of cellulose can be easily
observed. There can be seen that after HIUS treatment fibres are separate to fibrils. Some surface
and structure defects seen on the micrograph could appear during hemp stalk primary processing or
combing.
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Fig. 1. Steam explosion treated hemp fibres before and after HIUS

Infrared Furrierspectroscopy allows revealing modifications of main cellulose-based structures,
non-cellulose compounds through identification of carboxylacids and esters found in pectin, lignin,
and waxes not found in cellulose [17]. The IR bands of hemp lignin are found in the frequency
range 1460 cm™, 1507 cm™ and 1730 cm™ Intensity of the 990 cm™ band is reduced after treatments
decreasing the lignin content (-HC=CH — out of plane deformations) (Fig. 2). From FTIR spectres
can see that after SE and HIUS treatment decrease peak intensity at the band intensities 1110 cm™
(aromatic C-H in —plane deformation (typical for S units); plus secondary alcohols plus C=0)
stretch).
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Fig. 2. FTIR spectra of untreated, steam exploded (SE) and after HIUS (SE+HIUS) treated hemp
fibres
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CONCLUSIONS

Hemp cellulose microfibrills are individualized from bast fibres using steam explosion,
hydrothermal, alkali treatment and HIUS. Results of this study have shown that SE treatment
combined with following hydrothermal and 0,4 wt. % NaOH treatment allows removing partly
constituents from hemp fibers. SEM observations show that the sizes of the different treated fibrils
have a diameter range to several micrometers. There can be seen that after HIUS treatment fibres
are separate to fibrils, microfibrills and agglomerates of them. FTIR analysis showed differences
between the spectra for the unteated, steam explosion treated and ultrasound treated hemp fibres at
inseties 990 cm™ and 1110 cm™.
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ABSTRACT

Photovoltaic (PV) battery’s efficiency increasing is one of the central purposes of PV industry. It is possible
to increase solar panel’s production of electricity by improving characteristics of solar panel glazing.

Crystal anti-reflective thin film coating on glass was designed specifically for monocrystalline and
multicrystalline silicon wafer modules. Developed glazing takes into consideration: silicon crystalline cell
light wavelength sensitivity; temperature conditions and need to reject heat in the spectrum that cells do not
use for energy production (near infrared radiation); the Sun's position over solar panel during the day and the
year (angle of light beam incidence).

Efficiency of regular and modified glazing of PV batteries was investigated in real weather conditions in
solar energy testing polygon. It was determined that PV batteries glazing types have different impact on PV
batteries production in similar environment conditions. Efficiency increasing was in high solar radiation
intensity conditions for modified glazing of PV batteries, because this glazing reduced PV batteries warming
from infrared radiation. But difference of energy production was lower in cloudy days, especially when PV
module’s temperature was low. Annual energy production of modified glazed PV batteries in comparison
with regular glazed PV batteries is about 2% higher.

Keywords: photovoltaic batteries, glazing, renewable energy
1. INTRODUCTION

Replacing fossil fuels energy with renewable energy is one of the topical issues currently in
the world. Special emphasis is placed on solar energy use. Solar energy is fully renewable energy
and its amount is practically unlimited. The most important limitation of photovoltaic (PV)
technology use is efficiency of PV Cells, what is relatively low now. Therefore economically
benefit is PV batteries using in high solar intensity regions (like California, USA, and Spain) [1].

Photovoltaic battery’s efficiency increasing is one of the central purposes of PV industry. A
lot of efficiency improvements are investigated and insert in PV batteries materials and production
methods.

Electricity generations of PV cells are defined by the silicon materials properties. Therefore it
1s possible to increase solar panel’s production of electricity by improving characteristics of solar
panel glazing [2].

PV cell efficiency defines external quantum efficiency (EQE) of equipment. EQE is function
of photon flow that comes in PV environ, and it does not depend on PV cells number of transitional.
This means that it is important to achieve as much as possible to get photons in PV environ and
these not reflected in air from PV panel protective glass.
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Refractive index of air is about 1, while refractive index of glass is about 1.5, what shows that
from 25 to 40% of solar radiation may be reflected from glass surface. Antireflection layer
application reduces solar radiation reflection up to 1%. The main function of this layer has gradual
increasing of refractive index with thin layers between air and glass. Also antireflective layer can be
achieved by thin layer of destructive interference. The main principle is that glass has been covered
by thin layer what thickness corresponds to quarters of fixed wavelength. Reflective rays from layer
and glass surface interfered. Taking into account that thickness of layer is quarters of wavelength,
this interference is destructive. This means that both rays quench each other, theoretical result of
reflecting rays is zero [3-6].

Efficiency of regular and modified glazing of PV batteries was investigated in real weather
conditions in solar energy testing polygon [7]. One of PV batteries set’s glasses are covered by
metal oxide layer, what is selective antireflective. The regular glazing is used for second set.

2. METHODS

Two similar PV batteries sets were used in experiment. Characteristics of PV batteries are:
Pypp = 23245 W, Viwpr = 29.2 V, Impp = 7.96 A, Vo= 37.2 V, Isc = 8.3 A. Each PV batteries set
includes kit of 4 batteries. One of PV batteries set has regular glazing, and second has glazing with
antireflective covering. The covering consists of six metal oxide thin layers. The total thickness of
covering is 300 nm.

The comparing of spectral transmittance for extra clear glass, unilateral and bilateral coated
glazing is displayed in Fig. 1. It is shown that one side and double side covered glazing have
maximal radiation transmittance in Si PV cells in EQE region. Radiation transmittance of covered
glazing 1s higher by comparing with extra clear glass radiation transmittance in Si PV cell EQE
region. Glass covering has low radiation transmittance in short wavelength, what makes degradation
of PV cells. Also glass covering reduces solar radiation transmittance in infrared wavelength what
decrees efficiency of PV batteries because it is related to warming of PV cells. This indicates that

the coating should be auspicious.
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Fig. 1. The spectral transmittance of clear glass, single and double sided coated glazing

Both sets are separately connected to its own grid inverter with following parameters: Ppcmax
= 1320 W, VDCmax = 400 V, va = 100...320 V, VDCnom = 120 V, Imeax = 12.6 A, PACnom = 1200 W,
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Vacnom = 220...240 V, Iacnom = 5.2 A. Each solar set is connected in series. Kit of 4 PV batteries
gives 120V in iverter DC input. AC sides of invertors are connected to central electricity network.
Grid connection for each inverter goes through a separate fuse. Bluetooth communication card has
been built-in each grid inverter, by what the inverter intercommunicates with the computer. The
most important parameters are saved with special program every 5 min, such as: PV voltage, PV
current, AC voltage, AC current, AC frequency. Inverter work hours, total energy production, daily
energy production, operating status, etc. Also save information about outdoor air temperature, PV
batteries surface temperature and solar radiation intensity. The testing period is 49 days.

3. RESULTS AND DISCUSSION

Fig. 2 shows variations of power values from two sets for 49 days. In 32 days momental
power of both sets exceeded 700 W, in 8 days the limit of S00W has not reached but in 1 day the
limit of 100 W has not reached.

Red curve — Regular glazing
) Blue curve — Modified glazing
900 -

800 —
700 —
600 —
500 i

400 -

Power [W]

300

200 -

100

0 T T l T 1
7 14 21 28 35 42 49
Time [d]

Fig. 2. Power values of both sets for 49 days

The increase in the difference of output energy of regular and modified glazing PV batteries
in time is shown in Figure 3. The curve can be divided into several distinct regions. Gain of
difference is surging to 22nd test day then spread curve get lower a slope of rise up to 35th day of
testing. The differential slope of curve rises again till the end of testing time. At the end of test
modified glazing set has been supplied 2.98 kWh more energy as set with usual glazing.

The produced energy difference of both sets depended on outdoor air temperature (Fig. 3).
The average temperature during the testing period was 15 °C. Whereas testing period was from
August till October, the daily temperature gets lower.
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Fig. 3. An outdoor temperature and produced energy difference between both types of glazing in
49 days testing period

In the time when the outdoor temperature was lower, the decrease of slope of curves was
observed. But in the hottest days in the end of August the difference is growing more rapidly than in

the middle of testing period when temperature was lower. In the days when the temperature’s
variations are not as pronounced the difference growing less.
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Fig. 4. Solar radiation intensity and produced energy difference between both types of glazing in
49 days testing period

Fig. 4 shows the dynamic of difference between produced energy of regular and with
modified glazing PV batteries plus the solar radiation density. When solar radiation density is lower

or the sky is not clear, the slope of curve gain is less, but when peak of the sun's radiation density is
high, the difference gain is greater.
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The dynamic of daily produced energy of two sets in the testing period is shown in Fig. 5.
The top of the produced energy is in the 16" day of the period, while the below — 44™ day of the
testing period. Average daily production of modified glazing set is 2.866 kWh but a typical glazing
set produced 2.805 kWh, which is by 2.13% less than modified glazing set.
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Fig. 6. Difference between daily energy production of both sets

Fig. 6 shows daily energy production output gap in the testing period. By the 42 days the
modified glazing set produced more energy than set with a typical glazing. Both sets produced
equal in 6 days, but only in 1 day set with typical glazing produced more than modified glazing set.
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Fig. 7 depicts a graph where on the one—ordinates has been postponed temperature difference
between temperature in PV modules and outdoor temperature but on the second—ordinates shown
produced energy difference. This figure shows that the dynamic of “y” values are matched. On the
merits difference of temperatures shows heating up of solar PV cell. The more the sun heats up the
battery, the greater growths difference between output energy of the both sets, or modified glazing
solar set dominated in conditions when the solar radiation density is high, because are additional

panel heating and indecreades efficiency of PV cell.
4. CONCLUSIONS

Analysis shows that PV batteries set with modified glazing generated 140 kWh in the
electricity network in 49 days time period from August 21 till October 8. While regular glazing PV
batteries set generated 137 kWh. Therefore, set with modefing glazing generated 2.98 kWh, or up to
2.16% more electricity.

The difference of energy production from PV sets depends on environmental conditions
(ambient temperature, solar radiation intensity).

Experiment show that the difference of energy production is reduced close to zero at low
ambient temperatures, and even reaches negative value. The difference rice up when ambient
temperature is increasing.

Efficiency of PV batteries with modified glazing increasing in high solar radiation intensity
conditions, because this glazing reduced PV batteries warming up from infrared radiation.
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INVESTIGATION OF SOLAR PHOTOVOLTAIC AND WIND POWER
GENERATION

R.P. Deksnys, A. Stankevicius
Kaunas University of Technology
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ABSTRACT

Integration of the solar photovoltaic and wind power stations that use renewable energy keeps progressing in
Lithuanian power system. Assessment of the influence of intermittent power stations with variable power
output is highly significant for the operating regimes and frequency management in the energy system.

In this paper, energyPRO program consists of solar photovoltaic and wind power parks in the model. Based
on the data of Lithuanian Hydrometeorological Service, power generation by the power plants in farms under
consideration has been estimated, and distributions of variance in power generation and their parameters as
well as dependencies of correlation coefficients of power generation variation have been calculated. The inter
correlation between power generations in solar photovoltaic and wind farms, and that between power
generation and the load have been determined.

Keywords: correlation, energyPRO, power generation

1. INTRODUCTION

Rapidly increasing numbers of wind and solar power plants generating renewable energy as
well as variable and only partly predictable power generation and electricity production by these
plants raises problems to energy systems and electrical power market because makes it difficult to
continuously ensure a balance between electrical power generation and consumption, the exchange
of power generation and trade in electric power with neighbouring countries [1-2]. For this reason it
1s necessary to have some extra operating power reserves in any energy system in order to ensure its
reliable operation. Amount of required additional power reserves depends on the size and load of
the power system, as well as on the throughput of electric power systems and their links with
neighbouring power systems, thus it is limited.

Successful integration of wind and solar power plants into energy systems requires not only
for increased power transfer throughput of power systems but also for improved technologies and
ability to duly control and adjust variable power generation by wind power plants. In order to
ensure reliable and safe operation of energy system and to possibly use renewable wind and solar
power more efficiently, it is absolutely necessary to have reliable indicators of power generation
plants operation and characteristics that enable maximum integration of these power plants into the
energy system and prevent from potential problems and restrictions of operating regimes control
within energy system.

2. CHARACTERIZATION OF THE OBJECT UNDER RESEARCH

The model under investigation was comprised of solar power generation farms PVP1 and
PVP2 located at the distance of 186 km from each other, wind power farms WPP1 and WPP2
located at the distance of 80 km from each other, and load power of the electrical power system
in the region under research. For the purpose of calculations of power generation farms the installed
capacity of 30 MW was selected. Simulation used measurement data of wind speed and solar
radiation for one hour time-steps recorded by the Lithuanian Hydrometeorological Service (LHMT)
in the one year period of 01/07/2010 to 30/06/2011 at Kaunas (PVP1), Siluté¢ (PVP2, WPP2), and
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Sventoji (WPP1) power plants. Measurements of wind speed were taken at Siluté and Sventoji
hydrometeorological stations at the height of 10 m above ground surface. Requirement for power
generation in the region under research amounts for 169.1 GWh.

Power generation by wind and solar power plants were calculated based on data supplied by
LHMT, using software “energyPRO”, whereas parameters of power generation variation,
correlation coefficients between fluctuations in power generation were obtained using SPSS
software package.

3. METHODS FOR CALCULATION OF POWER GENERATION BY SOLAR AND
WIND POWER PLANTS

Power generation by solar and wind power plants can be calculated using the following
methods:
Method of solar calculation (Photovoltaic);
The electricity production from a Photovoltaic module, P,,, can be expressed as follows:

vazpmax' [s '[1_7s'(Tce11_Tsrc)] (1)
STC
where P, is the installed capacity, /; is the solar radiation, Isyc is the radiation under standard
conditions, y; is the temperature coefficient for module efficiency, T..; is the operation cell
temperature, Tsrc 1s the cell temperature at standard conditions.
The operation cell temperature is calculated by the following formula [3]:

I1,=T,+1

C at

(Mj )

800W / m*

where T, is the ambient temperature, NOCT is the Nominal Operating Cell Temperature.
Hereto come losses from the pv-module to the grid, 4,5, such as miscellaneous PV array losses
and other power conditioning losses.
The power production at grid becomes:

P :va .(l_z’misc) (3)

elec
where P, 1s the electricity production to the grid from the photovoltaic plant.
Method of wind warm calculation;
Calculated wind speed at hub height:

WS.(t) = WS, (1)- [ﬂJ 4)
Hm
where WS¢(t) is the wind speed calculated at time ¢, WS,,(2) is the wind speed measured at time ¢, H,,
is the Height of measurements, H}, is the Hub Height, a is the Hellmann coefficient.
Calculation of production at time ¢:

P(t) = PC(WS (t))- Py, | Pyype (%)

where PC(WSc¢(t)) return then power from the power curve based on the calculated wind speed at
hub height and linear interpolation on power curve, Py, 1s the Max Power stated, Py.pc 1s the Max
power value found in power curve. P(t) is the production at time .

Based on the data of LHMT, and using above mentioned methods, it was estimated that
operating (Fig. 1) under its average capacity of 7.79 MW with the duration of operation at its
installed capacity being 2274 h, WPP1 (Sventoji hydrometeorological station) is supposed to
generate 68.22 GWh of electrical power per year, resulting in its installed capacity efficiency of
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25.96 %. In the same period of time, WPP2 (Siluté hydrometeorological station) is supposed to
generate 59.67 GWh of electrical power. The average annual capacity of this power farm amounts
for 6.81 MW, the duration of operation at its installed capacity — 1989 h, and its installed capacity
efficiency 22,71 %. The regional solar power farm PVP1 (Kaunas hydrometeorological station),
operating under its average capacity of 3.85 MW with the duration of operation at its installed
capacity of 1125 h, is expected to generate 33,76 GWh of electrical power per year, resulting in its
installed capacity efficiency of 12.85 %, whereas PVP2 (Siluté hydrometeorological station) is
expected to generate 33.82 GWh of electrical power per year, resulting in its installed capacity
efficiency of 12.87 % when operating under its average capacity of 3,86 MW with the duration of
operation at its installed capacity being 1127 h.

30.00

2011.6.16-6.20

25.00

20.00

15.00

Mw

10.00

5.00

0.00 ‘i

Fig. 1. Fluctuations in power generation of solar and wind power plants

4. INVESTIGATION OF THE VARIATION OF POWER GENERATION BY POWER
PLANTS

For the purpose of the assessment of variation in power generation by solar and wind power
plants, the study of correlation and standard deviations was carried out based on the data
representing the entire period covered by the research.

Variation in power generation might be determined as follows:

AR =0, -] (6)
where P; and P;:; — average power generation over consecutive selected time steps.

The following formula is used to determine correlation coefficient between power generation
of two WPPs [4]:

Y (AP, )P, )

\/Z (AR,,V\/i(APZ,,)Z

(7)

Iy, =

2
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where AP;; and AP, — the i variation in power generation of the first and second farms,
respectively.

The following formula is used to determine standard deviations of variation in power
generation:

o= |2 Llon a7 ®

i-1 =

where n — number of measurements made under research, AP — average value of variation of power
generation, that in this particular case is equal to zero.

Analysis of results obtained shows that correlation coefficients of variation in power
generation (Fig. 2) between two investigated WPP are weakly positive and below 0.15, whereas
those between WPP and loads — negative but low and amounting for —0.02 — —0.05. The calculated
standard deviations (Table 1) amount for 2.06 MW for WPP1, and 2.17 MW for WPP2, whereas
their standard deviations calculated including the load are increased and equal to 2.62 MW and
2.56 MW, respectively. Such a variation in deviations will increase operating power reserves
necessary for an energy system.

0.50

0.40

B WPP1- load
B WPP2- load
PVP1-WPP1
H'WPP1-WPP2
B PVP1 - load
PVP2 - load
HPVP1-PVP2

Correlation coefficient

-0.10

Fig. 2. Correlation of power variation between power parks and between
power parks and the system load

The correlation coefficients of the variation in power generation by two solar power plants
(PVP) under investigation were found to be positive and below 0.46, whereas those between PVP
and loads — also positive, however lower and equal to values 0.21 — 0.22. The calculated standard
deviations for solar power plants amount for 2.47 MW for PVP1, and 2.59 MW for PVP2, whereas
their standard deviations calculated including the load were found not to increase due to the positive
correlation of variation in power generation and remain in range of 2.46 MW and 2.60 MW,
respectively. Such a variation in deviations is not expected to significantly increase operating power
reserves.
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Table 1. Parameters of variations of WPP and PVP power generation

Object | P t Object
Jec arameters (= ad WPP1 WPP2 PVP1 PVP2
oad PSR — 20.02 20.05 021 022
o4 o, MW 1.24 2.42 2.56 2.52 2.61
12 002 | — 0.15 0.01 20.01
WPPI o MW 2.42 2.06 321 323 330
12 20.05 015 | —— 20.04 20.05
WPP2 o MW 2.56 321 2.17 323 330
12 021 0.01 0.04 | —— 0.46
PVPI o MW 2.46 323 323 2.47 432
PR 022 20.01 20.05 046 | ——
PVP2 o MW 2.60 330 330 432 2.59

The maximum correlation coefficient of variation in power generation of 0.46, and standard
deviation of 4.32 MW obtained between the solar power plants shows that development of solar
power plants must be well-balanced to the local demand for load.

Findings obtained through this research show that it’s worth developing solar and wind power
plants generating renewable energy in as large territories as possible while ensuring more even
loading on power transfer network and fuller use of throughput of electric power systems.

CONCLUSIONS

The correlation of variation in power generation between wind power farms was found to be
positive, whereas that between power farms and load — weakly negative, consequently penetration of
wind power plants into the electrical power systems is expected to increase operating power reserves.

The variation in power generation by solar and wind power farms were found not to correlate,
and their joint standard deviations were found to increase, consequently solar power plants are not
expected to serve for stabilization of variation in power generation by wind power plants.

The correlation of variation in power generation between the solar power plants and load was
found to be positive, their joint standard deviations were found not to increase, consequently
penetration of solar power plants into the electrical power systems is not expected to require for
significant operating power reserves.
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THE GHG EMISSIONS MODEL STUDY FOR STRAW
FIRED BOILERS

K. Vagoling, G. Fridenbergs, P. Sipkovs
Riga Technical University
Azenes street -16/2" floor, LV-1010 — Latvia

ABSTRACT

Latvia (EU) is obligated to report anthropogenic greenhouse gas emissions annually to the UNFCCC.
Inventories of greenhouse gas emissions and methodologies used have to be well based and
documented. The aim of this report is to give input to Latvia greenhouse gas inventory of straw fired
boiler sector. The emission factors for the industrial processes used in the inventory are based both on
plant-specific factors and the IPCC default values. Modelled emission factors for the non-CO2
greenhouse gases from combustion are mainly based on studies in plant design and maintenance,
operating conditions and composition of fuels. In addition, knowledge of emission generating
processes has increased world-wide.

In this study, the non-CO, emission factors (mainly CH, and N,O, and at a lesser extent, CO and
NMVOC) for straw fired boiler used in the Latvian greenhouse gas inventory are evaluated based on
domestic and international literature, available measurement data and calculated data.

Results of this study revealed many potential areas for improvements in the inventory. The time
dependency and uncertainties of the emission factors are also considered. In addition, effect of load
and straw mixes on emissions is examined. Areas for further research are also indicated.

Keywords:
1. INTRODUCTION

The publication provides a research methodology and the presentation of the Latvian
model-research available biomass for energy in order to assess the GHG emissions from the
agricultural biomass life cycle. Cycle of biomass production, harvesting, processing and use,
as well as prepared forest products for energy production.

Division of simple benchmarks for available biomass resources in Latvia ranking of GHG
emission reductions in their production process and the use of the output of useful energy
unit, taking into account the effectiveness of technologies available on the market.

2 RESEARCH METHODOLOGY

Taking into account the results of calculations simple benchmarks for biomass resources
ranking the GHG emission reductions in their production process and the use of the output of
useful energy unit is designed, taking into account the effectiveness of technologies available
on the market. Ranking is the basis of the analysis and recommendations on the use of
biomass for efficiency opportunities in Latvia:

1. Specific estimates of emissions due allowance for the use of biomass energy (fuel,
electricity) consumption throughout the life cycle of biomass such as crops is evaluated
by energy consumption in tillage, fertilization, crop care, harvesting, primary
transportation, recycling, energy use and the use of by-the return of nutrients life cycle or
deposit.
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2. Set of operations consumed emissions are calculated as energy resource (fuel or
electricity) emissions using the specific research.

3. Emissions from mobile vehicles specific operations such as emissions EMT mass
transport is given by:

E,.. = D, X E, 1)

where D, — the total fuel consumption in the operation, I; E; - specific emission gCO.eq /
| for each fuel , usually used transport in such operation.

4. Emissions of biomass processing or reprocessing operations that use electricity, such as
the Es emissions pumping motors are calculated as follows:

Es = Ea! X PE! (2)

where E¢ - emissions from the production of 1 kWh of electricity on Latvia’s average,
using Latvia Ministry of the Environment (2007) the accepted value of
Ee = 363 gCO,/kWh; P — power consumption of the particular operation occurs, kWh.

5. The recommended emission calculation procedure is as follows: first, calculate consumed
operations required to carry out energy (fuel or electricity) use. Below the calculated
value is used to calculate the energy used to carry out the operation of production,
harvested from 1 ha or for 1 day output, as well as the calculated value is used to convert
the resource consumption of energy per unit of production or the production of 1 MJ net
energy (net energy — energy from biomass to replace fossil energy resources, such as
energy furnace heat output) by the following formulas:

EM} = Ea*p - F;.'a'r (3)

where Eqp — day operations emissions gCOeq; Ps,r - daily production of useful energy,
MJ.

EM‘} :Eha +Pha (4)

where En, — 1 ha management issue, gCO,eqg/ha, Py, - from 1 ha of useful energy output,
MJ.

3.  GHG EMISSIONS MODEL-RESEARCH FOREST PRODUCTS AND STRAW
FOR USE IN THERMAL POWER GENERATION

Forest products and straw belonging to the solid biomass with a high cellulose and
lignin content, yet difficult to use them to others, such as anaerobic digestion for biogas
production methods, methods other than incineration. Forest biomass and straw is used for
heat energy production by incineration, but the combustion efficiency is different for different
application techniques. The task of this research are:

— Take model-research forest products (wood) biomass, and straw, getting GHG
emission values of forest wood and straw biomass for use in thermal energy,

— Develop a simple benchmarks available Latvian forest products and agricultural
producers straw biomass thermal energy ranking of GHG emission reductions;

— Recommendations for the choice of technology or efficiency required for GHG
emissions from forest and agricultural biomass reduction over time.

Forest products (wood) and straw materials production, transportation, processing and
use and GHG emissions (gCO; eq) is attributed to biomass combustion process to obtain
useful energy unit (1 MJ), or applied to agricultural land (straw) 1 ha to 1 t dry matter (forest
biomass). How common criteria of various biomass production and use technology is used to
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compare process GHG emissions (gCO, eq) attributed to biomass combustion is obtained
1 MJ of useful energy (gCO, eq / MJ), and are accounted for in the calculation of the specific
combustion efficiency. This means that the resulting net energy increases increasing the use
efficiency of the plant. The study uses data on Latvian access to the equipment, the
combustion efficiency (efficiency ratio) is chosen slightly larger than the average in the
country (currently the average of wood combustion efficiency of furnaces in the country is
around 70%, the Latvian-made AK series boiler (AS “Comfort”, Miami, FL) energy
efficiency reaches 88% bio fuel with moisture content up to 50% and 92% pellets with
humidity up to 12% [2]. Model-research has been selected water boiler with solid biofuels
(wood chips) combustion efficiency of 82% (manufacturing, Ltd.,”Two”, Riga ) and water to
the boiler and straw (straw batches) the combustion efficiency of 87% (AGB STRAW), which
satisfies the calculations use the best technology available, and thus count the average furnace
parameters gradual improvement in the coming years.

Cereal and canola straw obtained from the harvest in the conventional agricultural
processor. Provided for straw fuel is transported and stored until a certain time of processing.
Straw is the relative humidity (14-20%), low density, because of the variety of Stacking
technology, for example, uses Stacking small, round, medium-sized and large (Heston) bales.
Small rectangular bale size is 0.36 x 0.5 x 0.8 m and a weight of about 14 — 18 kg. Medium-
size rectangular bales are 0.8 x 0.8 x 1.7 m, and a mass of about 150 kg. Round bale length is
1.2 m, diameter 1.5 m and weight varies from 200-300 kg. Large square or rectangular Heston
dimensions of 1.2 x 1.3 x 2.4 m and a mass of about 450 kg. The most centralized power in
large bales. Use of straw as a fuel for heat production in Latvia dates back to 1999" The
Danish support, equipping Saulaine Technical College furnace boiler house with a big Heston
bale combustion.

Common crop straw resources available for energy production in Latvia can be
calculated using the following formula:

Sszsr_sz_s'p_sb_si (5)

Se= 1255 - 12.5 - 584 - 125-10 = 522 [thousand. t].
Where S, — maximum amount of straw available for energy production, thousand tons; S; —
grown straw Yyield, thousand. t. (2007 straw yield of 1255 thousand. tons., calculations); S, —
grown crop losses straw harvesting, transport and storage, process losses taken 1% of the total
production of straw, thousand tons.; S, — straw, leaving the calculation of the minimum needs
of litter [1] for livestock thousand. t.; Sg — straw, fodder, feed the required amount (based on
the use of oat straw) within 10% of the total harvested crop straw, thousand. t.; S; — straw for
technical uses (paper pulp, building products manufacturing, etc.), adopted St. — 10 thousand
tons.

Technically, the available surplus straw in Latvia makes one third of the volume
(174 thousand. tons) of the theoretical (522 thousand. tons) of surplus straw for intensive
farming conditions, to ensure stable soil organic matter preservation. Assuming that the
average calorific value of straw is 4.0 MWh / t, it can be assumed that the Latvian 2007" The
energy use of technically had access to 14% of the total straw yield of 2.5 PJ of energy. In
practice, this means that two years of surplus straw into the soil, but in the third year they are
harvested and used for energy.

The total emissions straw for heat energy production can be calculated as:

Eko*p = Eizz: + Eg + EAP + Ett + 'E'rz'zm - E"rurz - Erzs - Ekog + EE‘P (6)

where, Eyqp — total emissions gCO»eq/MJ, Ei,v — raw materials (straw) production emissions
gCO2eq/MJ, E4 — emissions associated with land use change, gCO,eq/MJ, Ea — harvest
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processing such as straw pellets production emissions gCO,eq/MJ; Ei — crop or product
loading, packing, transporting, unloading emissions from crop to crop conversion business
use (for example in combustion furnace), assuming a distance gCO,eq/MJ; Ei;m — crop
production or processing of energy (such as combustion and combustion process) using
emissions gCO,eq/MJ; E,a — C capture and sequestration, emissions, adopt Eua = 0; Egs — C
replacement emissions, gCO,eq/MJ taken Eas = 0; Ey,;. — Emissions savings of cogeneration
be adopted Ekog = 0; Egp — by-products (straw ash transport and incorporation into the field)
for the emissions gCO,eq/MJ.
Emissions from the production of raw materials:

E:'zv = Ks [Erzrz + Em + E’p + Ern) + Ess + Er ' (7)

where K — coefficient, which is evaluated by the energy potential of straw (combustion
energy) with respect to all the harvest (grain and straw), potential energy (combustion energy)
Eaa — tillage (plowing, cultivating, sowing) emissions gCO,eq/MJ:

'EEE =EE+EJ{+I (8)

where Ea — plowing emissions gCO.eq/MJ; Ex — cultivation emissions gCO,eq/MJ; | — field
emission, gCO,eq/MJ; Em — fertilizer emissions (assuming that the fertilizer is mixed with
3 times) gCO,eq/MJ; E, — Integration of pesticide emissions (assuming treatment of crops
with pesticides and conditioning agents out 3 times), gCO,eq/MJ; E;, — harvest emissions
gCO,eq/MJ; Egs — stacking straw emissions gCO,eq/MJ; E; — straw bale transport from the
field to the storage unit shall issue (adopted transport distance 10 km), gCO,eq/MJ;

Straw production required for tillage, fertilization, plant protection and harvesting
applies to straw, as well as on the grain, so the straw feedstock cultivation and harvesting
emissions to be reduced by a factor Ks:

M2
K o=—=%= 9
= M Qs +Mg Qg ( )

where Ms, My — the straw and grain yield from 1 ha, t; Qs, Qg — from 1 ha of harvested grain
and straw combustion energy, GJ.

Using the calculation of the average grain Zemgale 4.65 t/ha and wheat straw 2.94 t/ha
yield 2007th year [source: CSB] to the combustion energy of wheat 15.8 MJ/kg and straw
15.0 MJ / kg obtain the coefficient Ks value of 0.4509.

Straw bale fuel production and use of emissions compiled Table 3.1.

Table 3.1. Straw bale fuel production and use of emissions

Emissions| Fuel | kWh Job K Emissions Emissions
people.- kgCO.eq/ha | gCO,eq/MJ
h/ha

E. 18 1.36 | 0.459 53.6 1.4
Ex 15 0.33 0.459 44.6 1.2
E; 7 0.33 0.459 20.8 0.6
Em 6 0.64 0.459 17.9 0.5
Ep 6 0.2 0.459 17.9 0.5
En 18 2 0.459 53.6 1.4

Total (straw growing with grain): 5.6
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Ess 12 1.67 1 77.8 2.1
= 4 1 1 25.9 0.7
Edm 12 6 1 4.4 0.1
Eq 6 1 83.5 2.3
Ept 0.3 0.1 0.2 1 1.9 0.1
Total (only the collection and use of straw): 5.3

Total: 86.3 | 12.1 19.7 401.9 10.9

Recently rapid start of establishment in the biomass, including straw pelleting technology
that enables high-quality fuel burn, as well as to carry it long distances. The treatment may
also include emissions from straw handling, grinding, drying, to ensure a moisture content of
14 to 18% range, if necessary. Manufacturing is a small emission from the burning of whole
straw bales without further drying.

The prospect of a fuel pellet production from energy plants (wood, straw, canary, etc.)
biomass pellet furnaces because they can burn a higher quality, have low moisture content (7—
9%) with the increase of combustion energy (Fig. cf. 1.). Described below straw pelletizing
plants with the capacity of 0.6 t/h (made in Lithuania, installed capital) mill are placed straw
bales with moisture 14-16%, with the crushing, grinding, pressing and ventilation processes
material moisture is reduced to 8%. Straw treatment — pellet production process emissions
EAP (pellet production process emissions) are summarized Table 3.2.

Table 3.2. Straw treatment - pellet production process emissions

. Install_ed Energy, | Emissions | Emissions

Operations caﬁ%(\:;ty Load factor KWhiha |kgCOseq/ha| gCO,eq/MJ
Transportation 5 0.3 6.3 2.3 0.1
Crushing 15 0.7 44.1 16.0 04
Milling 55 0.8 184.7 67.0 1.8
Moisturing (with steam) 15 1 63.0 22.9 0.6
Pellet pressing 75 1 314.8 114.3 3.1
Ventilation, separation 30 1 125.9 45.7 1.2
Tot Eyp 190 732.4 265.8 7.2

Cumulative emissions of pellets for energy production is obtained by summing the use of
straw bale total emissions 10.9 gCO,eq/MJ (see Table 1.) The emissions from the pellet
production process gCO.eq/MJ 7.2 (see Table 2.), which shows the total straw pellets in
emissions of 18.1 gCO,eq/MJ heat energy.

4.  STRAW FUEL EMISSIONS RANKING

Straw fuel production and use of emissions compared to fossil fuel emissions per 1 MJ
of energy shown in Fig 1.
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Fig 1. Straw bale, straw pellets and fossil fuel emissions of heat energy

Emission savings from replacing the thermal energy of fossil fuels with straw or straw
pellets is shown in Fig 2.
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Fig. 2. Straw bale and straw pellets in thermal power generation emissions savings relative to
fossil fuels

Straw bale and straw pellets in thermal power generation emissions savings relative to the
percentage of fossil fuels shown in Fig. 3.
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Fig. 3. Straw bale and straw pellets in thermal power generation emissions savings relative to
the percentage of fossil fuels
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Table 3. Ranking coefficient Kso and Kgss values straw bale and straw pellet application of
heat energy emissions from fossil energy resources

Ranking Against coal Against heavy | Against natural
coefficients, % oil gas
Straw Straw | Straw | Straw | Straw | Straw
bales pallets bales | pallets | bales | pallets
Kso 38 31 36 27 31 18
Kss 53 46 51 42 46 33

5. ANALYSIS AND RECOMMENDATIONS FOR THE USE OF STRAW
THERMAL POWER

Ranking coefficient values are positive, confirming that the straw and straw pellets can
be used for biofuels criteria of 35% and 50% reduction in emissions.

The main factors that can affect the ranking coefficient value is incinerated straw
moisture and combustion efficiency.

In practice, the straw is usually harvested and collected in good weather, but the main
effect of the fuel energy value of straw is damp, the energy used straw to protect it from rain,
straw bales or rolls stored in barns, covered with a roof, or at least a cover with a damp
soundproof cover. Straw for heating water supplied must be 14 — 22% range. To prepare the
pellets without additional drying straw should be air-dried condition, ie humidity should be no
more than 14-15%.

Ledmane water boiler efficiency combustion of straw bale is 0.87. Straw pellets are
suitable for combustion in furnaces manufactured in Latvia (AS “Comfort”, LLC “Two”,
furnaces) to pellet combustion efficiency to 0.92.

Although the chip manufacturing emissions reaches 88% of the straw mining emissions,
the main advantage is the straw pellet better quality straw combustion of material within the
temperature range (650750 °C), which is higher than the dioxin formation temperatures, but
at the same time less than the temperature at which the begins to form NOy compounds. In
addition, the granules are economically transported over long distances, ensuring that the use
of the energy production point of view of strategic importance for energy companies, such as
increased habitat cogeneration or pellets can be exported. Perhaps the straw-phase with the
grain will not count emissions from straw and residues for energy production estimates, the
proposal will be accepted by the 16th Paragraph (European Parliament and Council directive
on renewable energy promotion), which provides: "(..) It is assumed that the human food or
animal feed unusable waste, crop residues (including straw, bagasse, husks, corn cob and
walnut shell) and residues from processing (other than biofuel processing residues) of the life
cycle greenhouse gas emissions up to the collection is zero ... ". In this case, the above
estimated energy use emissions straw straw-subtracted along with grains emissions —
5.6 gCO,eqg/MJ, resulting in total emissions from the use of straw bale will reduce to
5.1 gCO,eq/MJ and pellets to 12.3 gCO,eq / MJ.

The calculation takes into account only the direct straw-tech GHG emission sources, but
not included several key emission sources, such as fertilizer production, pesticide production,
agricultural machinery and other production equipment manufacturing indirect emissions,
which does not include the proposals emerging EU directive. Such calculations would require
straw-depth analysis of the life cycle.
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INVESTIGATION OF PERFORMANCE PARAMETERS OF LOW —
POWER WATER BOILERS BURNING BIOFUEL

T. Vonzodas, M. Valantinavicius
Lithuanian Energy Institute
Breslaujos str. 3, LT-44403 Kaunas — Lithuania

ABSTRACT

In Lithuania, as in other European countries, the increasing availability of residential heating with
biofuels, using a variety of heating equipment: water boilers, ovens, open and closed fireplaces and air
heaters. However, most of the devices are technically obsolete, but not being used for biofuels or just
not properly equipped, so the heating system with the following devices do not perform and
significantly increase environmental pollution.

These problems can be solved only by the gradual replacement of obsolete equipment with new ones,
which meet modern efficiency and emissions requirements. Perform Lithuania manufactured boilers
operating on different principles of performance testing, improving boiler combustion chamber design
shows that at the very least with a newly manufactured boilers are improving and have a positive
impact in order to address two main objectives — to achieve the highest and economically viable
biofuel combustion plants, the efficiency and reduce the volatile and particulate matter emissions to
the environment.

Keywords: Biomass, wood fuel, water boilers, efficiency, emissions
1. INTRODUCTION

Most of renewable energy resources are solid biofuels: various types of wood fuels,
straws and other plant biomass for energy production. Wood fuel is one of the major and the
most widely used fuel in household sector and power plants because its resources are the
largest ones, it is the most easily available and, if paying no attention to its use efficiency and
pollution caused, it does not require a sophisticated equipment and preparation. In Lithuania
the potential of this fuel is not adequately evaluated and can reach 1000-1050 ktoe or 4.85—
5.93 million m’ of wood. Now 910 ktoe of it is already being in use [1]. In recent 20 years
wood fuel use were constantly on the increase with growing demand in the household sector
for home heating and cooking and more of it used in central heating plants. According to
2011 years data [1] it was used about 61.3 %, 19.5 % and 6 % of total wood fuel amount in
household sector, central / district heating plants and cogeneration power plants, respectively.
Left amount of this fuel was used for heating and technological processes in the industry,
service- and agriculture sectors. Biofuel use is fast growing not even in the freshly installed
heating systems, but, too, in less effective old heating systems which parameters of efficiency
and pollution are much worse. In Lithuania about 90 % of household sector has technically
dated heating systems which need to be renovated. These heating systems, comparing with
the new ones, discharge more pollutants such as carbon monoxide (CO), volatile organic
compounds (VOC), particulate matter (PM) and polycyclic aromatic hydrocarbons (PAH) to
the environment.

All these pollutants enhance (especially during heating season) the background
contamination of residential areas/districts heated with biofuel, and the contamination with
solid particles SD10 (solid particles < 10 um in diameter) often exceed permissible
concentrations.
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It is obviously essential to install new modern and less polluting heating systems using
biofuel as well as to change the old ones while biofuel use is continuously increasing in
household sector. Only in this way it is possible to avoid increasing environment pollution.

These problems solving should be based on experience of such countries as Austria,
Germany, Sweden, Finland and Denmark. In these countries for a few decades lots of
attention has been paid to the technology progress of biomass thermal decomposition
systems and important results have been reached, especially in pollutant decreasing field. In
these countries the major goal of scientific research is to create/design low polluting (so called
,»Zzero pollution”) biomass thermal decomposition heating systems applying various
technological solutions [2]. For developing these technologies the major attention is paid to:

— Research and application of new biofuel types and mixtures;

Research of biomass combustion technology in small-, medium- or high power
plants [3];

— Design and improvement of new innovative combined-cycle systems;

— Design and improvement of tools for combustion products cleaning [4];

Research of technologies of biomass gasification and pyrolysis;

— Improvement and installation of automatic control systems of thermal decomposition

processes and devices.

It must be emphasized that though the new technologies of biomass use for energy
production are being developed rapidly, the direct biofuel burning will still remain the major
way for heat and even electricity energy generation in small- and medium-power systems. In
the European countries scientific and applied works and tools of legal basis are being
developed for promotion of biofuel use, preparation and installation prove the long-term
importance of the problem and it can be a proper/good mark/guide for solving problems of
heat energy provision in Lithuania.

Further on this paper we will analyze performance parameters, like efficiency and
emissions of most widely used low — power water boilers. For future investigations different
types of biofuels and their influence to combustion process for different types of boilers will
be analyzed.

2.  REQUIREMENTS FOR BIOFUELS COMBUSTION INSTALLATIONS

Lithuania by far the main focus was on medium and high-power boilers fired with
biofuels, installation and development to replace fossil fuels for local fuel and as quickly as
possible to reduce dependence on fossil fuel imports. Since 1993., when biofuels started to
use in district heating boilers installed in boilers total installed capacity increased to 650 MW.
However, solid biofuel for energy production has grown rapidly not only in district heating,
but also for households in rural and urban areas in private homes. Statistical data confirms
that biofuel are still largely consumed in households.

We have to admit that in Lithuania, produced by small and medium-power boilers
technological progress was on little attention. Only a few major manufacturers focused on the
research and testing of small scale heating boilers, in order to maintain the competitiveness of
their products in other EU markets. It was not given to legal measures to encourage producers
to achieve the highest energy targets and to be certified. Technical Regulations [5, 6]
Lithuania implementing European Parliament and Council Directives 92/42/EEC and
2002/91/EC, did not provide water heating boilers for heating buildings and fired with
biofuels, and energy efficiency requirements for the periodic inspection.

In recent years, this situation is changing as boilers manufactured in Lithuania because
of introduction of mandatory conformity assessment standard BS EN 303-5:2012 [7]. The
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truth of this procedure do not include all requirements of the standard, but still pushing
manufacturers to develop boilers for better efficiency and pollution parameters.

In view of this, there is an urgent need to continue the development of the legal framework in
order to:

1. To establish uniform requirements for the classification of biofuels as well as

quality indicators;

2. To establish uniform requirements for boilers efficiency and their testing;

3. The application of the mandatory and incentives for manufacturers, producing

higher efficiency boilers.

In order to solve first task, developed and validated standards already been prepared,
that standardize the classification of solid biofuels [8], and forms the basis for convergence
requirements of its quality indicators to evaluate and conditions of the fuel market.

The second problem is dealt with in accordance with BS EN 303-5:2012 standard [7],
which provides solid fuel fired boilers with the requirements specified in Table 1.

Table 1. Efficiency requirements in accordance with BS EN 303-5 2012

Boiler Applied The boiler Efficiency Efficiency formula
class standard output in kKW %
S LST ;5\{ 2303-5 31(;)0 gg n=287+log Q,
A LST ;5\{ 2303-5 31(;)0 2421 n=80+2log Q,
5 LST ;5\{ 2303-5 31(;)0 S n=67+61log Q,
) LST 55\(1) 303-5 31(;)0 g; n=>57+61logQ,
1 LST 55\(1) 303-5 31(;)0 g; n=47+6log Q,

Note. Q, — Boiler nominal power in kW.

The third problem is solved by the requirements governed by the general provisions for
boiler efficiency and emissions of pollutants into the environment mitigation, as well as
national measures, such as: Denmark incentives for home residents acquiring not less than
Class 3 boilers.

Some countries have already reached high performance indicators. (Austria (Fig. 1).
Data suggest that solid-fuel-fired boiler efficiency average reached 90% and significantly
reduced its distribution, representing a significant growth of fossil fuel use efficiency.

However, a review of the overall situation, it can be said that the efficiency
improvement and emission reduction is directly related to fossil fuel combustion in small
devices features:
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Fig. 1. Solid fuel boilers use in Austria [9], performance of efficiency variation statistics

e The complex regulation of combustion process because of its inertness and the
proper combustion air supply;

e Water temperature control and periodic load, if any are made, causes combustion
instabilities that occur in emission elevations compared to the routine process;

e Wood fuel (biofuel) (firewood, pellets, briquettes, mixtures ...) and a variety of their
properties;

e Variety of types of boilers.

Very significantly the combustion process and improve the regulation of pre-solid
preparation, for example: pellets or briquettes. This allows automate the prepared fuel supply
into the combustion chamber and bring it to the burning of gaseous or liquid fuel combustion
process.

It should be pointed out one major character that gets fired boilers with solid fuel: this is
a very uneven emission into the environment of constantly changing the intensity of the
combustion process, particularly in periodically charging the boiler fuel. Since it cannot be
avoided, it is necessary to establish procedures for measuring emissions from the boilers
operation of such controls.

3.  EXPERIMENTAL EQUIPMENT AND METHODS

Solid biofuel combustion own specific requirements of research and requires
sophisticated equipment and apparatus. This enables to carry out the main operating
parameters and the CO, and CH, emissions continuous measurement, recording and
calculation. The study results of these measurements are to be recorded relatively high
frequency (recommended every 20 seconds) throughout the study. The average results are
performed at the end of the study.

The investigations were performed with four same capacity (~25 kW) heating boilers
working in different principles. That gas generative, grate boiler with natural draught, grate boiler
with forced draught and pellet boiler. They were burned with pellet and logs at nominal heating
output.

The test device consists of a boiler being investigated, mounted on a precise balance, by
means of which fuel consumption is observed. The boiler is connected to the cooling and the
measurement system of the thermal parameters. The combustion products are being analysed
by the continuous measurement system. The concentrations of the particulates are being
measured by the gravimetric method.
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This equipment is suitable for all complexes of parameters to measure and fully meets
the EN 303-5:2012 standard requirements. Although they are applied to Lithuanian just now,
applied these requirements have already been used by the other European countries.

Frequently on evaluating the combustion quality is used the measurement of CO; in
exhaust gas instead of the exceed air ratio or O, concentration. According to this parameter
one can judge by the proper regulation and function of the device.
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Fig. 2. Water boilers research unit general scheme

4. RESULTS

The investigations were performed with four same capacity (~25 kW) heating boilers
working in different principles. They were burned with pellet and logs at nominal heating
output. In pictures 3—5 the changes of CO,, CO, CHy concentrations of all the boilers are
shown at nominal heating output during the two combustion periods.

As it can be seen from this figure, the control of the pellet boiler is constant. In this case
the exhaustion of carbon dioxide varies in narrow limits during the entire test. The
combustion is not constant in other types of boilers. Therefore the concentration of carbon
dioxide varies in wide limits during all the combustion time. However, the average
concentrations of carbon dioxide differ not in big limits (~1.5 %) in all types of boilers.
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Fig. 3. The comparison of carbon dioxide concentration in exhaust gas of different types of
boilers, 1 — gas generative, 2 — grate boiler with natural draught, 3 — grate boiler with forced draught,
4 — pellet boiler

The different view can be seen in Figure 4 that shows the change of the concentrations
of carbon monoxide. The concentrations of carbon monoxide differ in all types of boilers. Gas
generative boiler has the highest rate of carbon monoxide exhaustion. Carbon monoxide can
appear in the smoke for a few reasons:

badly organized, incomplete combustion;

e inconstant combustion;

the oxygen is badly mixed with the fuel;

the deficit of the air or the abundance of it;

e low temperature in a furnace;
e ctc. [6].

According to this year enacted LST 303-5:2012 standard, this boiler not meet the
minimum requirements for pollution.

The exhaustion of carbon monoxide (CO) in grate — boiler fire with forced draught
highly depends on the chamber‘s temperature. Therefore, it can be seen a huge jump of
carbon monoxide (CO) concentration at the beginning of the test. The feeding of the primary
and the secondary air makes great influence to the combustion of this boiler. The blast makes
the combustion better by regulating the feeding of primary and secondary air according to the
oxygen level in a chimney. Therefore the concentration of carbon monoxide (CO) diminishes
when the boiler reaches the working temperature. The further jumps of carbon monoxide
concentration depend on the fuel being on the grate. The fallen fuel without the gaps of air
combusts with the deficit of air. Therefore, the concentration of carbon monoxide (CO)
becomes higher.

The pellet boiler reaches the best results because it has constant and good combustion,
qualitative fuel and good control. The pulsation (the jumps) can be seen in the diagram of
carbon monoxide (CO) concentration of the pellet boiler. These jumps appear because of the
feeding of the fuel into the combustion chamber. The fuel is fed by the specified doses. When
the new dose of the fuel is fed, the concentration of the carbon monoxide jumps up. It returns
when the combustion becomes constant.
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Fig. 4. The comparison of carbon monoxide concentration in exhaust gas of different types of boilers,
1 — gas generative, 2 — grate boiler with natural draught, 3 — grate boiler with forced draught,
4 — pellet boiler

The concentration of hydrocarbons (CiHy) can be seen in the diagram below (Fig. 5).
As it can be seen the same tendency remains for the hydrocarbons (C<H,) as for the carbon
monoxide (CO). The difference of the concentrations is for the same reasons as it has been
mentioned before. The gas generative boiler extremely distinguishes from the others. The
exhaustion of the hydrocarbon in the pellet boiler are constant during all the test.
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Fig. 5. The comparison of concentration of hydrocarbons in exhaust gas of different types
of boilers, 1 — gas generative, 2 — grate boiler with natural draught, 3 — grate boiler with
forced draught, 4 — pellet boiler

Research summary of the results presented in Table 3, shows that boiler, fired by wood
pellets, particulate matter (PM) emissions are by almost 4 times less than the lower
combustion boiler, operating on a natural draft. This difference arises not only because of
specially prepared wood pellet fuel has better properties, but also the fact that the fuel of such
a type is efficiently burn in the boiler. The gas generating boiler for two-stage combustion
exhausts less particulate in comparison to the Grate boilers.
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Table 2. The average values of the emissions and efficiency of different types of boiler.

. CO PM at 10% O, Efficiency
0 > )
Boilers type CO2,% ppm CHy, ppm me/m’ coefficient. %

Pellet boiler 11.81 36 6.6 21.5 89.8

Grate boiler with forced 12.39 1508 77 75 4 R4.8
draught

Grate boiler with natural 1241 | 2887 125.7 82.8 82.1
draught

Gas generative 13.41 14463 635 68.4 83.0

All discussed results are shown in the (Table. 2.). It can be seen that the pellet boiler has

the greatest coefficient of efficiency as compared with the other boilers. This coefficient can
be greater than 90%. This is because the pellet boiler has the better fuel quality and this fuel
can be combusted more effectively. The gas generative boiler is in the worst first class and it
lags from the grate boiler. But it can be considered that the gas generative boiler could
compete with the grate boiler after improving the construction of the gas generative boiler.

S.

CONCLUSIONS

CO emissions from the pellet boiler are 400 times smaller than the gas generating boiler
and emissions of CyHy 100 times smaller. PM emissions from pellet boiler are almost 4
times smaller than the other boilers. Also the efficiency of the pellet boiler is almost 7
present higher.

The growth rate of the consumption of wood fuels in the production of energy needs will
slow down as the most accessible fuel reserves for the most part have already been used
to a great extent. The collection of logging residues, storage and transportation
infrastructure growing of short rotation plants of purpose production in the future would
allow increasing the use of wood fuel and could partially compensate for the growing
need of wood fuel.

More and more attention needs to be paid to wood fired boilers to increase efficiency and
reduce pollution. For example, using pressed wood fuels (pellets, briquettes) one can
mechanize and automate the combustion process and to manage it more effectively.

It could be said that the manufacturers in Lithuania should guarantee that their products
fulfil the requirements of the fourth or fifth class of boilers by the standard LST EN 303-
5:2012 in order to keep competitive in the market of boilers.
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EXERGY ASSESSMENT OF AIR FLOW IN THE SITE OF THE
BUILDING
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Vilnius Gediminas Technical University
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ABSTRACT

The strategic aim to increase the amount of RE integration into the site of the building creates the new
engineering challenges. One of the main challenges is locally disposable RE flows optimal usage and
selection of RE transformers’ combination corresponding to the adjacent exact situation. The air flow
reaching the site of the building, in the form of RE, usually is treated only as a medium of heat
products transfer on the site. Air heat pumps of broad application, along with their required air flow,
as energy supply option, is not attributed to the typical form of the RE. In order to get the
comprehensive understanding of renewing energy disposable on site, the air flow in this study, is
treated as RE flow. The principle of exergy analysis is applied in this study. It provides the
interpretation regarding the selection of possible reference parameters of exergy analysis. The study
covers the time period of one year. The obtained data of exergy analysis allows to know the quality of
disposable air flow energy as well as to perform the more objective selection of RE transformers
combination.

Keywords: air flow, exergy analysis, disposable renewable energy
1. INTRODUCTION

One of the key objectives of European Union energy policy [1] and thus the guidelines
of renewable energy (RE) [2] is 20% RE share in final energy consumption in 2020. EU-27
energy statistics [3] show that there is 10 % of RE share in 2010. Compared to 5 % share of
1995, the progress is visible, but still not enough to achieve the key objectives. On the global
level [4] the integration of RE is up to 14 % (according to 2000 statistics). Achieving the key
objectives, the different and more complex integrated RE use solutions must be continued to
explore through G.O.L.D (Global Optimized Local Designed) and IWBDP (Integrated Whole
Building Design Process) concepts. The goal of this study is the integrated approach to the RE
potential, available on the site and disposable by the local energy user. The user — nearly zero
energy building planned to erect on site. The study aims to analyze the physical origin of RE
potential. This includes solar, wind and ground RE sources. Also, according to
unconventional interpretation, the air flow heat potential is evaluated as well. Exergy analysis
is applied to estimate the potential.

2. RENEWABLE ENERGY ASSESSMENT

Although the origin of any RE is the same — the sun (a phenomenon sometimes seen
through the energy), the usual RE sources are - wind energy (mainland and offshore), solar
(thermal diffused and concentrated photovoltaic), water (flow and flood — tidal) geothermal
and biomass energy (including the biofuels). Various computer simulation tools and methods
[5, 6] are applied for RE potential evaluation and energy use planning. The basic principle of
different kind potential evaluation is three levels assessment: theoretical, technical and
economical. Theoretical energy amount is determined using physical formulas; technical —
potential energy amount influenced by human activity, performance, availability and other
factors; economical — the amount of energy that is cost-effective to be absorbed at the given
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economic conditions. From the point of view of building economic activity demand for light,
heat and cooling, the typical division of RE energy flows shall be supplemented with one
more form of RE — thermal energy flow of air.

Any specific form of energy has totally different transforming technology. The sun is
unique because of radiation energy; wind, hydro energy, wave, flood and tidal energy —
because of kinetic flow energy; geothermal and air - because of the temperature potential;
biomass — because of chemical potential. Hybrid RE systems [7, 8] are being developed and
analyzed. Usually they are associated with electricity generation. Considering hybrid RE
transforming direction on the basis of heat pump technology, the use of air as thermal energy
flow becomes more popular [9-11]. Following the same logic, that wind turbines are for wind
energy harnessing, solar panels — for solar energy, ground source heat pump — for geothermal
energy, then the air heat pumps — for air thermal energy. Therefore, the air, in this study, is
considered as one more RE source. Widely known [12, 13] free cooling or passive cooling
system highlights the sense of the air flow as an energy source — cool. Though, in the passive
use of solar energy [14] the air flow becomes the localized fluid that transfers the heat in the
thermodynamic system and hardly can be called the energy source.

3. AIR FLOW IN THE SITE OF THE BUILDING

In this study, the air flow is the flow of moving air mass (Fig. 1) that reaches the area of
selected site. Site — area meeting the needs of single family house. Actually, there are no
restrictions for another site selection. Site control volume — area limited by imaginary
boundaries, above and below the ground (Fig. 2).
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Fig. 1. RE flows reaching the site
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Fig. 2. Site control volume
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In this study, the air flow reaches the site control volume with some speed that over
kinetic air mass flow energy is characterized by the wind. It is also assumed, that air mass
crosses the control volume in a plane perpendicular to a site plane. Air flow analysis
determines the theoretical potential of the air heat flow. Progressing to the technological level
of potential use, the possible plane or technological holes and air flow rate have to be
evaluated and the active or passive user’s systems could use the reaching air flow (Fig. 3).

77 L Site of the building
T, MGy
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A”Lﬂ\E)W -ros Alcp

Possible Exsergy usar

* i,

| T 1. cp A

Fig. 3. Exergy analysis boundaries: 7 — temperature, °C; m —air flow rate, kg/s; ¢ —
specific heat of air, J/kg K; 4 — area of external envelope, m?%; U — heat transfer
coefficient W/mzK; n — number of residents

Fig. 3 shows the boundaries of the analyzed possible user and the incoming air flow
system. The study analyses the exergy flow needed for users parameters support in the
system.

4. EXERGY ASSESSMENT OF THE AIR FLOW

Dincer [15, 17] emphasizes the advantages of exergy use. He considers the exergy
analysis as a tool that best indicates the environmental impact of the energy source; it is an
efficient method of engineering systems development and analysis, based on mass and energy
conservation principles and the second law of thermodynamics; it is a method to select the
best option of energy source use, evaluating the generated waste or losses; it is objective
evaluation method of sustainable development process. Exergy characterizes the maximum
possible work of the system. Potential work is the driving force that occurs because of the
difference between the system parameters and reference environment parameters. The main
shortcoming of RE sources exergy analysis is that originally it is applied for technological
equipment analysis and evaluation [16-18]. Exergy analysis is also applied for building
engineering systems and building sustainability analysis and evaluation [19-23]. Exergy is
also found in RE sources evaluation [24-28]. RE flows are analyzed on a global scale. Space
radiation (including the Sun) is also treated as RE causing wind, ocean surface fluctuations,
rainfall, biomass, ocean thermal gradient, floods and tides and geothermal energy. The
numerical values of global energy flows are developed. Different nature of RE flows, namely
thermal variation, motion energy, potential energy or particles concentration compared with
reference environment, determines the forms of exergy. Physical nature exergy describes the
potential work influenced by temperature, pressure, speed and position change. Chemical and
nuclear exergy describes the potential influenced by substances concentration or chemical
composition difference and possible transformation. This exergy list can be supplemented by
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ongoing process-oriented forms of exergy, that is, mechanical, thermal and radiation exergy.
The study object is one of the component of complex RE flow reaching the site — air heat flow
exergy evaluation. The air flow transmitted heat flow thermal exergy amount is determined.

5. IDENTIFICATION OF REFERENCE ENVIRONMENT PARAMETERS

Reference environment must be larger than the analyzed system and its parameters are
relatively steady. Analyzing the natural sources, the environment parameters can be sea, earth
crust or atmosphere. Usually, the starting point of energy systems analysis is natural
environmental conditions, for example 1 atm and 25 °C. Various studies [29-30] analyze the
influence of reference environmental parameters on the systems exergy analysis results. The
conclusions state that if the analyzed system operating parameters are more similar to
reference environment parameters then their selection influence is greater. Analysis of energy
systems, similar to reference environment parameters, emphasizes the importance of not only
the objective selection of steady reference environment parameters but also of dynamic
reference environment principles. Authors analyze this issue in various studies [22, 31, 32]
and conclude that the dynamic reference point makes the significant influence to building
energy supply problems solving by applying the principles of exergy analysis. Reference
environment parameters selection is the essential stage of exergy analysis.

Analyzing the air reaching the site and the possible user, building energy and exergy
flows, the characteristics of the process must be taken into account. Exergy reference
parameter 7, is always dynamic, while the system state key parameter 7 is steady with the
slight variations depending on the season.

Relation of reference environment with possible building on site is presented in Fig. 4.

Reference state

Surroundings/AIR
Increergy Dynamic state
20 [
i Quasi-steady state
Increergy
______ O NG
Surroundings/AIR
Reference state :
.| R AR— Dynamic state

Fig. 4. Reference environment and system relation

This study determines the case, when the building is not erected, but the simulation is
that the possible user air volume on site is with the characteristic parameter 7. Potential user
(building) exergy flow is determined on the basis of system and environment temperature
differences. Exergy — operation potential of different environment and indoor temperatures,
that can be used to cover building energy needs directly or through technological solutions.
Building site energy and exergy flow temperature 7 — quasi-steady state is 19 °C during the
cold period, 20 °C — transition period, 25 °C — the warmest period.
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Minimum exergy flow needed for building heating, cooling and ventilation is
determined by:

. - Ttﬂ"
EXgyiiaing = (Z U A, +n-m, - CPET - Tl}j})(l - ",1;'.") (1)

Where EX g, 4iny — €xergy flow for building, W, m,, — fresh air flow for residents, kg/s, ¢, —

specific heat of air, J/kg K, T,,T — reference environment and system temperature, °C, n —

number of residents; 4 — area of external envelope, mz; U — heat transfer coefficient W/m’K .
Air flow transferred heat exergy:

T

E'.'xm-?, = fﬁﬂcﬁﬂm (1 — ?) (2)

Where Ex,;, — air heat flow exergy reaching the site, W, 7, — air flow rate, kg/s, €, 5,5 —

specific heat of air, J/kg K.

Exergy flows comparison can provide significant information for energy/exergy supply
planning from locally available energy sources and selecting the optimal hybrid RE
transformer or applying the passive RE use measures.

6. CASE STUDY RESULTS
6.1. Object of the case study

The study contains the analysis of air flow thermal exergy reaching the building site
(Table 1, Fig. 5).

Table 1. Technical details of freely chosen site

Site area: 100x100 m

Site buildings: Undeveloped territory

Buildings near the site: Non

Vegetation in the site: Grass/field

Vegetation near the site: Grass/field

Terrain: 1 percent over all slope to the NE side
Site coordinates: 54.792863, 25.279806 (WGS)

Site control volume geometrical dimensions (100x100x52 m) are selected according to air space
demand for wind turbine installation; the central site area is provided for residential building
construction, not creating shadows for neighbouring objects and installation depth of heat pump
horizontal collector.
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ordinates: 54.792863, 25.279806 (WGS)

Fig. 5. Analyzed site location
6.1. Exergy flow

Dynamics of air flow thermal exergy amount reaching the site within the year period is
presented in Fig. 6.

15000
10000
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E
g 0 -
S
g W~ A 0w~ O -
= ARBRGEELR I
M e < s < s oo
-5000
-10000
-15000 -
Hours

Fig. 6. Exergy flow to the building site

Two key periods of the year: cold (1-3000 and 7000-8760 year hours) and warm
(3000-7000 year hours) can be distinguished in exergy amount dynamics analysis. Exergy
extremes are very clear in the cold period of the case study, while the exergy amount to the
building site is quite stable during the warm period. Exergy amount dynamics in July is
presented in Fig. 7.
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Fig. 7. Exergy amount dynamics in July

The results are that in summer disposed exergy amount fall into £ 100 kW/sq.m limits.
The heat flow interpretation shows that the part-time air flow reaching the building site can
transmit the heat, the other part-time — to remove the heat, otherwise, to cool. On the
technological level, the totally different solutions have to be made in cold and warm periods.
Only in such case, the larger exergy amount reaching the building site can be used. On the
other hand, the obtained 100 kW/sq.m. exergy flow is quite difficult to compare with exergy
flow required for building cooling needs [20] of 2040 mW/sq.m. In low energy building
rather small but steady exergy amount is needed for heating, cooling and ventilation needs.
Air flow exergy analysis, in case of significantly larger exergy potential, must focus on
technological air flow use options only. Since the individual technology or solution cannot be
determined for each exergy amount or mark (plus or minus) case, the part of exergy flow will
remain unused. Also, if the need and exergy amount will pass each other in time, the
accumulation option must be evaluated. Such or similar issues become the second step of
complex RE flow analysis.

6.2. Statistical assessment of results

Statistical analysis tools are applied for more detailed identification of prevailing exergy
flow values. STATISTICA program data evaluation results are presented in Fig. 8 and Table
2. The time interval between the estimates is one day.

Values frequency histogram (Fig.8) is developed by setting air exergy amount values in
one variation line.

Histogram results show that 81% of all exergy flow values fall into = 200 kW/sq.m.
values limit. All the other exergy amount values are discrete and distorting the weighted
center of flow values. More consistent air flow supply exergy analysis shall include the
evaluation of exergy amount weighted centre within the set limits. Statistical indicators are
presented in Table 2.
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Fig. 8. Values frequency histogram

Table 2. Exergy flow statistical indicators

No. Characteristic Value
1. Valid No. 364
2. Mean -4.07
3. Median -24.22
4. Minimum -4746.35
5. Maximum 4765.81
6. Lower Quartile -74.73
7. Upper Quartile 33.87
8. Range 9512.16
9. Quartile Range 108.59

Result of exergy values mathematical average determination is -4.07 kW/sq.m. flow
value, while the average result of extreme values impact eliminating the median is
-24.22 kW/sq.m. According to the fact that 81 % values are within + 200 kW/sq.m and during
the warm period + 100 kW/sq.m. values limit, the extreme values impact is more important
for summer technological solutions. In both cases, the negative exergy value shows that the
temperature of energy flow supplied to the building site is lower than the system temperature.
Taking the phenomenon as heating or cooling, the constant exergy lack is prevailing within
the year period and must be compensated by additional exergy amount. This can be
compensated by electricity, biomass or other energy forms use.

According to quartile values, the prevailing exergy flow in positive exergy (heat supply)
values is 33.87 kW/sq.m. and in negative exergy (heat extract) values -74.73 kW/sq.m. Active
and passive heating and cooling technological solutions should help to determine the
equipment capacities based on these values. It should be noted, that the determined air flow
thermal exergy amount reaching the building site is a theoretical one. Technological exergy
amount evaluation shall be resulted by maximum potential exergy amount technological
solutions.
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7. CONCLUSIONS

In this study, the complex analysis of RE flow reaching the building site is one of the
main measure to evaluate a sustainable RE integration. The study includes the concept
approach to the air heat flow as another RE source. The air in RE integration analysis is
usually problematic and is not evaluated as one more RE source. The air is interpreted as a
medium for other processes only.

To evaluate exergy amount of air flow, the reference parameters are set as dynamic,
while the system parameters are quasi-steady state. Such interpretation of reference
environment is rather unconventional, but accepted as the only appropriate in the analysis of
air as energy/exergy flow.

The presented case study demonstrates that the detail analysis of RE sources develops a
data base for theoretical and optimal technologies combination selection. The evaluation
shows that exergy amount changes and different dynamics of values are quite significant
within the various periods of the year:

e +200 kW/sq.m. air thermal exergy potential and dynamic exergy flow are disposed

in cold period;

o +100 kW/sq.m. rather steady exergy flow is disposed in warm period.

It is noted, that significantly higher exergy amount than the one needed for the building
is available on site. The main task is the technological evaluation of exergy potential. The
need and supplied exergy flow pass with each other and related accumulation phenomena
must be identified as well as the coincidence of the need and exergy marks.

In general, it is concluded, that the exergy analysis of air flow must be developed and
applied in complex RE potential determination as well as potential quality characterization in
the user perspective.
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EXPERIMENTAL INVESTIGATION OF SOLID SORPTION COOLER
WITH IMPROVED LOW TEMPERATURE SORBER BY MICRO HEAT
PIPE EFFECT

A.P. Tsitovich, A.A. Khartonik
Luikov Heat & Mass Transfer Institute
P. Brovka, 15, 220072 Minsk — Belarus

ABSTRACT

Sorption cooler using renewable power sources (solar energy) was created and experimentally investigated.
Sorption cooler consists of two high temperature adsorbers with complex sorbent (activated carbon fibber
with microcrystals of MnCl,) and heat pipe thermal control and the third low temperature sorber (activated
carbon fiber with BaCl,). Ammonia was chosen as a working fluid. The cooler thermal management is based
on heat pipes. The sink of the cold is the air flow. The system can work as a resorption cooler without any
liquid in a cycle or can have both sorption and condensation in low temperature sorber. Presence of liquid in
porous structure causes the effect of micro heat pipes during the process of evaporation increasing effective
thermal conductivity in the sorbent bed of the system. Also combination of adsorption/condensation and
evaporation/desorption increases the amount of heat and cold generation in adsorber in the same or reduced
time.

Keywords: solid sorption, heat pipe thermal management, complex sorbent, renewable power sources, micro
heat pipe effect

1. INTRODUCTION

Growing demands of human civilization cause more usage of refrigerators. People need to
chill agricultural products, fish and other food. But different ecology acts of law prevent using of
conventional refrigerators. Reduction in use of synthetic refrigerants and production of CO,
provides a new opportunity for sorption systems using environment friendly coolants and renewable
power sources like solar energy [1-2].

Physical adsorbents like zeolite, silica gel, activated carbon and alumina oxide have highly
porous structures and can selectively catch and hold refrigerants [3]. After they get saturated, they
can be regenerated simply by being heated. If an adsorbent and a refrigerant are placed in the same
vessel, the adsorbent would maintain the pressure by adsorbing the evaporating refrigerant. The
process is intermittent because the adsorbent must be regenerated when it is saturated. For this
reason, multiple adsorbent beds are required for continuous operation. Conventional working pairs
are activated carbon and methanol, or ammonia, and silica gel and water. Current solar adsorption
technology can provide a daily ice production of 4-7 kg per unit square meters of solar collector
with a solar-to-cooling COP (coefficient of performance) between 0.1 and 0.15 [4]. Thermal
management helps solid sorption systems to work effectively [5].

Although mechanical compression chillers often have higher COP than chemical pumps,
conventional refrigerators can loose in overall effectiveness because of additional transforming of
heat energy to electricity to drive an electric pump. Sorption systems can use heat energy directly
from heat power sources [6].

The main idea of this research is to build and investigate a small portable chip chiller using
renewable power source as a main power supply and gas flamer as secondary back-up power

supply.
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2. THE STRUCTURE AND WORK BASICS OF THE COOLER

A small portable chip cooler using renewable power source can be built if we take a solar
concentrator as a primary power source and a set of sorbent beds which are heating and cooling
alternatively [7]. We can use also a gas flamer as a secondary back-up system to power the cooler
during nights or to apply additional energy to the system. Activated carbon fibre (ACF) “Busofit” is
used for ammonia adsorption/desorption. The micro/nano crystals of MnCl, and BaCl, are used as
the chemical sorption material to increase the sorption capacity of the sorbent bed. The original heat
pipes (thermosyphon) are used as heat exchangers for external heat recovery and adsorbers thermal
control [8].

ACF + MnCl,

ACF + BaCl,

ACF + MnCl,

Fig. 1. The schematic of the three adsorbers cooler

The schematic of the three adsorbers cooler is shown on Fig. 1 — Fig. 2. The experimental set-
up includes two adsorbers (ACF + MnCl,) with relatively high temperature and one relatively low
temperature adsorber (ACF + BaCl,). Original heat pipes (thermosyphons) are proposed as thermal
management system.

P, Pa
Low temperature cycle High temperature cycle
Condensation Adsorption
Qdes—i_Qevapﬁ
ACF +
BaC12

Evaporation Desorption Oads

T, K

Fig. 2. Thermodynamic scheme of the three adsorbers cycle with complex utilization of energy of
low temperature adsorber

Clapeyron diagram shows the main processes in the system, Fig.2. The low temperature
cycle can be expanded with the help of processes of condensation and evaporation. In this case
additional evaporation heat Q. 1s added to heat of desorption Qs in low temperature sorber. It
increases the total amount of adsorbate available and results in increasing of heat of adsorption Qs
in high temperature sorber.
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The system management consists only in opening and closing valves to change the direction
of the fluid inside the heat exchangers.
The main characteristic of the cooler efficiency is the COP for cooling:
y + eva,
COP,. = Luw * Cowp (1)

ads

Dynamics of the cooling cycle is defined by the Specific Cooling Power (SCP):

SCP _ Qdes + Qevap , (2)
Awt
where Aw is the adsorbate uptake exchanged during the cycle; T is the time of the cycle.

The quality of sorbent material affects both the COP and SCP, and its proper choice is of
prime importance. The choice of sorbent material should be based on comprehensive analysis that
takes into consideration both thermodynamic and dynamic aspects. Kinetic properties of the sorbent
material have the strong influence on the dynamic behaviour heat and mass transfer inside the
sorbent bed and contribute to the specific power of the cooler.

The mass of each adsorber is equal to the sum of masses of the adsorbent, metal of adsorber
and heat pipe heat transfer system. The mass of the low temperature sorber includes the mass of
BaCl, (270 g), the mass of the ACF “Busofit” (340 g) and the mass of steel case (1220 g). The mass
of the high temperature adsorber includes the mass of MnCl, (230 g), ACF “Busofit” (250 g), steel
case (1220 g) and thermosyphon (900 g).

3. THE THERMAL MANAGEMENT SYSTEM

E— | T

X on off IX

< 9 I 7

Fig. 3. Solar heater with two adsorbers, solar collectors (with flame as the back-up), vapour-
dynamic thermosyphon, two loop thermosyphons and two valves

The scheme of the thermal management system is shown on Fig. 3—4. Vapor-dynamic
thermosyphon can have several evaporators to obtain the heat from renewable power sources
(sunlight) and a gas flamer for back-up or an additional power source. It is made from stainless
steel. The working fluid is water. The evaporators of the vapour-dynamic thermosyphon are
disposed inside the vacuum glass solar collectors. The thermosyphon condensers are placed inside
two high temperature adsorbers. Such vapour-dynamic thermosyphon has low thermal resistance
(R=0.01 — 0.05 K/W), its length is one meter. The vapour and liquid minichannels and two-
condensers are switched on and off, alternatively, Fig. 4. To heat adsorbers the constant heat flow
from the thermosyphon evaporator (solar energy) was transformed into intermittent heat flow
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generating in condensers by alternative closing/opening valves, Fig. 4, disposed on liquid pipes of
the vapor-dynamic thermosyphon.

Adsorber 1 Adsorber 2

Fig.4. Schematic diagram of the vapour-dynamic thermosyphon: 1 — condensers, 2 — valves,
3 — liquid line, 4 — vapour line, 5 — evaporator, 6 — liquid pool of the evaporator

The advantages of this vapour-dynamic thermosyphon are: 1) low thermal resistance;
2) ability to transport the heat flow over a long distance in the horizontal position, which is difficult
to achieve, using conventional thermosyphons; 3) possibility to transform the constant heat load in
the evaporator to intermittent heat load in condensers (Fig. 5).

1204 1

100+

2
80—
[ 60
] 3 \/
/
20 30

204

0 1% 40 50 60 70

T, min

Fig. 5. Transformation of constant heat load to intermittent one: 1 — the evaporator of the
thermosyphon, 2 — condenser I, 3 — condenser 11

The cooling of the sorbent bed inside the high temperature adsorbers was performed by
stainless steel loop heat exchangers. The loop heat exchanger was made as a 2 mm tube placed
inside the annular gap of the vapour-dynamic thermosyphon condenser. The working fluid is water.
When the vapour-dynamic thermosyphon is closed (valve closed) the loop thermosyphon cools the
sorbent bed, realizing two-phase heat transfer inside the annular gap. The low temperature adsorber
(ACF + BaCl,) has the liquid loop system of thermal control (heat exchanger to transfer the cold
from the adsorber to the air. Thus the process of the heating/cooling of the sorbent bed in adsorbers
is performed.

4. THE SORPTION SYSTEM

The sorption system consists of the low temperature adsorber (ACF + BaCl, microcrystals)
and two high temperature adsorbers (ACF + MnCl, microcrystals) connecting by valves.

The mass of ammonia inside two high temperature adsorbers is higher than the mass of the
adsorbed ammonia in third low temperature adsorber. Thus there is a possibility to store ammonia
in the low temperature adsorber in two qualities (adsorbed gas inside the sorbent material only and
both adsorbed gas in micro pores and the liquid in its macro pores).

II-130



] CYSENI 2013, May 29-31, Kaunas, Lithuania
I; ISSN 1822-7554, www.cyseni.com

Such three adsorbers cooler has some advantages:

1. The liquid is disposed inside the capillary porous media and uniformly distributed along its
volume (non sensitive to gravity due to the capillary forces action).

2. During the time of cold generation, the intensive two-phase heat transfer occurs inside the
porous media. The effective thermal conductivity of the sorbent bed is at least ten times
more (micro-heat pipe effect [9]) to compare with the resorption cooler.

3. Two-phase micro-jets of ammonia during the evaporation inside the porous media impact
the loop heat exchanger and the adsorber envelope ensuring the uniform cooling.

The cooler is working as follows:

1. Initially three adsorbers have the same temperature. The valves are opened

2. At the time t; the high temperature adsorbers start to be heated by sun, the pressure in the
adsorbers is increasing, heat and mass transfer between high and low temperature
adsorbers is initiated.

3. The heat absorbed by the high temperature adsorbers from the source of energy (solar
collectors, gas flame) due to the pressure drop is transferred to the low temperature
adsorber by the ammonia flow. The low temperature adsorber during the time of
ammonia adsorption dissipates this energy to the surrounding through the loop heat
exchanger.

4. At the time 1, one of high temperature adsorbers starts to cool down to the ambient
temperature (by loop heat exchanger) and begin to suck the ammonia from the low
temperature adsorber. The cold generation inside the low temperature adsorber is divided
to two stages. Initially there is a volumetric evaporation of the liquid ammonia inside the
porous media of the sorbent bed following the intense two-phase heat transfer. The
second stage is based on desorption/regeneration of ammonia vapour in the sorbent bed.
The cold from the low temperature adsorber is dissipated to the ambient with the help of
the heat exchanger. The total time of cooling is equal to the time of the liquid evaporation
and the time of the ammonia vapour adsorption/decomposition:

5. At the time 13 the cold generation is finished. The ammonia is accumulated in the
medium temperature adsorbers, the valves are switched off. The cooler is ready for the
next cycle operation.

If we have two adsorbers filled with different sorbent beds, the cycle is separated in two main
phases corresponding to two pressure levels. Due to the effect of adsorption/desorption of the ACF
this pressure difference is dynamically changing during the cycle (completely different comparing
with chemical reactors). The carbon fibre as a fast sorbent material starts to react with ammonia in
the early stage of heating/cooling time (up to 5 min) and accomplish its reaction after the chemical
reaction of the salt is finished. The dynamic of the pressure change in the reactor is also fast and
starts before the salts are beginning to react. During the regeneration stage carbon fibre as a host
material helps to distribute microcrystals through the whole volume of a sorbent bed (ammonia
capillary condensation, salts dissolution in the liquid ammonia, salt rich liquid ammonia penetration
into the sorbent material due to capillary forces).

The micro/nano crystals deposit on the filament surface increase the sorption capacity of the
sorbent compound “Busofit+ BaCl,” 2-3 times. The activated carbon filaments and micro/nano
crystals enhanced the COP of the system to compare with conventional chemical heat pumps.
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Fig.6. Activated carbon fibre “Busofit”
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Fig. 7. Activated carbon fibre “Busofit” with micro crystals of BaCl, on its surface

The complex sorbent have a porous structure with a uniform micro and nano pore distribution
on the filament surface and inside the filament, Fig.6 There is also available a uniform distribution
of microcrystals on the filament surface without formation of agglomerates. Fig. 7 testifies the fact
that even for maximal concentration of salt BaCl, (low temperature adsorber) on the filament
surface its structure around the filament rest porous. It is convenient for heat and mass transfer
enhancement.

S. EXPERIMENTAL RESULTS

Three bed cycles of the adsorption cooler were experimentally investigated, Fig.8.
Experiments show that sorption cooler successfully works. It is interesting to consider two
special cases:
1. when in the low temperature adsorber the process of adsorption-regeneration and
desorption/decomposition is realized without the process of evaporation/condensation (Fig.
9);
2. when in the low temperature adsorber the process of adsorption-regeneration and
desorption/decomposition is accompany by the process of evaporation/condensation (Fig.
8, Fig. 10).
The first case is typical for the resorption cooler application. Temperature profiles on the
surface of the low temperature adsorber (T)), the mean temperature (T,) of the working fluid in the
loop heat exchanger and the heat flow g = ¢,GAT to/from the loop heat exchanger to the sorbent

bed are shown. The room temperature is 28 °C for the experiment at Fig. 9 and 14 °C for the
experiment at Fig. 8 and Fig. 10 due to weather conditions, there is heat insulation on the adsorber
surface.
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Fig. 8. Temperature changing with time in: T - the low temperature adsorber (ACF +BaCl,), T, —
mean temperature of liquid inside the loop heat exchanger, q — heat flow to/from the liquid heat
exchanger to the sorbent bed inside the low temperature adsorber
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Fig. 9. Temperature changing with time during resorption process in: T — the low temperature
adsorber (ACF +BaCl,), T, — mean temperature of liquid inside the loop heat exchanger, q — heat
flow to/from the liquid heat exchanger to the sorbent bed inside the low temperature adsorber

The second case is adsorption coolers with new effects due to the evaporation of ammonia
inside the porous bed, Fig. 10. The amount of ammonia driven to the low temperature sorber is
much higher and liquid ammonia is condensated and accumulated in the pores of the sorbent bed.
The temperature evolution in two adsorbers during the cycle of heating/cooling shows the
temperature decrease in the low temperature adsorber at least 12 °C—15 °C to compare with the
resorption cooler.
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Fig. 10. Temperature changing with time when using the effect of micro heat pipes in:
T, —the low temperature adsorber (ACF +BaCl,), T, — mean temperature of liquid inside the loop
heat exchanger, q — heat flow to/from the liquid heat exchanger to the sorbent bed inside the low
temperature adsorber

For such a cycle we have the cold generation at least of two times more. The mass flow
meters were used for the calculation of the degree of advance of chemical reactions and physical
adsorption. Instantaneous cooling and heating rate was also recorded. The cooling capacity obtained
is equal 250-300 KJ.

The process of evaporating of ammonia inside macro pores and condensation in them too
causes increasing in the effective conductivity of sorbent bed (micro heat pipe effect). Much higher
amount of heat transferred through the sorbent in less time. The specific cooling power of low
temperature adsorber is up to 107 W/kg (for the sorbent bed). The time of the cooling cycle is near
35 min. to compare with one hour for the conventional resorption cycle.

6. CONCLUSIONS

A three bed cooler with two high temperature sorbent (ACF + MnCl,) bed and a low
temperature bed (ACF + BaCl,) was created and experimentally investigated. Complex compounds
sorbent materials such as active carbon fibre and microcristals of the salts on its surface allow to
obtain larger amount of heat (cold) than usual simple sorbent. Heat pipe thermal management of
adsorbers gives an easy opportunity to successfully use renewable power sources. Using of micro
heat pipe effect allows obtaining much higher power output from sorption devices. The cooling
capacity obtained in experiments is up to 250-300 KJ. . The specific cooling power of low
temperature adsorber is up to 107 W/kg (for the sorbent bed). The time of the cooling cycle is
reduced twice in compare with the conventional resorption cycle. It shows that energy from
renewable power sources (solar power) can be used effectively. The investigated cooler can be used
as a part of the systems for maintain humidity and temperature in museums and other closed spaces
[10].
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REVIEW OF RENEWABLE ENERGY USE IN LITHUANIA’S ENERGY
SECTOR

P. Senioinas
Lithuanian Energy Institute
Breslaujos g. 3, LT-44403 Kaunas — Lithuania

ABSTRACT

Nowadays the demands electricity power of the world including Lithuania are increasing. It is also now
widely recognized that the fossil fuels (coal, petroleum and natural gas) and other conventional resources,
presently being used for generation of electrical energy, may not be either sufficient or suitable to keep pace
with increasing demand of the electrical energy of the Lithuania. So generation of electrical power by most of
fossil fuels causes pollution, which is likely to be more acute in future.

Lithuania has a good potential in biomass, hydro and wind power. Also now becoming more and more
popular solar, biofuel, hydro power, which produce electrical power and keep pace of increasing energy
demand. These renewable energy sources are Lithuania’s main goal to replace some fossil fuels (coal,
petroleum and natural gas) in future and to increase the share of renewable energy in energy mix to 23% by
2020. Aim of this article is to present a review of the renewable energy situation and assessed potential of
renewable’s in Lithuania. Also this article presents balances and renewable share of all fuel types to the
energy sectors. Also the problems related to the use of renewable energy sources in Lithuania.

Keywords: Renewable energy sources, hydro, wind, solar power, fossil fuel
1. INTRODUCTION

This paper gives a short overview of energy the conditions in the energy sector of Lithuania,
analyses the current situation and provides overview of the latest developments in the Lithuanian
energy sector. Currently renewable energy sources becoming more and more developed
(requirements of electricity demands in Lithuania are increasing) in Lithuania, renewable energy
sources (including biomass, solar, wind, geothermal and hydropower) that use indigenous resources
have the potential to provide energy services with zero or almost zero emissions of both air
pollutants and greenhouse gases [1].

The development of renewable energy sources will ensure an attractive alternative to traditional
energy because the combustion of fossil energy sources substantially increases environmental
pollution and accelerates climate warming, which causes natural disasters more and more
frequently. The use of renewable energy sources not only helps to resolve problems of climate
changes, but also creates conditions to combat poverty and problems of energy and economic
exclusion. [2] So it is extremely important to use renewable energy sources as widely as possible.
Each year the total energy share from renewables in Lithuania are growing continuously, because
possibilities of wider use of local fossil resources (oil, peat) are limited both in Lithuania and other
Baltic countries. The Lithuania’s target is to increase the share of renewable energy sources to at
least 23% of the country’s final gross energy consumption by 2020. It is most important to create
favourable conditions for the development of renewable energy sources in the country. The
following development directions of renewable energy sources have been established for all three
sectors (electricity, heating and transport) [2].

The current situation of RES (renewable energy sources) in Lithuania is very promising.
Conditions for the development of energy share from renewables, because the country has a great
potential in biomass, wind and hydropower energy. These are the main renewable sources (biomass,
wind and hydropower energy), but also there are some other sources such as solar, geothermal
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energy that are becoming more popular [3-4]. So all these RES can be developed and help Lithuania
to reach it goals by 2020.

2. METHODOLOGY

The analysis is based on the application of methodology of Lithuania’s energy statistics data
(which was collected and calculated) comparative analysis and detailed analysis of changes in
tendencies of economic development and structure of the country’s energy balances. Developing
and increasing total share of renewable energy sources final gross energy consumption every year.

3. RESULTS

The research on the current situation in the energy sector in Lithuania has shown that the main
tasks, challenges of the development of renewable energy sources in the energy sector concerning
the priorities of EU strategies are:

e To coordinate actions of market participants in separate sectors and to involve
municipalities in the promotion of the use of RES.

e To improve and implement support schemes which would create favourable conditions
for the use of RES.

e To ensure that all administrative procedures intended for projects for RES would be
proportionate, simple and transparent.

e By effectively developing electricity, thermal energy and gas infrastructure, to create
favourable conditions for the implementation of projects for RES and to coordinate the
development of RES with the principle of distributed generation.

e To increase use of all types biomass for thermal energy and electricity production.

e To increase the use of RES and electricity in the transport sector.

Main challenges of the Lithuania’s energy sector and the development of renewable energy
sources is to ensure that the share of RES in the country’s total final consumption of energy, which
amounted to 15.3% in 2008, would reach at least 23% in 2020, to seek the following procedures [2]:

e To increase the share of RES consumed in all kinds of transport from 4.3% of the final
consumption of energy in the transport sector in 2008 to 10% in 2020;

e To increase the share of electricity produced from RES from 4.9% in the country’s total
consumption in 2008 to 21% in 2020;

e To increase the share of RES in heating and cooling from 28% in the gross final
consumption of this sector in 2008 to 36% in 2020, and increase the share of district
heating produced from RES from 14.9% in 2008 to 50% in 2020.

During the last couple of years Lithuania has developed the use of RES. Also it has begun
active work to develop RES in all energy sectors in order to achieve ambitious target, to increase
the share of energy from renewable sources in gross final consumption of energy in 2020 — 23%.
Heating and electricity sectors are very important, because there are very complicated to implement
RES and use them properly in all municipalities and cities of Lithuania. Results show how much
Lithuania implemented RES into energy sectors, what the the future expectations are.

4. CONCLUSION

In conclusion energy sufficiency and properly use of RES in the country is an issue of
economic development, quality of life and state security. The main goal of the energy sector in
Lithuania is to ensure balanced, secure and sustainable supply of all kind of energy for national
economy and for better, cheaper energy.
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Lithuania has good conditions for the development of renewable energy sources, because the
country has a great potential in biomass, wind and hydropower energy. These RES that was
mentioned before have the biggest total share from renewables to all energy sectors. Every year
RES usage is becoming higher and higher. So Lithuania can reach its ambitious target, which are
that the total share of energy from renewables (in gross final consumption of energy) there will be
23% in 2020.
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INVESTIGATION OF EFFICIENCY OF POWER BALANCING IN THE
POWER SYSTEM OF THE VARIABLE SPEED PUMPED STORAGE
UNIT
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ABSTRACT

This article analyzes possibilities of effective usage of variable pumped storage unit in power system.
The main function of variable pumped storage unit is power compensation while ensuring power
reliability and quality of voltage and frequency parameters. In this investigation exciter and control
system of pumped storage unit is evaluated as well as structure and functional peculiarities in
generator and pump regimes. Probability of oscillations in power system is being modelled with
integrated wind plant parks and reaction of variable pumped storage unit to entailed power variation.
Iterations, statistical and numerical integration methods were applied for establishing parameters and
characteristic. The criteria of effective reliability, voltage and frequency parameters and security
indexes are determined.

Keywords: variable pumped storage unit, exciter and control system, generator regime, pump regime,
quality of voltage, quality of frequency

1. INTRODUCTION

The modern technologies are perfecting existent power plants and building new plants.
New variable speed generators are being installed in the pumped storage plants of Europe.
The variable speed generators can work as the motor. These units are recommended as having
high reaction in powers variation of the power system. It ensures stability of the power
system. Also efficiency raises comparing with the synchronous generators.

Nowadays the renewable energy is being installed in the power systems broadly. These
are sun, wind, biomass plants. The Sun and wind plant parks are generating the variable active
power which depends on conditions of the nature. This event is originating the balancing
problem of the power system [1].

The fundamental principles of the asynchronous machines are applied for the variable
speed generators. These principles are perfecting the excite control system of the variable
speed generators and searching for new ideas. One of ideas ensures the quality of the voltage
and frequency. It is determined by balance of active and reactive powers in the power system.
Important aspect in balancing powers is power system reliability.

For analysis the structure and principle circuits and mathematical models of the wind
plant parks, the power systems and the variable speed pumped storage units are created. The
fundamental theory of the automation control, which is certificate IEEE, is applied for
structure of the excite control system [3, 4].

The systems of the algebraic and differential equations are describing models. The
methods of numerical integration and iteration are applied for system analysis.
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2. MATHEMATICAL MODELS OF THE VARIABLE SPEED PUMPED
STORAGE UNIT AND CONTROL EXCITER SYSTEM

2.1. Mathematical model of the variable speed pumped storage unit

Electrical part of the variable speed pumped storage unit is analyzed according to
evidences of the classical electrotechnical theory. Large power pumped storage unit is
selected for analyzing. The inside stator and rotor winding structure of electrical part of the
pumped storage unit is identical to structure of the asynchronous motor with double feed rotor
[4].

Dynamic mathematical model of the variable speed pumped storage unit is described
the system of differential equations of d g coordinate system Fig. 1:

dl//d

=i _=Gas |
Cas=lds's T T 1Ps¥gs
. Wes . —
SgsTlasls Fgp T 1PsVds
dy
0=igsof. + —as0
gsV’s dt
1)
dzdr
Car=larfy + =g g mo vy,
dy
_i —qru
gr lar'y T g Jog=o v g,
dy
Zqr0
O—|qr0rr+ it

whereig, i, are currents’ vectors of stator and rotor; e, e, are electromotive vectors of stator
and rotor; y_, y electromagnetic flux vectors of stator and rotor; r,, r, active resistance of
stator and rotor; @, , @, angle frequency of stator and rotor.
For determining mechanic angle we express movement equation of rotor:
dgy TexTm+D6r
dt J

where Te, Ty are electromagnetic and mechanical driving torques moment; D is damping
factor, J is mechanic moment of inertia.

Then differential equation (1) we transform from polar coordinates to space Park’s
coordinates’ system in matrix form:

, (2)
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where L, L, are leakage inductance of stator and rotor; L, is magnetizing inductance.
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Fig. 1. Structural scheme of variable speed pumped storage unit and its excitation

Given matrix (3) and movement equation (2) we rearrange into state space equations.
Having applied Cauchy’s state space equation we express variable solutions of rotor angular
position and current of stator and rotor:

i) = A Oi0) + (A (o) he
° , @
or )=o) + j(eA(t_T))i .
0

where A, B are state equation matrixes; ¢ is time change.
Angle velocity w,, o, is integrated for determining angle relations of variable speed

pumped storage unit between mutual conditions of stator and rotor:
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0 =ja)sdt
Hr =] a)rdt , (5)
O =050,

where 6,, 6,ir 6,, are angular position of stator, rotor and mechanical.

From the first differential equation we express induction and angle frequency of inside
rotor and stator is substituted by electrical and mechanical angles (3).
From this solution (4) we express electro motion vectors:

i d d
Eds oL [ d ] ] oL d ] ids
_ r +7 —_ J— .
qu: sLs TS 5ks i _%qS, (6)
“ar d Lg Ol [rr Ji Lr) Omly %dr
egr| | ot lgr
d d

Summary active power P, and reactive power Q. may be computed by use of proposed

mathematical model of variable speed pumped storage unit power circuits and method of
solution:

Pe =3ledsids +eqsigs +edridr +§qriqr) @
Qe = 3(§qsids —€dsigs +eqridr —Edriqr) '

Gross output or consumed power of the variable speed pumped storage unit depends on
water potential power. We are expressing moments of driving of electromagnetic and
mechanic:

P
T, = max
oo ®)
kGYH3
Ty =V
Om

where Kk is the proportionality factor, H is the pressure height and G is a position of deflection
wheel.

According to this described mathematic model when the meanings of electro motion,
current vectors and condition angle meanings are known we establish active as well as
reactive power in variable speed pumped storage unit in pump and generator work regimes.

2.2. Excitation control block structure

Variable speed pumped storage unit structure of excitation control system has
analogical mathematically described control elements as well as control system of wind
power station [4, 5]. Excitation control system structure is modified assuming pumped storage
unit’s working regimes in proportional integral Pl elements and negative feedback. Dynamic
mathematic model excitation control stabilization structures made of grid side and rotor side
control blocks. Grid side control block is integrated into converter demodulator and rotor side
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control block is inverter modulator. Modulator and demodulator are controlled by impulse
width modulation. Excitation control structure has to ensure stable functioning of pumped
storage unit [6, 7].

Stator’s and rotor’s control currents i, — lis, i) — I, @ Well as rotor’s voltage

&(q)r — Eir are transformed. Control system grid’s and rotor’s sides elements’ basic constant

parameters are time constants Ty, integration factors Kjsp, proportion factors Kysr and
negative feedback compensation factors Kgsp. Calculation rotor side parameters are
reconciled with mechanic parameters of pumped storage unit and electromagnetic and
mechanic driving torques [8].

The control exciter system structures of synchronous blocs are created from
mathematical equation to describe function blocs. These function blocs are widely
investigated. Calculation of parameters is executed by standard fundamental theoretical
electronical methods.

Variable speed pumped storage unit with excitation control system are integrated into
power system equivalent circuit bus 4 Fig. 2.

3.  MODEL OF THE POWER SYSTEM

For power system power flow distribution analysis transmission grid equivalent circuit
with loads (RL1-RL15), generators (G5-G8), variable speed pumped storage units (VSPSUL,
VSPSU 2) and synchronous pumped storage units (G1-G4) presented in Fig. 2. The
synchronous and variable speed hydro units are connected parallelly in one bus.

For power system wind power park, which is integrated into the 9™ bus we describe
only generated power Fig. 2. Wind power park’s on dominant wind speed which depends on
the season. A 24 hours load graphic and generated power by other generators are also
evaluated. According to meteorological prognosis paying attention to seasons wind power
generated power is described using probability Weibull’s distribution:

K
k-1 v
T Mid
2
k v M
Hyp = -
Yid | “vid , 9)
2 2
R

Ripp = Rup(nom)"Hvp

where Hyp is Weinbull’s parameter for wind power station, Ppynom) Nominal power of wind
power station, Ppyy generate active power of wind power stations, I is gamma function, k is
form factor, v ir v \ig wind and medium wind speed, n number of wind power stations.

330 kV and 110 kV is made up, transmission grid lines are changed into equivalent
reactance’s (R1-R26). Power system is integrated into IPS/UPS system by connections (IC1,
IC5). In the equivalent system connections (IC6, IC7) are foreseen with neighbouring
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European power systems.

In the equivalent circuit power flow analysis is oriented to the 4™ bus in which variable
speed pumped storage unit is integrated and the 9™ bus which is wind power park.

We use Newton-Raphson’s method for analyzing and determining power system active
and reactive power flows. This method is described in scientific literature [9].

5 [RL10

IC6 IC3

Fig. 2. Equivalent simplified circuit of power system transmission grid

Fulfilling analyzing of reliability active and reactive powers of the synchronous and the
variable speed hydrounits are used power laws of reserve [9, 10]:

P(T)= lf#(l—e‘(“”ﬁj, (10

where T is timescale, x is recovery state, 4 is failure state.

We are accepting as generate and load powers in hydrounits t=0 moment of time. Then
their failure is t=T moment of time. From here we are doing assumption that operation of
hydrounits to generating and loading active and reactive powers. We know that active power
fulfils control of frequency of power system, while reactive power fulfils control of voltage
[11].

Power system equivalent circuit is formed from power flow analysis and wind power
park generated power (9) mathematical models which allow to fulfil thorough power flow
distribution analysis between the 9" and the 4™ buses.
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4.  DYNAMICS MODELLING OF THE VARIABLE SPEED PUMPED STORAGE
UNIT IN THE POWER SYSTEM

Variable speed pumped storage unit and its mathematical model excitation control
system according to technical characteristics and some specifications correspond to 2x250
MW active power real pumped storage unit. Active power of the synchronous pumped storage
units is 4x225 MW. Synchronous and variable speed pumped storage units are modeled at the
moment of start in regime of generator and pump.

We are accepting that active and mechanic powers are approximately equal:

P.=P,. (11)

Wind power park’s installed power bearing in mind expansion tendencies is 500 MW.
Autumn season’s wind power stations’ generated power is being modelled.

Lithuania’s PS 330 kV and 110 kV transmission grid simplified equivalent circuit
model is formed. The 9™ bus is the model in Palanga district and the 4™ bus is Kruonis PSPP.
We are modelling 1900 MW of active power in the power system.

5.  RESULTS OF ANALYSIS

For selected the synchronous and the variable speed pumped storage units and their
systems’ excitation control and power energetics work regimes are established limits of
mathematic models algebraic and solutions of differential equations convergence. Elementary
power system and synchronous and variable speed pumped storage units parameters are
substituted by per units’ system.

Applying Newton Raphson’s method power flow distribution, variations and influence
to power system grid are selected and the variable speed pumped storage units power circuits
are evaluated. Numerical integration method is applied for establishing and the variable speed
pumped storage units systems of excitation control operation characteristics of dynamic
processes and reliability. In 60 seconds interval medium wind power generated power and
power system loads are mathematically simulation in different scenarios (S1-S5) Fig. 3.
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Fig. 3. Active power of wind power stations and power system

Having identified power system power balance with generators and loads power
distribution in the system is imitated mathematically. Since investigation is related to power
system and its excitation control system we determine active and reactive power changes in
bus 4 Fig. 4, 5.
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Moment of rotor inertia and its control system compensate and stabilize power
fluctuations. Adequately they react to power fluctuations. If disconnect first hydro unit,
automatically connected second hydrounit in the power system Fig. 4, 5.
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Sensibility correction allows reconciling excitation control so that in variable speed
pumped storage units turbines would not intervene water hammer. Variable speed pumped
storage units ensure dynamic processes of power system reliability. This ensures active and
reactive power balance in the power system as well as frequency and voltage reliability.

This is a theoretical and practical model was applied. The main focus of attention is
designed for variable speed pumped storage unit system analysis. Analysis was used to ETAP
11 and MATLAB software packages.

6. CONCLUSIONS

1.  Mathematical model of the variable speed pumped storage units allow analyzing static
and dynamic processes in system.

2.  Variable speed pumped storage unit maximum possible active power change of
140 MW in generator operation conditions and corresponding change of 90 MW when
the unit operates as a pump.

3. The variable speed pumped storage units over synchronous pumped storage units are
advantaged, because starting and stopping time about 15 seconds.
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4.  Variable speed pumped storage units ensure effective powers balance and high
reliability in different scenarios.
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TASKS OF TRANSMISSION PLANNING IN COMPETITIVE ENERGY
MARKET

0. Kochukov, A. Mutule
Institute of Physical Energetics
Aizkraukles 21, LV-1006 - Latvia

ABSTRACT

The main objective of this paper is to show the ways of improving electricity generation and transmission
long-term planning methods. Paper reveals differences in approach to long-term planning in different market
organization models, showing similarities and differences in tasks and procedures. Performing of some
procedures is a complicated task, which requires creation of special computer models of interconnected
systems. There is given a small test case, providing model for justification of building real interstate link —
“LitPol”. Since the calculations are simplified and the results might be inaccurate, there are given only a
review of the method. The model is developed using newest development of Laboratory of Power System
Mathematical Modelling - PSPlanner software that also is going to be briefly presented.

Keywords: future electric power systems, transmission planning, cost-benefit analysis component, LitPol
Link

1. INTRODUCTION

Electricity supply has special characteristics which make the service unique as compared to
other types of industry. The end product has to be delivered instantaneously and automatically upon
the consumer's demand, therefore power system configuration have to be very precise and accurate.
Since there are plenty of changing parameters in a power system, such as loads, its future
development is essential. Power system planning objective is to determine a minimum cost strategy
for long-range expansion of the generation and transmission systems adequate to supply the load
forecast within a set of technical, economic and political constraints [1]. Moreover, careful planning
of the electric sector is of great importance since the decisions to be taken involve the commitment
of large resources, with potentially serious economic risks for the electrical utility and the economy
as a whole. Together with development of electricity market all over the world, planning procedure
became even more complicated, as small modification of a project terms could lead to significant
re-distribution of costs and profit between market players.

2. ECONOMIC EFFICIENCY OF INTERSTATE ELECTRIC TIES (IET)

From the one hand, there are a lot of problems related to dividing costs and sharing benefits,
especially in competitive market condition. From the other hand, IET could give huge advantages
for partner systems, they are [2]:

— Possibility to use larger and more economical power plants

— Reduction of the necessary reserve capacity in the system

— Utilization of most favourable energy resources

— Possibility of building new power plants at favourable locations

— Increase of reliability in the systems etc.

— Development of energy market

2.1. Procedure of IET evaluation in monopole market conditions

The first and most complicated task is to perform general evaluation of IET economic
efficiency. It is realized by comparing several development scenarios — new tie construction options
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with isolated operation scenarios, which could include local generation development or other
options. Economic efficiency is the base of justification of a project. In this step all above
mentioned effects should be taken into account and calculated for particular power systems. It is
always preferable to have single-criteria calculation, when all effects are adjusted to single unit of
measurement, so that in target function they could be summarized as follows [5]:

.
NPV = —L L —K oGt , (1)
= (1+d)
where NPV — net present value, K; — capital investments in year t, C; — other costs in year t, I —
income (benefit) in year t, d — coefficient of disconting, T — object lifetime

NPV is calculated for each development plan separately. The plan with highest NPV is the
most cost-efficient.

K: in one case could mean investments in IET and as alternative — investment in new local
generation units in other case.

C; could include annual costs for maintenance of IET, power plant or other equipment, costs
for energy import or production, energy losses costs, adjusted costs for non-delivered energy, CO,
emission costs etc. C; is separate summand just for convenience.

I; summarize all benefits from construction of a new tie or new power plant (might be also
another tie or even plan with no development actions). It could include direct incomes, like income
for generated and sold energy in local market, income for energy export, income from energy transit
etc. Benefits could be also indirect, like possibility of building new power plants at favourable
locations, utilization of most favourable energy resources, reduction of the necessary reserve
capacity in the system etc., but for technical reasons it is more convenient to calculate the costs of
opposite effects in another development scenario.

For example, we know that most likely construction of IET between System-1 and System-2
will reduce necessary reserve capacity in both systems. The scenario of isolated system will include
normal reserve capacities and the scenario with IET will include reduced values, what gives certain
benefit to systems. The amount of reduction depends on load curves of systems, where general idea
is to cover one system load minimums with another system load’s maximums. The higher is this
effect, the more benefit systems can get. Fig. 1 displays an example, how effective such overlay can
be.

In this example one system has load maximum value of 40 MW in winter and another system
has load maximum of 140 MW in summer (green circles highlight maximums). In this case
summary load maximum for both systems is:

Poommary = Puiax + Paax =140+40=180GW @)

But as we can see, the maximum of united system*s curve is only 166 GW. If necessary
reserve capacity is 10% from maximal load, totally it will be 18 GW in case of isolated operation
and 16.6 GW in case of united operation (1.4 GW difference). Now the monetary effect can be
calculated — it depends on costs for construction of additional capacities (it can vary from 500-
3000 EUR / kW).

Of course such a huge effect could be achieved only interconnecting systems with different
seasons of load maximum. In smaller systems located on similar latitude this effect would not be so
significant.

The market structure in monopole conditions is relatively simple — one company is
responsible for power generation, transmission, distribution and sales. In this case all costs of IET
project have to be covered by this company and respectively only this company (sometimes also
consumers) will benefit from IET.
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Fig. 1. Load curve overlay of two systems
2.2. Procedure of IET evaluation in competitive market conditions

Generally, in competitive market conditions there is forbidden to merge generation,
transmission and energy sale functions in frame of one company. In this situation choosing of IET
financing sources is not anymore obvious.

Multiple companies involved in local markets might benefit from construction of a new tie.
Fig. 2 shows IET connecting two systems with wholesale energy markets and gives an idea of
potential participants of IET project.

System 1

Transmission companies Sale companies

Generation companies Consumers

Wholesale market

IET

Wholesale market

Transmission companies Sale companies

Generation companies Consumers

System 2

Fig. 2. IET in competitive market conditions

Transmission companies might receive additional transit profit, generation companies will
have alternative for development of local capacities, sale companies will be able to buy energy for
lower price and sell it for higher prices.

Justification of IET project becomes an iterative task and NPV is calculated for each project
participant separately. IET is justified is the terms of a project satisfy all the participants. If this
condition is not fulfilled at least for one participant, the terms are adjusted and process is restarted.
Fig. 3 shows general algorithm of IET project justification in competitive market conditions [2].
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Fig. 3. Algorithm of IET project justification in competitive market conditions

General efficiency evaluation in this case will be similar as it was described in Chapter 2.1,
when IET construction scenario was compared with isolated operation scenario, taking into
consideration all above mentioned criteria. On this stage volumes of future energy trade should be
defined by calculating power flows through IET in different operational states. Power flows
respectively will depend on generation curves, load curves and market prices on both sides. Though
the task is similar to the general justification task in monopole market conditions, calculations
would give different results due to different power flow distribution principles.

Cost and benefit dividing between project participants is urgent task that directly influence
NPV of each participant. Variable values in this case are: transit price ($/MWh), energy import and
export prices for each partner etc.

Though algorithm is allowing infinite participants, the simplest case is having two
participants — one from each side. Most likely it would be transmission companies, which would
own IET and benefit from payments for transit later on. The main criteria for IET justification in
this case would be:

— Price difference in systems;
— Power flow through IET (it have to be big enough to cover investments and annual costs);
— Transit price (it influences import/export volumes and profit of transmission companies).

If energy prices are possible to forecast and a normal profit of sale companies is known, it is
easy to calculate power flows through tie at different transit prices, as they will also influence price
difference. The task of transmission company is to define an optimal transit price, that will give
maximal profit and cover investment amortization and annual costs for IET. Such approach could
lead to removal of one or several participants or users.

3. COMPUTER MODEL FOR IET EVALUATION

The method described above is hardly realized without using special computer models due to
large number of variables, like: scenarios, development steps, operation states, prices etc. For these
purposes it is offered to use PSPlanner (Power System Planner) software, which is newest
development of Laboratory of Power System Mathematical Modelling, Latvian Institute of Physical
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Energetics. The software is able to make full economic justification of generation and transmission
projects.

3.1. Object description

LitPol Link was chosen as an object for showing the process of modelling for transmission
justification purposes.

The LitPol Link project include interconnection between Poland and Lithuania consisting of
400kV overhead double-circuit transmission line Alytus-Etk (48+105 km), the modern substation in
Alytus, including back-to-back AC-DC 2x500 MW converter and upgrade of the existing network
infrastructure on both sides (see Figure 4). The total budget of the project is about 1.15 B€. The new
tie is planned to be open in 2015 (500 MW) and 2020 (1000 MW total) [3].

Lithuania
EAUNAS
ERUONMIS PSP
3 S

Russia

LIETUVOS
ELEKTRINE

GDANKES BLONIA

E2E STATION

e®
MATHI 105.6 m-tl.::‘;.'-"
g Belarus
oLz ¢ ; i ELK 6:,_
3 ] GRODNO
GRUDZIADZ ® Existing 330 and 400 kV substations
x:; OSTROLINKA ."-:.“. :: G [ ] Existing power plants
s, HH

— Existing 330 and 400 kV lines

A NAREW
FLOCK

LitPaol Link 400 kV line
Planned 330 and 400 kV lines

Poland

\

MILOSMNA

Fig. 4. LitPol Link and upgraded infrastructure of Poland and Lithuania [4]

The new power interconnection will allow Lithuania and other Baltic States to join the
Western European Electricity System, to have diversity of suppliers, higher reliability of power
supply and to remove dependency from primary energy sources hold by eastern neighbours [3].

3.2. The model

Fig. 5 shows model for LitPol Link justification in PSPlanner software. The model consists of
nodes — substations with defined load (white circles) belonging either to Lithuania or Poland, power
plants (circles with ,,G* inside) and transmission lines. There are existing substations with real
names and several imaginary (equivalent) substation with ,,Eq.X* name, which model a part of the
network that is not directly included to this scheme due to huge volume. Equivalent nodes have
both equivalent generation and load.
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PSPlanner v1.0

Fig. 5. The model for LitPol Link justification in PSPlanner software

Alytus—EIk connection is LitPol Link itself and is graphically presented as dashed line, since
it does not exist at the moment. There are also other dashed lines, which refer to future network
infrastructure. Existing power plants are graphically presented with solid connections to the grid
and plants with dashed connections are only connected at certain step in some scenarios, defined by
user.

At this stage user can define development events — connection of line or power plant,
changing import/export prices etc. Every event has monetary expression for its realization. Several
development events can be combined into one development scenario, for example combining the
event of realization of Elk-Alytus connection with realization of connections for infrastructure
upgrade in 2015 and setting a total cost 1.15 B€ would result development scenario of LitPol Link
project realization. On the other hand, combining events of connection of power plants marked as
»Planned” on both sides will result isolated operation scenario with local generation development.
Costs for new power plant construction can vary, depending on type, capacity and place. User can
define the year of each power plant construction. There can be also other scenarios, such as
changing of import/export price from other countries.

Generation capacities and costs, transmission capacities, node load curves (Fig. 6) and other
user-defined parameters influence power flows in different operational states. Information on values
for particular case could be found in literature [6] and [7].
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Fig. 6. Example of load curve selection for node ,,Kaunas*

The programme is able to calculate market-based power flows for particular operational state
(for example Spring, 2016) or for whole user-defined period together with other technical-economic
parameters, like NPV, giving a comparison of formed scenarios, so that user could make a correct
justified power system development decision.

4. CONCLUSIONS

There are several significant differences in transmission planning in different market
conditions. Even a small change in project terms could lead to re-distribution of costs and benefits
between project participants. A project is beneficial if it is beneficial to all participants. On of the
ways of setting costs and benefits for participants is circular redistribution, as it is shown on Fig. 3.

In order to make justification of a development project it is necessary to use computer
models, allowing to consider variable power system parameters and market structure of participants,
observing consequences in long perspective. Particularly, the model should include possibility to
make market-based power flow calculation, precise economic evaluation and flexible input
parameter data base, e.g. load curve. Several nodes of a model may be equivalent, covering a part of
a network or including lower voltage network.

The presented model after detalisation will capable to deal with LitPol Link justification with
certain approximation, though this topic is not included in this work.
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DEVELOPMENT OF THE MODEL FOR SMALL SCALE
ASYNCHRONOUS GENERATOR CONNECTION IMPACT ASSESSMENT
ON DISTRIBUTION NETWORK

A. Lvovs, A. Obushevs, A. Mutule
Institute of Physical Energetic
Aizkraukles str. 21, LV-1006 Riga — Latvia

ABSTRACT

It is expected that the production of electrical energy from renewable energy sources and liberalized market
further development can cause changes in the distribution network operating modes, as with time more small
scale power plants will operate in liberalized market rather than ones with subsidies. Such situation can cause
more frequent starts and stops of power plants comparing to current situation. To assess the impact of
asynchronous generator connection to the existing network, taking into account technical limitations, there
was created small scale HPP electric model, which simulates asynchronous machine transient processes.

Mathematical model of small scale HPP was developed for simulation of HPP electricity production. The
developed model consists of generator and network parts and is capable of modelling various generation and
load interaction scenarios. Different generation and load scenarios have been modelled to evaluate generator
connection impact on the existing network, taking into account technical constraints.

Load — generating interaction scenarios modelling were implemented in Matlab environment. Power flow
model was tested in Power World environment in order to verify the accuracy of its operation. Network and
HPP simulations were carried out using the widely accepted IEEE 37 node test feeder [1].

Paper focuses on description of model and electrical machine and results of case study performed to test
proposed mathematical model. The elaborated model can be used for representing wide range of HPPs in
assessment analysis of distribution network, as well as adapted for modelling of other types of power plants
that use asynchronous generators.

Keywords: Hydroelectric power generation, mathematical model, power distribution, transient process
1. INTRODUCTION

The paper presents the achievements of Institute of Physical Energetics (IPE) in SmartGrids
ERA-NET Project named “Efficient identification of opportunities for Distributed Generation based
on Smart Grid Technology (SmartGen)” (Project) during the second stage of Project realization.
The Project involves partners from four European countries — Balslev (Denmark), Bacher Energie
(Switzerland), Sweco (Norway) and IPE (Latvia).

During the first year of Project IPE have developed approach for small scale hydro power
plant (HPP) generation optimization under market (uncertainty) conditions. The approach was
based on calculations of stable operation modes of HPP and the main goal of the approach was to
find optimal operation schedule of HPP that would ensure maximal economical profit of HPP
owner. Results of the first stage of Project realization have been presented at various international
conferences, as well as included in their proceedings [2—4].

The second stage of Project implementation in Latvia continued with research in the field of
HPP operation, but with bigger focus on technical side — study of transient processes (changes of
currents and voltages) of asynchronous machine (generator) and their impact on the distribution
network. Latvian biggest distribution system operators JSC “Sadales tikls”” had major interest to the
results of the study, as there are more than 140 small scale HPPs in operation in Latvia and before
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the study Latvian DSO was not able to make full scale analysis of transient processes appearing,
when starting of generation at small scale HPPs.

The paper presents developed model for assessment of transient processes, describes
electrical machine used, as well as presents results of the model testing.

2. MATHEMATICAL MODEL OF ASYNCHRONOUS GENERATOR INDUCED
TRANSIENT PROCESS IN A DISTRIBUTION GRID

It is expected, that the production of electrical energy from renewables and liberalization of
energy market for small scale HPPs in Latvia can cause changes in the distribution network
operation modes. Changes in Latvian distribution network in future could be related with the fact
that till the moment there have been given a lot of permissions for small scale HPPs and also with
the fact that in future small scale energy sources operate in liberalized market that will result in
more frequent starts and stops of generators that will try to operate in hours with maximal electricity
price. Up to now it is not known how will bigger amount of small scale HPP and their starts and
stops will affect distribution network. The model developed and presented in this paper, as well as
in previous papers [2-4] is tended to help DSOs in evaluation of the HPPs affect.

This section gives theoretical description for a small HPP impact assessment for load —
generator interaction scenario, which will then be used in the model tests on the basis of real
example. To assess the impact of a new generator connection to existing network, taking into
account technical limitations as thermal limitations (according to maximal allowed current) of
power lines and values of voltages in nodes of network, electric model of small scale HPP was
created (see flow chart at Fig. 1), which simulates transient process of asynchronous machine.

. Asynchronous
Information about y
) generator
Grid
parameters

_ _ — Power flows
Begin t=0

|_Begin |— "1 Grid power flow | Voltage leve

calculation

—» Losses

Is in nodes —

g (1), g (0,1 (1), 1" (1) <—— calculation of the
differential equations
P(),Q(t) — during t — t+step

Fig. 1. Block diagram of the developed model

Flow chart consists of two parts — information input part (above dashed line) and calculation
part (below dashed line), that represents developed model. The latter is based on two mathematical
submodels — power flow model and asynchronous generation model.

Information input part
In this part, information about grid and HPP is inputted in the model.

Information about grid consist of following data:

e Power line and transformer impedances;

Types of loads (load curves) and load values at load points of grid;
Information about grid voltage and voltage regulation possibilities;
Base (slack) node;
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¢ Allowable voltage unbalance (for network simulations).

Information about HPP asynchronous machine comprises the following data:
e The maximum installed capacity of generator;

Nominal voltage level;

Rated frequency;

Stator resistance and leakage inductance;

Rotor resistance and leakage inductance;

Magnetizing inductance;

Combined rotor and load inertia constant;

e Number of pole pairs;

¢ Shaft mechanical torque;

e Initial value of slip.

After information on the grid and generator is entered, calculation can be performed.
Calculation part of the model begins with step “zero” — when HPP is not connected to the grid.
When the calculations for step “zero” have been performed, we received initial state of the grid with
known values of power flows, voltage levels in nodes, as well as losses in power lines.

At the next time step “t=t+step”, generator is connected to the network. Using data of the grid
from initial state (t=0), differential equations, that describe electrical machine, should be solved. As
the result we receive active and reactive power that is produced and consumed by generator, as well
as currents of generator. These results then are put in grid power flow calculations and calculation
process is repeated. Calculation interval “step” is chosen small enough to see dynamics of transient
processes.

Calculations have been performed for such time period that is big enough for transient
process.

3. MATHEMATICAL SUBMODEL OF ASYNCHRONOUS GENERATOR

Electrical machine used in the transient process model (see section 2) has been assumed as
idealized electrical machine and calculations are made using per unit system in dq coordinate
system. Used idealized machine, usage of per unit system, as well as equations that have been
created and used for evaluation of transient processes are being described further.

3.1. Ildealized electrical machine

Identification all mathematical relationships is practically impossible, so the solution is in
approximation of the number of factors. It means that we set aside the so-called second level
factors, whose impact on the transient process is not important.

The differences between idealized and real machine [5-8]:

e The magnetic circuit is not saturated,

e Hysteresis phenomena and losses of the steel are not taken into account;

e Distribution of magnetization forces is assumed to be sinusoidal, higher harmonics are not
taken into account;

e Leakage inductive impedance is assumed to be independent from rotor position.

3.2.  Asynchronous machine equations in relative values

In case of usage per unit system (p.u.), all values are expressed as part of the base rate. The
base values are different for different machines. When studying transient process of electrical
machine, machine nominal values are being used as base values. 3-phase winding is placed in both
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stator and rotor. Rotor winding parameters are being reduced to the stator side. Stator and rotor
windings are connected in star connection.
Advantages:

e Electrical machines equations in p.u. usually are in simplest form;

e The calculations are made with numbers that are close to "1" or some certain value;

e Control of calculations becomes simpler, as deviation of values of parameters due to
mistakes can be easily noticed;

e Comparison of different types of machines and machines with different power becomes
more simple, enabling the establishment of common criteria;

e In many cases, eliminates the need to recalculate values with one units to values with
another units;

e Maximum and effective values expressed with the same number.

Disadvantages:

e Equations in p.u. are often simpler, but it is more difficult to understand the physical side;

e Depending on choice of one or another p.u. system, the relationship between parameters of
machine is changing. It should be taken into account in equation-creating and equation-
solving process;

e Currently there is no one universally recognized p.u. system. This makes it difficult to
compare results of research performed by different authors;

e Confusion of relative value and physical units is possible.

Following base units are used in calculations in relative values:

f—f — base frequency [Hz];
b ™ 'n
U,=+2-U, — nominal stator voltage amplitude, phase voltage value [V];
I, =21, — nominal current amplitude [A];
U
Z = I—b — base resistance [Q];
b
3
Pb=§-Ub'|b — base power [W];
W, = gy — angular base frequency [rad/s];
Z
L, =—"2 —  base value of inductance [H];
@,
Pb p
M, = - — base value of torque [Nm];
b
J-o} . .
T, = P p - Interia constant of machine [p.u.].
¥

3.3.  Asynchronous machine equations in dq coordinate system in relative values

Induction motor unit can be operated in generator or motor mode. Operation mode is
determined by the mechanical shaft torque:

If M, has positive value, then machine works in motor mode;
If M, has negative value, then machine works in generator mode.

Electrical part of machine is described by a fourth-order differential equation, but mechanical
part by second order differential equations. All electrical parameters reduced to the stator side.
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Stator and rotor values are presented as two-axis system — d g coordinate system (see Fig. 2.).

Following subindexes are used in Fig. 2 [8]:

d - d-axisvalue;
g - g-axisvalue;
r - value related to rotor;
s — value related to stator;
I - leakage inductance;
m — magnetizing inductance.
R, oy, L L', (0-@)yv'y R,
o~ W@;/W\/_.
AN = « +
sd rd
Usd I-m U 'rd
d axis
Rs DYy Lls I“Ir (a)—a)r)'l//'rd er
th— v +
+o—/\/vyi4> i +
sq rq
U, L, U,
g axis
Fig. 2. Induction machine circuit schemes in d g coordinates
For description of asynchronous machine, the system of following differential equations has
been used:
: dy
U, =R iy -y, +—=
sd s 'sd l//sq dT
vy, L i, +L i
U5q=R5-|5q+a)-(//sd+ dr Ve s lsd m ' rd
d!//' 1 l//squs'lsq—i_Lm'lqu
Ulrd_er Ilrd_(a)_a)r) W'rq+d—rd ( ) l//rd_Llr I'rd+Lm'isd
dl//'r l//rq:L'r'Iqu—’_Lm'isq
' =R —w) v’ k where:
Urq errd+(w wr)V/rd+ dT Ls:LIs+Lm
d 1 — 1
Ti' da)m :Mem_Msl Lr LIS+|._m .
v Mem =Wy 'Isq _qu "Iy
doe, o
dr "
Where asynchronous machine parameters are defined as follows (all quantities are referred to the
stator):
R, L — stator resistance and leakage inductance;
R, L%, — rotor resistance and leakage inductance;
L, — magnetizing inductance;
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L,L', — total stator and rotor inductances;

Uy iy — daxis stator voltage and current;

U',i'y - daxisrotor voltage and current;

Ug iSq — (axis stator voltage and current;

U'i'y = gaxisrotor voltage and current;

Vsar¥sq — stator d and q axis fluxes;

¥'e¥W'y — rotordand qaxis fluxes;

@, — angular velocity of the rotor;

0, — rotor angular position;

p — number of pole pairs;

o, — electrical angular velocity (o, =m,, - p);
O, — electrical rotor angular position (®, =©, - p);
M — electromagnetic torque;

M, - shaft mechanical torque;

T, — combined rotor and load inertia constant;

J — combined rotor and load inertia coefficient.

The active and reactive power changes during the transient process determined according to
the following expressions:

P(t) :Usd 'isd +Usq 'isq
Q(t) =Usq 'isd _Usd 'isq ) (2)
S(t)=P()+ jQ(t)

If a squirrel-cage rotor is used (U'; =0,U",=0) and w=a,
machine’s differential equations look as shown in (3) [9].

=1 (U d :UGRID’Usq =0),

inhr. S

dy, .
— _yU,-R i+
dT sd s 'sd l//sq

av.
dr
dr

a'y
dr

T, 99 M. —m,

dr
do, W

dr "

=Usq _Rs 'isq —0Yy
=-R'-i'y+(o-w) v, (3)

:_R'r'ilrd_(a)—a)r)'wlrd

To solve Eq. (3), the fourth-order Runge—Kutta method was used.

I1-161



||; ISSN 1822-7554, www.cyseni.com

CYSENI 2013, May 29-31, Kaunas, Lithuania

4. TESTING OF TRANSIENT PROCESS MODEL

For model testing purposes, an asynchronous motor/generator with squirrel-caged rotor has

been chosen, with the parameters as follows:

P, = 160000 VA

R’ =0.007728 Q

Modelling of load-generation interaction has been done in Matlab environment. Power flow
model have been additionally tested in PowerWold environment to prove it’s precision. Simulation
of grid and HPP operation has been performed using widely known IEEE 37 node test feeder
scheme. Each load point in the test feeder represents some type of load with its own load diagram.

Calculations have been performed for 2 HPP connection cases — without and with
synchronization. In addition to these calculations, the model has been tested using not only IEEE 37
node test feeder, but also scheme that represents grid with unlimited power source. Taking into
account constraints of paper volume, results of model tests with grid with unlimited power source

are not included in the paper.

Figs. 3, 4 and 5 show results of calculations as active and reactive power flows, currents and
nodal voltages, respectively, in case of connection without synchronization (M <0 — generator

Uy(V) =400V | L’ =0.000152 Q
F, =50 Hz L, = 0.00769 Q
R,=0.01379Q | J=2.9kg*m’
Lis = 0.000152 Q p=2

mode (M, =-950N -m), slip=1).

16

- - -
o o b =

Active and Reactive power, p.u.
&

|

Fig. 3. Changes of active and reactive power of asynchronous generator in case of connection

Time,s

without synchronization (slip=1)
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ia
—ib

i

i e
i .

Current instantaneous values, p.u.

15 | I
0 05 1 15
Time, =

Fig. 4. Changes of momentary values of currents of asynchronous generator in case of connection
without synchronization (slip=1)

Voltage levels in nodes, p.u.

092 - .
0 05 1 15

Time, s

Fig. 5. Changes of voltage in network nodes in case of connection without synchronization (slip=1)

Results of calculations show that connection of generation to the grid without synchronization
results in appearing of oscillations of electrical parameters in the grid for time period of 0.3
seconds. These oscillations can result in disturbances of protection operation as well as of sensible
electronics, e.g. computers.

Figs. 6, 7 and 8 show results of calculations in case of connection with synchronization
(M, <0 - generator mode (M =-950N -m), slip = -0.025). This connection technique is usually

used in real life, especially for generators with big power. Before connection to grid, water gate
doors of HPP are opened and water pushes blades that in their turn makes rotor to rotate. At the
moment when rotation of asynchronous machine exceeds network’s frequency value by 2.5-5%,
synchronization of machine begins and it is connected to grid.
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15

—P, p.u.
—Q,pu.

-
(=]

o

(=]

Active and Reactive power, p.u.

| i i i
0 0.05 0.1 0.15 0.2 0.25 0.3
Time, s

Fig. 6. Changes of active and reactive power of asynchronous generator in case of connection with
synchronization (slip = -0.025)

Current instantaneous values, p.u.

Fig. 7. Changes of momentary values of currents of asynchronous generator in case of
connection with synchronization (s = —-0.025)

g — N —
: —
0.|15 0?2 l].I25 03
Time, s
Fig. 8. Changes of voltage in network nodes in case of connection with synchronization
(slip =-0.025)
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In case of connection with synchronization (slip value “-0.025”), oscillations of electrical
parameters in the grid appear for time period 0.1 second. Comparing results of two simulations, it
can be seen that synchronization of generator helps reduce time of oscillations, but not their
amplitude.

Results obtained from the calculations are similar to the results obtained through
measurements in real grid by personnel of Latvian DSO - JSC ,,Sadales tikls”. The fact confirms
that developed model works well.

To make these calculations in PowerWorld, active and reactive power
consumption/production of the HPP’s generator have been put into PowerWorld after they have
been obtained from the model (1)-(3). Figs. 9, 10 and 11 have been plotted in PowerWorld and
show changes of currents, voltages as well as losses in the grid in three states: 1) before the
generator is connected to the grid (t = 0 seconds); 2) the worst moment of the generator connection
to the grid (t = 0.0064 seconds); 3) state of the grid after generator synchronization. It should be
underlined that all the parameters showed in Fig. 9, 10 and 11 can be obtained also by using the
developed model, but PowerWorld gives better visualisation possibilities.
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Fig. 9. The studied grid before generator starts
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Fig. 10. The studied grid at generator start moment (0.0064s)
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Fig. 11. The studied grid after generator is fully synchronised

Results given at this section represent the worst operation mode — the combination of load in
the network and generation at which current and voltage values are the worst. The results are only
theoretical, as there have been used theoretical IEEE 37-node test feeder scheme. In case if
aforementioned results would be obtained for real distribution network and generator, the
conclusions would be that the network can normally operate with tested HPP generator if it is
synchronized with the network before connection. In case if generator is connected to the network
without synchronization, there could be some problems due to tripping of relay protection if there
would be used relatively small time of tripping. Calculations for real network haven’t been
performed because of confidentiality of real network data.

Calculations with the test feeder gives idea of possible model usage in real life. For example
there could be real network and there could be several places for generator connection. Using the
model there could be performed calculations and obtained results on values of voltage drops and
currents, as well as duration of transient process for all the possible HPP connection points.
Modelling can also take into account changing network loads — calculations can be performed for
low, middle and high load periods. This, in its turn, will allow personal of DSO to make decision on
possibility of generator connection to some node in the network, as well as decide on maximal
allowed power of generator.

5. CONCLUSIONS

Model in Matlab environment has been developed for full scale calculations of transient
processes. The model allows one to see values of currents and voltages occurring during transient
processes at very short time frame after generator start — 0-0.3 seconds.

The model presented at the paper has significant value for distribution system operators, as it
can be used for coordination of HPP development and relay protection devices installed in the grid.
The significance of the model for DSOs is also described by the possibility to use results of the
model for evaluation of HPP effect on power quality parameters in the grid, as DSO is responsible
for major power quality parameters. The model is important for developers of projects of small
scale HPPs as well, as it allows evaluating effect of HPP connection on the grid before making
investments in HPP construction. In case of construction of new HPP and having different
connection options, the developed model allows to choose the best location for construction of
power plant, as it can help to choose such place in the grid that needs no or needs less investments
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to grid in comparison to other possible locations. In case of reconstruction of existing power plant
(by improvement of generation capacities) or having plans to operate in power market, the
developed model makes it possible to evaluate further impact of HPP to the grid and identify the
need for network improvement. So, it allows both DSO and HPP owner to evaluate possibilities for
improvement and plan their investments.

The model, developed by the authors of the paper, accomplish previously created model for
optimization of HPP’s generation schedule. Both developed models together offer a tool for
extensive evaluation and planning of HPP projects from technical and economical side.

Taking into account that the developed models have been created in Matlab environment,
they can be used by wide number of professionals and the models have almost unlimited
opportunities for improvement and development of functionality. For example, the models can be
accomplished with separate module for evaluation of HPP operation on relay protection of grid.
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AC AND DC OPTIMAL POWER FLOW MODELS FOR LONG-TERM
DEVELOPMENT PLANNING

A. Obushevs, I. Oleinikova
Institute of Physical Energetics
Laboratory of Power System Mathematical Modelling
Aizkraukles 21, LV-1006 Riga — Latvia

ABSTRACT

Increasing integration in the Baltic electricity market and Europe-wide interconnection establishment makes
it necessary to consider markets principals for power system development planning. The Optimal Power
Flow (OPF) is one of the fundamental problems in power system analyses. Long-term development planning
typically requires a large number of repetitive OPF solutions. In this comparison, the calculation speed of the
OPF solutions beside their accuracy is observed. The full alternating current OPF is accurate, but takes long
solution time. The direct current OPF is a simple approximation of OPF that is very fast but is not so
accurate.

The paper first provides a general explanation of proposed method of zonal prices determination, which is
based on Interior Point Method (IPM) for finding maxima of Social Welfare or minimization costs of
production subject to power system constraints. Comparison of ACOPF and DCOPF models was
implemented in Matlab environment.

The papers second part provides case studies using both a small 4 node system and a somewhat larger 98
node model of the BRELL Ring (electricity ring of Belarus, Russia, Estonia, Latvia and Lithuania)
transmission grid. Results are provided comparing both the accuracy (generation levels, line flows, and
voltage angles) and the computational requirements of the two models.

Keywords: electricity market, optimal power flow, power system, power system development

1.  INTRODUCTION

Liberalised electricity market effects the power system development. It is determined by the
condition that electricity generators are independent from transmission and distribution operators
and their interests differ. This fact creates higher uncertainty conditions for the perspective forecasts
than before and power system development planning and optimisation is hampered. In this
connection in development tasks it is necessary to consider price formation mechanisms, for a more
detailed definition of benefits and costs with the introduction of new or liquidation of old power
system elements.

Pricing mechanisms for competitive electricity markets determine either a uniform price
(UP), a set of nodal or locational marginal prices (LMP), or only a few zonal marginal prices
(ZMP). Each of above mentioned mechanisms is characterized by level of complexity, ability for
appropriate allocation of investments as well as rightfully allocates costs for final consumers.
According to aforementioned meth