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Dear Reader of the Proceedings, 

 

Conference of Young Scientists on Energy Issues 2010 is already a seventh conference. 

Initiative came from young, enthusiastic researchers who realised that around ourselves 

we do have young, smart and science-oriented young people in the energy field, who need an 

event to come together and share their views, ideas, and success and disappointment stories. 

The very beginning was year 2004, when young researchers with the supervision of 

experienced scientists from only Lithuanian Energy Institute organised a conference. In 2005 

it became a national conference with participants from Kaunas University of Technology, 

Vilnius Gediminas Technical University, Vilnius University, Vytautas Magnus University – 

in fact from all science and education institutions of Lithuania involved in energy-related 

topics. Year 2006 was devoted to strengthen status of the conference among young 

researchers and their experienced supervisors and bring the message that only joint efforts in a 

small country we can reach our targets. In 2007 organising committee decided to put 

emphasis on regional and international dimension. In the conference we had papers from 

neighbouring countries – Belarus and Poland. We realised that facing challenges in energy 

research we have to bring together as many young researchers as possible to create a critical 

mass to be competent and competitive for the future research. Thus, conference is not only 

increasing the competence with involvement of best experienced scientists as peer reviewers, 

involving the review process participants of the conference as educational exercise, but also 

expanding geographically. In 2008 we already had papers and participants from Belarus, 

Estonia, Latvia, Lithuania, Russia, and India. In 2009 we had papers from Belarus, Estonia, 

Italy, Latvia, Lithuania, Nigeria, and Ukraine. Young scientists in the conference of Young 

Scientists on Energy Issues 2009 have an auditorium to share their views and findings of the 

research, a possibility to evaluate achievements and hear critical comments for the 

improvements. In 2010 we had 76 young scientists’ papers from various Lithuanian science 

and research institutions and that foreign institutions Latvia, Estonia, Belarus, Ukraine, Italy, 

Germany, Norway, Nigeria. 

We will keep this momentum in the future Young Scientists on Energy Issues 

conferences as well. Thus, we already now invite you to conference of Young Scientists on 

Energy Issues 2011, which will be held in 26–27 May, 2011 in Kaunas, Lithuania.  
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ABSTRACT 

2 µm thick Mg films were magnetron sputter deposited on stainless steel (AISI 316L) substrates and 
hydrogenated in low pressure plasmas using C2H2 and Ar gas mixtures at 2-10 Pa pressure. The 
separation of hydrogen from hydrocarbon compounds and storage in Mg films have been performed 
by molecular ion implantation of CHx

+ ions so avoiding hydrogen gas purification process. The depth 
profiles of H and C atoms in hydrogenated Mg films have been analyzed by Nuclear Reaction 
Analysis (NRA) and secondary ion mass spectrometry (SIMS), respectively, techniques. It is shown 
that carbon atoms accommodate in the 30 nm thick surface layer while H atoms are homogeneously 
distributed across the entire Mg film thickness after 0.5 h of plasma treatment under 1 kV bias voltage 
at 10 Pa working gas pressure. Results are explained considering transport kinetics of C and H atoms 
along grain boundaries of nanocrystalline Mg film. 

Keywords: Magnesium films, Molecular implantation, Hydrogen separation 

1. INTRODUCTION 

Mg-based materials have attracted extensive attention for application in the hydrogen 
storage technology due to the high storage capacity of the hydride phase, nearly 7.6  wt.% of 
hydrogen iclude with Mg to form MgH2. Unfortunately, the hydride phase of Mg-based 
materials is very stable and shows poor hydrogen absorption and desorption kinetics even in 
the range of temperature 300–350 0 C. In the past few years, substantial improvement in the 
hydrogen absorption and desorption kinetics have been achieved by several different methods 
[1] . The most effective methods realized so far are based on structural refinements of the 
material and the addition of proper catalysts. Nanocrystalline and amorphous magnesium-
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based alloys demonstrate the promising performance as hydrogen storage materials. 
Nanoscale particles are advantageous over bulk materials as they have a larger solid/gas 
interface area and shorter hydrogen diffusion paths, yielding potentially faster kinetics for gas 
absorption and desorption. The strong tendency of surfaces for oxidation modifies the 
hydrogen absorption and desorption. Small impurity levels of oxygen and water can result in 
the formation of surface oxides. For example, the nanocrystalline Mg and MgH2 samples 
handled under controlled inert gas atmospheres at room temperature are covered by 3–4 nm 
thick oxide barrier layer [2]. The presence of a dense native oxide layer serves as a barrier for 
hydrogen diffusion from the surface into the bulk, and from the bulk to the surface. So the 
study of the reactivity to oxygen and air and the passivation of Mg based materials is a major 
area of interest in this field, both from a practical and fundamental point of view. The 
accommodation efficiency of equilibrium molecular hydrogen in metals and alloys is 
extremely low in comparison with that of the non-equilibrium hydrogen [3]. In the present 
work, the plasma technologies are used to produce hydrides avoiding surface barriers 
hindering hydrogen transport from the surface into the bulk. 

 

2. EXPERIMENTAL 

2.1. Mg film deposition and characterization. 

The film deposition rate was determined from the slope of the sample weight change 
obtained using a microbalance with a weight uncertainty of 2 μg. Before each experiment, the 
chamber was pumped to the background pressure of 2⋅10–5 Pa. With a shutter placed between 
the target and the substrate with high purity (99,99) Mg, the chamber was filled with argon to 
the working pressure of 5.10–1 Pa. The distance between the target and substrate was fixed at 
130 mm.  The microstructure of the films was analyzed in air by X-ray diffraction (XRD 
(D8 discovery)) with the 2Θ angle diffractometer in the range of 20-70º using CuKα radiation 
in steps of 0.05º. Peak position and full-width of peak at half minimum intensity were 
obtained by fitting the measured peaks with two Gaussian curves in order to find the true peak 
position and width corresponding to monochromatic Kα1 radiation. The average crystallite 
dimension of the films, D, was calculated using the formula  

 ( )Θ= cos9.0 βλD , (1) 

neglecting the micro strain, where λ is the X-ray wavelength, Θ is the Bragg diffraction angle 
and β is the full-width of the peak after correction for the instrument is broadening.  

2.2. Film plasma irradiation 

 For studies of H  separation in Mg films by molecular ion implantation, the Mg-coated 
samples were moved into a vacuum chamber and attached to the water cooled sample holder 
made of graphite (99.9% purity) disc 6 mm-thick and 75 mm in diameter. Experiment scheme 
is shown in Fig. 1.  
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Fig. 1. Scheme of experiment. Plasma in crossed electric and magnetic fields is highly 

ionized and unhomogeneous 
 

The chamber was evacuated to approximately 10-5 Pa pressure by a cryogenic pump. 
C2H2 and argon gases were introduced into the vacuum chamber via a mass flow controller. A 
DC power supply was used to produce plasma that was source of ions for irradiation of  Mg 
film. Plasma was used as source for ion irradiation by CHx+ ions and its parameters such as 
ion flux and electron density were also measured using a Longmuir probe at 20 mm above the 
Mg sample located at the center of the ground electrode. The plasma measured parameters 
were the following: electron concentration – 8 ×⋅1010 cm-3, electron temperature – 3.1 eV, 
sheath bias – 11 V and ion flux – 5.5 ×⋅1015 cm–2⋅s–1 for fixed experimental conditions such 
plasma source power – 83 W, Ar gas pressure – 0.4 Pa, Ar gas flow rate – 0.85 cm3⋅min–1, 
C2H2 gas flow rate – 0.15 cm3⋅min–1 substrate temperature – 470 K.  

The substrate temperature was measured during irradiation by a thermocouple which 
was attached to the stainless steel substrate. Under the previous conditions, a steady state 
temperature of 470±10 K was reached after five minutes of irradiation. 

The intensity of ion irradiation is highly unhomogeneous for used magnetron plasma. 
This effect is known and described in [4]. The irradiation experiments were done at two 
working gas pressures: (i) at 0.4 Pa (λ = 3 × 10-2 m), (ii) and at 3.6 Pa (λ = 3.3 × 10-3 m). 
After plasma treatment of Mg coating, three characteristic regions on the Mg coating surface 
were distinguished: (i) the central region, where C adsorption rate exceeded plasma substrate 
erosion rate and continuous C film was grown, (ii) the region of intensive plasma irradiation, 
where plasma substrate erosion rate exceeded C deposition rate, and (iii) transfer region, 
where plasma erosion rate was about equal to C deposition rate (0.15 cm3⋅min–1). 

Table 1. The parameters of magnetron used for plasma generation in Ar and C2H2 gas mixture 
 

Sample 
Gas 

Ratio 
cm3⋅min–1 

Pressure, 
Pa 

Current, 
mA 

Voltage, 
V 

Time, 
min 

1 Ar/C2H2 
0.85/0.15 0.5 250 500 6 

2 Ar/C2H2 
0.85/0.15 0.8 250 500 6 

3 Ar/C2H2 
0.85/0.15 0.5 100 500 30 

4 Ar/C2H2 
0.85/0.15 1.2 250 560 6 
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After plasma treatment, analysis of C distribution in Mg film was performed. The depth 
profiles of C were measured by secondary ion mass spectrometry (SIMS(kore technology)) 
profiling using 1.5 keV Ar+ with a current of about 70 nA and a spot diameter around 2 μm. 
The ion beam was scanned over a 150x150 μm2 area. The sputtering yield of Mg was 1.6 
while that of C was about 0.9, as estimated using the transport of ions in matter (TRIM) 
Monte Carlo code [5]. These conditions gave sputter rate of about 2 nm⋅s-1. The effect of 
preferential sputtering on the surface erosion rate was neglected. 

The Nuclear Reaction Analysis (NRA) with 15N2+ ions for H distribution profiles was 
performed on the films at the Dresden-Rossendorf Tandem accelerator. The NRA 
measurements using the very sharp resonance in the reaction cross-section of 15N on H at 
6.385 MeV have been used to obtain high resolution hydrogen depth profiles. The resulting 
depth profiles yield dependences of concentration versus depth in at/cm². The elemental loss 
has been investigated for the elastic recoil detection analysis(ERDA) measurements by saving 
the spectra at 10 regular intervals during the measurement. The analyzed area is about 2x1 
mm² for ERDA and 1x1 mm² for NRA. Different areas have been used for the ERDA and 
NRA measurements. 

3. RESULTS  

Fig. 2 a and b include SIMS distribution profiles of C in Mg film after irradiation with 
C2H2 plasma during 0.5 h under 0.5 kV bias voltage for two different areas (sample 3): (i) C 
sputtering rate prevails C deposition rate , and (ii) C deposition rate prevails C sputtering rate. 
It is seen that in the case, when C film growth during deposition is eliminated by sputtering 
(Fig. 2a) , the penetration depth of C atoms is about 30 nm, i.e. slightly higher than the C 
penetration depth into Mg after plasma ion implantation calculated by stopping and range of 
ions in matter (SRIM) program. In the case when C deposition prevails sputtering (Fig. 2b), 
Mg film after hydrocarbon plasma irradiation is covered by 280 nm thick C film. The 
penetration depth of C into Mg film is equal to about 50 nm. 

 

 

 

 
Fig. 2. Distribution of C in Mg film plasma: a – C sputtering rate prevails C deposition rate, 

and b – C deposition rate prevails C sputtering rate (sample 3) 
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Fig. 3. Distribution of hydrogen in plasma hydrogenated Mg film 

 
Fig. 3 includes NRA distribution profiles of H across the thickness of Mg film after 0.5 h 

of hydrogenation and 1 kV bias voltage (sample 3). Hydrogen is distributed in the bulk across 
the entire film thickness with a maximum concentration of about 30 at.% in the near-surface 
region.  
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Fig.4. XRD patterns of Mg films: a – as-deposited, and b – after plasma treatment (sample 3) 

 
XRD patterns of Mg films before and after hydrogenation (Fig. 4a)includes a single 

characteristic peak for h-Mg (002) at 34.5° with a width corresponding to a mean crystallite 
size about 95 nm. After 30 min of hydrogenation(Fig. 4b), the intensity of the h-Mg (002) 
peak decreases with a width that corresponds to a mean crystallite size of about 65 nm. 

4. DISCUSSIONS  

The distribution profiles of C in Mg film (Fig. 2) are in agreement with predictions 
which follow from theory of simultaneous ion deposition and implantation [5]. The questions 
remains how to explain anomalous deep penetration depth of hydrogen. There have been 
different attempts how to explain deep hydrogen penetration. In studies [1, 2], it is suggested 
that the excess of chemical potential on the surface relative to grain boundaries for 
nanocrystalline materials produces a net flow of adsorbates into the grain boundaries 
generating high compressive stress. Under plasma irradiation, the surface is both chemically 
and physically distinct from the bulk. Differences in chemical potentials between 
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energetically activated surface, bulk and grain boundaries have been established. The 
transport of C and H atoms from the surface layer into the bulk depends on the difference of 
chemical potentials of surface and grain boundaries and on kinetic properties of C and H 
atoms moving along the interface of grain boundaries. Below 450 K, the C transport along 
grain boundaries is limited by slow kinetics of C atoms at the interface and C atoms 
accumulate in the near surface region. Meanwhile, the H atoms diffuse through grain 
boundaries and are distributed across the entire film thickness. In this way, separation of C 
and H atoms is realized in the bulk of Mg film. Further investigations to find depencev of C 
and H distribution profils on time and incident in energy are needed. 

5. CONCLUSIONS 

It is shown that at temperature 470 K the kinetics of C atoms along grain boundaries of 
nanocrystalline Mg film is slow, while the H atoms are transported deeply into the bulk. After 
plasma implantation, C atoms are located in the near surface region within about 30 nm and 
hydrogen atoms are distributed along the entire thickness of Mg film with a concentration of 
~30 at. % in the near-surface region and ~15 at. % at the interface with the substrate. Further 
investigations are needed for deeper understanding  of C and H atoms transport mechanism in 
nanocrystalline materials under plasma treatment. 
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ABSTRACT 

Global environmental concerns have ignited research to develop energy generation technologies 
which leave minimal ecological damage concerns of global climate change. These are driving nations 
all around the world to develop electric power generation technologies and transportation technologies 
which reduce carbon dioxide emissions. Renewable sources are one of the most discussed topics in 
this area of research, but the other problem is also to store energy in environmental-friendly way. 
Hydrogen is considered the fuel of choice for both the electric power and transportation industries. 
Nowadays between most expensive materials to be used in hydrogen technologies are membranes and 
membrane – electrode assemblies. In our work an idea is to develop the multilayered electron/proton 
conducting membrane using available polymers. Material for possible fuel cell applications is made 
from electron and proton conductive compounds: 2 different polymers (sulfonated poly (ether-ether-
ketone) (SPEEK) and polyaniline (PANI)) are used for this purpose. The membranes were 
characterized by Fourier Transform Infrared (FTIR) and Raman spectra. Thermogravimetric analysis 
(TGA) and conductivity measurements of simple SPEEK and complex membranes SPEEK/PANI are 
performed to assess their suitability in fuel cell applications and thermal stability. The proton and 
electron conductivities of such multilayered membranes were found from impedance measurements 
and preliminary data were reported.  

Keywords: polymer membrane, fuel cells, proton conductivity, electron conductivity 

1. INTRODUCTION 

Energy related topics are one of the most actual not only for scientists, but also for all 
humankind. Without this valuable resource we would not be able not only to develop our 
knowledge or improve our life, but even more – we would loose nearly all, what is associated 
with word “comfort”. Understanding of such a danger and the fact, that now humankind is 
highly dependant on non-renewable energy sources, has put any topic, related with possible 
problem solution, in focus of vast number both specialists and interested. 

For quite a long time fuel cells were one of the technologies, which would allow 
humankind to avoid pollution due to fact, that resulting product of reaction is either 
enviromental friendly (e.g. water) or is produced in much more smaller amount (e.g. CO2). 
For this reason alkaline fuel cells were chosen for space missions, where danger of bad air 
could turn into mission fail. Applications on Earth are also paid a lot of attention, since 
pollution is becoming significant problem, both due to life quality and climate changes [1, 2]. 
As a most easy way out of energy deficit, the renewable sources are named, but this type of 
sources is extremely dependant on availability (e.g. day time for Sun, un-classified time 
periods for Wind, Water in rivers only in spring etc.), so the question of energy storage in this 
case is raised. As one of the possible environment-friendly ways would be using hydrogen, 
because of it’s small weight, large combustion energy and availability in different compounds 
[3]. Then polymer electrolyte fuel cells could be a way to regain energy from hydrogen with 
only water as end-product, thus having no dangerous pollution at all.  
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Fuel cell working principles are known, but still there are possible a lot of 
improvements, making this topic full of challenges [4]. Some of the best-known topics are 
catalyst development and search for polymer, which would have good proton conductivity at 
optimal temprature for specified usage. Another problem is good contact between all 
component parts: membrane, electrodes and field flow plates, current collectors. Now to 
create membrane-electrode assembly, the polymer membrane and carbon cloth coated with 
catalyst are used. Due to different structures it is difficult to have good contact between 
conterminous parts. 

In our work we are exploring the possibility to create the new material for electrode on 
base of membrane material (sulfonated poly(ether-ether-ketone) (SPEEK) in our case) by 
adding electron conductive material (polyaniline (PANI)). 

2. EXPERIMENTAL 

2.1. Samples 

For experiments two polymers were used: SPEEK as a proton conductive compound 
and polyaniline as a possbile electron conductive part. Poly(ether-ether-ketone) (PEEK) was 
one of the first of the 'new generation' of engineering thermoplastics introduced and was 
developed by ICI in 1977 and first marketed in 1978. The material is one of the 
polyaryletherketone family – a group of partially crystalline polymers that are suitable for use 
at high temperatures. The polyether ether ketones have repeating monomers of two ether and 
ketone groups and PEEK is one of the highest rated thermoplastic materials in terms of heat 
resistance. The useful properties of the material are retained at temperatures as high as 315°C. 
The materials have excellent chemical resistance, high strength and good resistance to 
burning but equally the high cost of these materials makes applications limited to those where 
the properties are very necessary. The SPEEK is one of the possible Nafion`s replacement in 
polymer membrane fuel cells . It’s conductivity is based on SO3H groups and absorbed water. 
First factor is named “sulfonation degree” (SD); commonly SD is 100% in case all repeatable 
units have 1 group (n=1, m=0). PANI is one of the common polymers used as electron 
conductor and exists in 3 forms, only one of them (y=50%) is conductive (Fig. 1). H. Gharibi 
et al. [5] report that PANI is reducing necessary platinum ammount, which could have good 
influence on pricing. 

 

 
Fig. 1. Molecular structures of SPEEK and PANI 

SPEEK was prepared from poly(ether-ether-ketone) (PEEK) supplied by Aldrich and 
according to procedure described elsewhere [6]. We used PANI in non-conductive form 
(emeraldine base) with molecular weight of 60000 g mol-1, supplied by Aldrich. To evaluate 
an effect on conductivity of SPEEK, no additional dopand was used and PANI was only in 
non-conductive form. 

In this work the samples of two types are reported only: 100 wt% SPEEK and with 
10 wt% of PANI. 
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2.2. Methodology 

2.2.1.FTIR 

To determine the sulfonation degree of polymer, the Furje transform Infrared (FTIR) 
spectroscopy was used. Infrared spektra were recorded using Bruker Equinox 55 FTIR 
spektrometer. Spectra were recorded in interval from 500 cm-1 to 1700 cm-1 with resolution of 
0.5 cm-1. For raw PEEK material due to it’s bad solubility, the diffused reflection method was 
used and measured data were mathematically treated to receive absorbance. For new 
synthesized SPEEK membranes, the light transmition spectrum was measured directly. 

2.2.2.Water uptake 

To determine the water uptake of membrans, a simple method was used. Small sample 
(with area around 1 cm2) was cut out from membrane, weighted  and then left in deionized 
water for 24 hours. Then samples were taken out from water and weight gain was determined 
using following equation: 

 
membrane water membrane

membrane

M MWaterAbsorbtion
M
+ −

=  

2.2.3.Conductivity 

Membrane samples were placed in water for 24 hours before conductivity 
measurements. The relative humidity in conductivity cell was kept constant 100% during all 
measurements. 

Proton conductivity was measured with Becktech conductivity cell [7]. Four electrode 
scheme was used (Fig. 2) to determine in-plane conductivity of membrane. During 
conductivity measurements at different temperatures, the saturated water vapours were 
provided to cell with self-made special experimental setup. The constant current from DC 
power source (potentiostat VoltaLab PGZ301) is applied to electrodes 1 and 2; generated 
voltage is measured between electrodes 3 and 4 with Welleman DVM850BL multimeter. 

 
Fig. 2. Proton conductivity measurement scheme. Distances L and V are fixed;  

the thickness of membrane (W) is dependant from the sample 

3. RESULTS AND DISCUSSION 

To determine the presence of sulfonated sites in synthesized membranes, the FTIR 
spectra of PEEK and SPEEK samples were compared (Fig. 3). Due to different measurement 
methods (diffuse reflectance and direct transmission) and absorbtion values, both spectra were 
normalized for better understanding. Some changes between spectra were observed. The peak 
at around 1500 cm-1, which corresponds to C-C bond, splits into two in SPEEK sample due to 
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hydrogen replacement with SO3H group. Also for SPEEK sample the new peaks appear, 
which indicate sulfur and oxygen bound and it’s stretching vibrations. Since sulfur appears 
only after sulfonation, all the mentioned lines clearly indicate the positive results of 
sulfonation process. 
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Fig. 3. PEEK and SPEEK normalized absorbtion spectrum. Numbers are showing following 
peaks: 1 – C-C bond at 1470 cm-1 and 1493 cm-1; 2 – S=O bond at 1022 cm-1; 3 – O=S=O 
simetrical and assimetrical stretching vibrations at 1080 cm-1 and 1250 cm-1accordingly 

 
Water absorbtion degree in membrane is important parameter due to next contardictory 

facts: SPEEK proton conductivity is dependant from water, absorbed by membrane, and water 
absorbtion makes membrane to swell, deforming it. This two effects make water absorbtion 
capacity both positive and negative gactor, and balance is needed. Since PANI polymer 
absorbs nearly no water (below 1 wt%), an overall water absorbtion of 2 – component 
composite membrane is decreased, comparing to SPEEK membrane. At the same time the 
water uptake in our composite membrane is not close to zero, indicating possibility to have 
also comparably good proton conductivity. 

 

Fig. 4. Water absorbtion of SPEEK membrane and composite SPEEK/PANI membrane 
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The most important parameter for our membrane is proton conductivity, and measured 
values showed (Fig. 5), that for composite membrane the conductivity decreased significantly 
(3–4 times depending from temperature region).  
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Fig. 5. Proton conductivity for SPEEK membrane and composite SPEEK/PANI membrane 

 
One of the possible reason for signifficant conductivity decrease could be the possibility 

of SPEEK polymer to play the dopant role and PANI changes in direction of increasing “y” 
value (Fig. 1.). This process decreases the number of SO3H groups, which are responsible for 
proton conductivity in membrane. To increase the proton conductivity, another dopant 
polymer could be used, e.g. some acid. As it was seen from preliminary impedance spectra of 
composite SPEEK/PANI membrane, an electronic conductivity is found to be insignifficant. 
It would be suggested that PANI transformation to electron conductive form also woould 
increase the conductivity of composite membrane. Further research is needed to improve 
proposed composite membranes in this area. 

4. CONCLUSIONS 

Experimental results show, that adding polymer PANI to polymer SPEEK decreases 
proton conductivity of composite membrane. Electronic conductivity without dopand is too 
small to use membrane also as electron conductor. Improvement of membrane material is 
planed to create appropriate composite membrane with both types of conductivity by adding 
dopant.  
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ABSTRACT  

The present work reports the results of investigation of hydrogen separation from synthesis-gas. A 
mathematical model that describes the process of hydrogen separation from synthesis-gas in tubular 
and plane-frame elements on the basis of metal membrane has been developed. The effects of the 
convectional external diffusional and intramembrane resistances on the mass transfer in a gas-
separating element, degree of hydrogen dissociation at adsorption on the surface of metal membrane 
are taken into account. The integro-differential equation is obtained which makes it possible to 
calculate the most important characteristics of the membrane separation, that is, the rate of hydrogen 
mass transfer through the metal membrane taking into account external diffusion convective and 
intramembrane diffusion resistances, degree of hydrogen dissociation, the physical properties of 
synthesis-gas, the physiochemical properties of membrane, the technological parameters of the 
process and the geometry and dimensions of the membrane element. The procedure of calculation of 
the hydrogen permeation rate has been proposed on the basis of received solution. The advantage of 
this procedure is that the integro-differential equation of the hydrogen permeation rate can be 
converted to the ordinary nonlinear differential equation of first order in separable variables. It is 
solved by the Runge–Kutta method of fourth order. In present work the influence of temperature on 
the processes of mass transfer in membrane metal gas-separating elements are analyzed.  

Keywords: hydrogen, gas separation, metal membrane, hydrogen permeation rate 

1. INTRODUCTION  

Since hydrogen has a number of advantages over other energy resources, in the last 
years there have been strong developments in technology for hydrogen separation from 
hydrogen-containing mixtures. The separation technology used in H2 production depends on 
the application, the desired H2 purity and the downstream impact of CO or N2. Synthesis-gas 
is a mixture of hydrogen and carbon monoxide predomination. Today it is one of the most 
widespread fuels and may be source of hydrogen-containing products. CO:Н2 ratio depends 
on method of synthesis-gas production and it is varying from 1:1 to 1:3 [1]. Four different H2 

purification technologies are widely practiced in industry; these include: 1) absorption, both 
chemical and physical, 2) adsorption, 3) membranes and 4) cryogenic processes [2]. 

In the last decade of the previous century and at the beginning of the new one, there has 
been a considerable upswing of interest in devices that separate gas mixtures of various 
compositions on the basis of membranes [3, 4]. This is ascribed to the fact that the 
traditionally used technologies have reached their limit from the viewpoint of their further 
optimization and adaptation to the increased requirements of industry. The use of membrane 
facilities allows to intensify the process of gas separation considerably. Among the 
advantages of the membrane method are the ecological purity, reliable operating, 
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compactness, explosion – and fire-safety, flexible characteristics of separation and their 
smooth regulation, the mobility of the process [5].  

Over 700 patents have been issued since 2000 for hydrogen selective membranes. 
Hydrogen selective membranes such as metal ones have been evaluated for commercial 
hydrogen separation. Because hydrogen in membrane is transported in dissociated form, 
metal membranes can be almost 100% selective towards hydrogen (ultra pure hydrogen is 
containing little (< 1 ppm) or no carbon oxides). Among hydrogen metal membranes, Pd –
based membranes remain the most promising [2].  

However, not only must one solve a number of technological problems for membrane 
processes of gas separation to be commercialized, but one must also create calculation 
methods for these processes. The underlying principles of mechanisms of separation of gas 
mixtures in membranes is at the study stage. This is attributable to a multitude of factors that 
influence the process: a wide range of gas mixtures varying in their physical properties; 
diverse implementation of membrane separation (shape of the channel, excess pressure, initial 
concentration, etc.); membranes varying in the material and, as a consequence, in their 
physiochemical properties exerting their influence on permeability and selectivity. To do this, 
it is necessary to know the main mechanisms of convective hydrogen separation.  

To calculate modules incorporating membranes one has to solve a conjugate problem of 
convective mass transfer in the head channel and of mass transfer through the membrane. In 
this case, the external diffusion resistance in the head and drainage channels is usually 
ignored and the gas composition is assumed to be equal everywhere over their cross sections 
because of the high diffusivity of gases at comparatively low pressures and the low 
penetrability and selectivity of the membrane [5, 6]. However, the development of high-
selectivity metal and polymeric membranes, which can be used at high pressures in the head 
channel, has changed the situation. In apparatus with such membranes the external diffusion 
resistance is comparable with the resistance to the internal mass transfer in the membrane. 
Such a problem for a polymeric membrane has been posed for the first time and solved in [7, 
8], but hydrogen dissociation on metal membrane is left out of account. Therefore, it makes 
sense to calculate the operation of apparatus in the presence of external and intramembrane 
diffusion resistances, hydrogen dissociation on metal membrane. 

In [3, 4] consideration is given to some laws that govern mass transfer in membrane 
elements on the assumption that injection of a gas mixture does not change the properties of 
the main flow, whereas the gas dynamics of the flow is independent of the separation process 
on a membrane and is determined by the relations that follow from Berman’s solutions [9]. In 
[5, 10], the laws governing mass transfer in the head channel of the membrane element are 
considered on the basis of the analogy with the heat-transfer problem. The disadvantage of 
these works is that in the case of the membrane element of gas-separating module it is 
necessary to solve a more complex problem of conjugate mass transfer in the head channel 
and membrane, when the magnitude of the rate of gas penetration is the unknown quantity 
and cannot be assigned a priori as a boundary condition. 

The aim of the present investigation is to determine the most important characteristic of 
the membrane separation of synthesis-gas – the rate of hydrogen mass transfer through the 
metal membrane taking into account external diffusion convective and intramembrane 
diffusion resistances, hydrogen dissociation on metal membrane. 



             CYSENI 2010, May 27–28, Kaunas, Lithuania 
             ISSN 1822-7554, www.cyseni.com 
 

I-15 
 

2. MATHEMATICAL MODEL  

2.1. Formulation complex problem of conjugate mass transfer in membrane unit 

For the analysis of the gas separation and prediction of hydrogen permeation rate it is 
necessary to create mathematical models providing the description of the main processes that 
influence on the transfer substances.  

The main processes determining the gas separation include [11]: convective mass 
transfer in the head channel, mass transfer through the membrane, convective mass transfer in 
the drainage channel. Hydrogen transport through the membrane can best be described by the 
solution/diffusion mechanism: hydrogen is adsorbed on one side of the membrane, splits into 
two atoms, diffuses through the metal matrix, and recombines and desorbs at the permeate 
side (Fig. 1). The level of influence of processes can be differ from various physiochemical 
properties of a membrane, technological parameters of the process. 

 

Fig. 1. Basic processes determining the hydrogen separation 

Apparatus with tubular and plane-frame elements are used for hydrogen separation. A 
syntethisis-gas with a hydrogen concentration c0 enters into the head channel of the 
membrane element (Fig. 2).  

 
Fig. 2. Diagram of membrane separation of synthesis-gas mixture: membrane unit – cell containing a 

drainage and head channels, a membrane to separate the streams of feed, permeate, and retentate; 
membrane module – manifold assembly containing membrane unit; permeate – stream containing 

penetrants that leaves a membrane module; retentate – stream that has been depleted of penetrants that 
leaves the membrane modules without passing through the membrane to the downstream; r  is the 

radial coordinate, m; R is the  radius (halfwidth) of the channel, m; u  is the longitudinal projection of 
the velocity, m/sec; V  is the rate of penetration of hydrogen through the membrane, m/sec; x  is the 

longitudinal coordinate, m 
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As a result of the different penetration rates of hydrogen and carbon monoxide during 
flow through the membrane, the composition of the mixture undergoes a change. In the head 
channel the fraction of the hydrogen is decreased as a result of passage through membrane 
and the concentration of the carbon monoxide is increased. The gas mixtures from the head 
and drainage channels are delivered from the membrane element. The resistance of the 
drainage channel is not taken into account in this work. 

When gas separation is implemented in practice, gas separation circuits are used, 
including hollow-fiber and flat-frame units based on the membranes with different separation 
characterictics (Fig. 3). Since carbon monoxide penetrability coefficient tent to zero, the metal 
membrane is regarded as semipermeable membrane (only hydrogen passes through the 
membrane). 

 
Fig. 3. Temperature dependence of hydrogen penetrability coefficient through metals [11] 

The flow in the head channel is two-dimensional and symmetrical relative to the 
channel axis, laminar, steady, and fully developed at the entrance to the channel. The 
synthesis-gas is incompressible, the process is isothermal, the coefficients of viscosity and 
diffusion are constant. The bulk viscosity and barodiffusion are neglected. The coefficients of 
viscosity are described by a viscosity equation of Wilke for gas mixtures [12]. The 
coefficients of diffusion are described by a Chepmen-Enskii method [12]. The hydrogen 
penetrability coefficient Λ is usually independent of gas concentration in the membrane and is 
described by Arrhenius theory [13].  

The continuity equation, the equation of motion (in projections), and the equation of 
convective diffusion can be written in dimensionless form as  
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where 0u u u=  is the dimensionless longitudinal projection of the velocity; 0u  is the mean 
flow rate at the input of the channel, m/sec; x x L=  is the dimensionless longitudinal 
coordinate; L=1 m is the caliber of length of the channel, m; r r R=  is the dimensionless 
radial coordinate; α = 0 corresponds to a plane-frame unit and α  = 1 corresponds to a tubular 
unit; ( )0L u Rυ υ=  is the dimensionless radial projection of the velocity; υ  is the radial 

projection of the velocity, m/sec; ( )2
0p p uρ=  is the dimensionless pressure; p  is the 

pressure, Pa; ρ  is the density, kg/m3; 0Re u R v=  – Reynolds number; ν  is the kinematic 
viscosity, m2/sec; R Lε =  is the ratio between two characteristic sizes of the channel; c is the 
concentration of the hydrogen; 0PeD u R D=  is the diffusional Peclet number; D is the 
diffusion coefficient, m2/sec. 

The boundary conditions can be written as 
at the input to the channel (at x = 0): 

0c c= , 0p p= , ( )23 1
2

u rα +
= − , (4)

at the axis (plane) of symmetry (at r = 0): 

0u
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on the membrane (at r = 1) 
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where substript 0 is the value at the input of the channel; ( )0V VL u R=  is the dimensionless 
rate of penetration of hydrogen through the membrane; Λ  is the penetrability coefficient, 
mole·m/(m2·Pa1/2·sec); M is the molar mass of the hydrogen, kg/mole; substript w is the value 
at the wall of the channel; mδ  – effective thickness of the membrane, m; exponent 1/2 is 
degree of hydrogen dissociation at adsorption on the surface of metal membrane.  

Hydrogen transport through Pd-based membranes is commonly described by Sieverts’ 
law which results from the coupling of two main processes: adsorption of molecular hydrogen 
and its dissociation into atoms, at the upstream membrane surface (H2→2H) and vice versa at 
the downstream surface of the metal membrane and the atomic hydrogen diffusion in the 
metallic lattice. 

As follows from the formulation of the problem, the continuity equation, the equation of 
motion, and the equation of convective diffusion are interconnected since the unknown rate of 
mass transfer through the membrane V(x) depends on the concentration and pressure of the 
gas at the wall. The problem will be solved on the assumption that V(x) is known. In this case, 
the equation of motion and the equation of convective diffusion can be solved independently. 

In solving the equations of continuity and motion (1), (2), subject to boundary 
conditions (4)–(6), we find the distributions of the rates and pressure in the membrane 
channel: 
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2.2. Analytical semi-integral method 

To analyze the equation of convective diffusion (3) a semi-integral method is proposed. 
The essence of the method is that the distribution of concentration in the diffusion layer is 
determined directly from the equation of convective diffusion in the region adjacent to the 
membrane. Using the continuity equation (1), the equation of convective diffusion can be 
written in a conservative form: 

( )( ) ( )( )1 1 1
PeD

r u c r c cr
x r r r

α α
α

υ

ε

∂ − ∂ − ∂ ∂⎛ ⎞+ = − ⎜ ⎟∂ ∂ ∂ ∂⎝ ⎠
. (12)

Since the diffusion Prandtl number is small (0.7–1) for gas mixtures, the diffusion 
boundary-layer zone occupies a small part of the membrane channel in a laminar regime and 
so can be ignored.  

We propose to solve the equation of convective diffusion (12) at the boundary 
conditions (5), (6) by a semiintegral method. The essence of this method is as follows. We 
write Eq. (12) in the form 

( )( ) ( )
D

1 1 1 0
Pe

r u c cr r c
x r r

α
α αυ

ε

∂ − ⎡ ⎤∂ ∂
+ + − =⎢ ⎥∂ ∂ ∂⎣ ⎦

. (12)

Let us drop the first term of the equation and integrate the remainder with respect to r at 
the boundary conditions (5), (6). As a result, we obtain 

( ) ( )( ) ( ) 2 4
w

5 3 1, 1 1 exp Pe
8 4 8Dc x r c x V x r rα α αε⎛ + + + ⎞⎛ ⎞= − − − − +⎜ ⎟⎜ ⎟⎝ ⎠⎝ ⎠

. (13)

The concentration distribution (13) is true for the region near the membrane. To 
determine such a distribution everywhere over the cross section of the membrane channel, we 
will derive an integral equation of mass balance. For this purpose, let us integrate Eq. (13) 
with respect to r from 0 to 1 at the boundary conditions (5) and (6): 

( )
1

0

1 0r u c dr
x

α∂
− =

∂ ∫ . (14)

The condition (14) means that the mass balance for carbon monoxide is carried out. This 
expression can be written, in view of (4), as 

( )
1

0

0

11
1

cr u c drα

α
−

− =
+∫  (15)
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To determine the dependence ( )wc x , we substitute relation (13) into formula (15) and, using 
expression (9), obtain 

( ) ( )

( )

( )( ) ( ) ( ) ( )( )

1
2 2 4

0

0

w
0

5 3 11 exp Pe
8 4 8

2 1
.

1 3 1 1 1

D

x

r r V x r r dr

c

V x dx c x

α α α αε

α α α

⎛ + + + ⎞⎛ ⎞− − − + =⎜ ⎟⎜ ⎟⎝ ⎠⎝ ⎠
−

=
⎛ ⎞

+ + − + −⎜ ⎟
⎝ ⎠

∫

∫

 (16)

For membrane separation of gases small values of ( )PeD V xε  are typical, hence the 
exponent can be expanded into a Taylor’s series, and we can restrict ourselves to the first two 
terms of expansion, neglecting terms of the order ( )( )2

PeD V xε : 

( )

( ) ( )( )( )

2 4

22 4

5 3 1exp Pe
8 4 8
5 3 11 Pe Pe .

8 4 8

D

D D

V x r r

V x r r O V x

α α αε

α α αε ε

⎛ + + + ⎞⎛ ⎞− − + =⎜ ⎟⎜ ⎟⎝ ⎠⎝ ⎠
+ + +⎛ ⎞= − − + +⎜ ⎟

⎝ ⎠

 (17)

As a result, we find 
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0
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11
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α α

−
= −

⎛ ⎞⎛ ⎞ +
− + −⎜ ⎟⎜ ⎟ + +⎝ ⎠⎝ ⎠

∫
. 

(18)

Substituting (11) and (18) into (7), we obtain an equation for hydrogen permeation rate 
V(x): 

( ) ( )( ) ( )

( ) ( ) ( )( ) ( )

0
0 0m

0

D
0

1 3
1 1 ( )

Re

11
5 171 1 1 Pe
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x x
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MV x p V x dx dx
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V x dx V x

α α
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εεδ ρ

αα ε
α α

⎛ ⎞+ +Λ
= − − + ×⎜ ⎟

⎝ ⎠

−
× −

⎛ ⎞⎛ ⎞ +
− + −⎜ ⎟⎜ ⎟ + +⎝ ⎠⎝ ⎠

∫ ∫

∫

. (19)

The integral equation obtained allows one to calculate the most important characteristic 
of the membrane separation of synthesis-gas – the rate of hydrogen mass transfer through the 
metal membrane taking into account external diffusion convective and intramembrane 
diffusion resistances, the physical properties of synthesis-gas, the physiochemical properties 
of membrane, the technological parameters of the process and the geometry and dimensions 
of the membrane element. 

3. DETERMINATION OF THE HYDROGEN PERMEATION RATE 

3.1. The procedure of calculation of the hydrogen permeation rate 

The procedure of calculation of the hydrogen permeation rate has been proposed on the 
basis of received solution (19) that will enable us to analyze the process of separation of the 
mixture in the gas-separating unit with metal membranes and to evaluate the prospects for 
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searching metal alloy suitable for manufacture of membrane unit to isolate hydrogen from 
synthesis gas. 

Let us transform the equation (19) to a differential one. To find the dependence of the 
hydrogen penetration rate on the longitudinal coordinate x, we use simplifying assumption. 
Using the expression for the dependence of pressure on the longitudinal coordinate x (11) at 
the characteristic values of the membrane separation of synthesis-gas, we estimate from above 
the pressure in unit, having assumed that V(x) = V: 

( )( ) ( ) ( )2 2

0

1 3 1 3
( )

Re Re 2
xp x p x V

α α α α
ε ε

+ + + +
= − + . (20)

Since the second and third terms are small in comparison with the remaining terms, it 
can be neglected within one unit. In this case, Eq. (19) takes the form 

( )
( ) ( ) ( )( ) ( )

0 0

m
D

0

11
5 171 1 1 Pe

5 7

x

p cMV x
V x dx V x

εδ ρ αα ε
α α

⎛ ⎞
⎜ ⎟

−Λ ⎜ ⎟= −⎜ ⎟⎛ ⎞⎛ ⎞ +⎜ ⎟− + −⎜ ⎟⎜ ⎟⎜ ⎟+ +⎝ ⎠⎝ ⎠⎝ ⎠
∫

. (21)

For this purpose we introduce the notation ( ) ( )
0

x

V x dx xϕ=∫ , ( ) ( )V x xϕ′= and pass 

from the variable V(x) to a new variable ( )xϕ :  

( )
( ) ( )( ) ( ) ( ) ( )

0 0

m
D

11
5 171 1 1 Pe
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p cMx
x x

ϕ
εδ ρ αα ϕ εϕ

α α

⎛ ⎞
⎜ ⎟

−Λ ⎜ ⎟′ = −⎜ ⎟⎛ ⎞+⎜ ⎟′− + −⎜ ⎟⎜ ⎟+ +⎝ ⎠⎝ ⎠

. (22) 

There are three techniques to solve Eq. (22): 1) reduction of Eq. (22) to cubic equation 
for the hydrogen penetration rate and analytic solution found by the Cardano method; 
2) reduction of Eq. (22) to quadratic equation and analytic solution for the hydrogen 
penetration rate; 3) reduction of Eq. (22) to linear equation and analytic solution for the 
hydrogen penetration rate. These solutions hold equally at membrane hydrogen separation. 
Now these solutions may be any conceivable solution of Eq. (22). For mathematical 
simplicity, reduction of Eq. (22) to linear equation is used.  

For membrane gas separation the square root of Eq. (22) can be expanded into a 
Taylor’s series. In this case, Eq. (22) takes the form 
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0

1 1
2

0 0 01 1
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12 1
1 1

1 1 5 172 1 Pe
1 1 1 1 2 5 7
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x x
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α ε
α ϕ εδ ρ α ϕ α α

−

⎛ ⎞−
−⎜ ⎟− +⎝ ⎠′ =

⎛ ⎞ ⎛ ⎞− −Λ +− +⎜ ⎟ ⎜ ⎟− + − + + +⎝ ⎠⎝ ⎠

. (23) 

The integral equation of the hydrogen permeation rate (21) can be converted to the ordinary 
nonlinear differential equation of first order in separable variables (23). It is solved by the 
Runge–Kutta method of fourth order. 

To check the developed method of calculation of the gas separation numerical and 
experimental data is compared. The experiments on separation of hydrogen from synthesis-
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gas are produced by Laboratory of Membrane Mass Transfer of the A.V. Luikov Heat and 
Mass Transfer Institute of the National Academy of Sciences of Belarus using the 
experimental testing membrane type set with the replaceable working elements that are 
tubular palladium-nickel membranes. A satisfactory agreement of the calculation results and 
experimental data is observed. It makes the model more adequate to the processes taken place 
in the practice. The model can be used for gas separation process modeling in metal 
semipermeable membrane elements under the conditions that degree of gas dissociation at 
adsorption on the surface of metal membrane is 1/2. 

3.2. The influence of temperature on process of hydrogen separation from synthesis-
gas 

In present work the influence of temperature on prosess of hydrogen separation from 
synthesis-gas (hydrogen ranges 0.25 mass fraction, carbon monoxide ranges 0.75 mass 
fraction) is investigated . Temperature is the most important factor that determines the 
viscosity of gas, diffusion, hydrogen penetrability coefficient, and as a result, the hydrogen 
penetration rate through metal membrane. It has been estimated that hydrogen penetrability 
coefficient is described by Arrhenius theory. The theoretical researches are carried out for 
Pd3.18/Ni96.82 membrane. The inconsistency of the temperature effect is observed (Fig. 4). It 
has been established that the temperature rise increases convective external diffusion 
resistance. This is one of the reasons why degree cleanliness of retentate decreases and 
retentate requires afterpurification. Alternatively, the inverse effect is observed. Since the 
hydrogen penetrability coefficient dependences on temperature, the output of hydrogen 
increases. 

a            b 

Fig. 4. Concentration of hydrogen on the Pd-Ni membrane surface (a) and hydrogen 
permeation rate (b) vs. longitudinal coordinate for different temperature ( 0c =0.25 mass fric., 

p =1.5 MPa, 0u =0.05 m/s) 
 
It should be kept in mind in research that the state of Pd-based membrane depends 

strongly on its mechanical, chemical, and thermal properties. Research has shown that 
membrane can be deformed by heat load case of a long time operating. 
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4. CONCLUSIONS 

1. A mathematical model that describes the process of hydrogen separation from synthesis-
gas in a unit on the basis of metal membrane with account for convective external and 
intramembrane diffusion resistances, degree of hydrogen dissociation at adsorption on 
the surface of metal membrane has been developed.  

2. A semi-integral method for investigating the conjugate problem of hydrogen mass 
transfer through metal membrane and mass exchange in head channel is suggested. 

3.  The procedure of calculation of the hydrogen permeation rate has been proposed taking 
into account external diffusion convective and intramembrane diffusion resistances, 
degree of hydrogen dissociation, the physical properties of synthesis-gas, the 
physiochemical properties of membrane, the technological parameters of the process 
and the geometry and dimensions of the membrane unit. 

4. The inconsistency of the temperature effect is observed. Such approach ultimately will 
make it possible to develop a highly efficient membrane apparatus. 
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ABSTRACT 

Magnesium hydride is a promising material for hydrogen storage but the slow hydriding and 
dehydriding kinetics limit its practical application. Identification of effective catalyst is a subject of 
great interest in developing MgH2 system as a potential hydrogen storage medium. A thin layer of Ti 
acts as a catalyst. The main emphasis of this study was to investigate Mg–Ti–H system hydrogenation 
properties. For this purpose nanocrystalline Mg-Ti films were deposited onto quartz substrates using 
magnetron co-sputtering technique and hydrogenated at 10 bar H2 pressure in the temperature range 
from 200 up to 300 °C during 6 h. The synthesised samples were characterized by X-ray diffraction, 
and surface morphology were observed by means of scanning electron microscopy (SEM).The 
experimental results show that the growth of the initial hydride layer may be blocked by the surface 
oxide barrier layer formed during hydrogenation. The growing hydride phase in the bulk generates 
stresses that induce cracks and holes in the oxide barrier formed during the initial stages of 
hydrogenation, and hydrogen release. 

Keywords: Mg-based hydride, Coupling, Thin films, Hydrogen storage 

1. INTRODUCTION 

Hydrogen is considered to be one of the most attractive clean energy sources of the 
future energy and transport system. In this context the hydrogen storage is one of the key 
challenges in developing hydrogen economy. The common storage methods such as high-
pressure gas or liquid hydrogen storage cannot fulfil future storage goals. On the other hand 
chemical or physically combined storage of hydrogen in other materials has potential 
advantages over traditional storage methods [1]. Many metals and metal alloys can safely 
store hydrogen, but in most cases hydrogen storage capacities are considerably low 
(<3 wt.%). Among them magnesium is one of the most attractive and promising material for 
hydrogen storage applications because it has high hydrogen capacity (~7.6 wt% by weight, 
and 150 kg H2 m−3 by volume), it also benefits of being light weight, low cost, innoxiuos and 
rich in natural resources. In general, the magnesium hydride, MgH2, is synthesised by a 
chemical reaction of Mg with hydrogen under 573–673 K and 10–400 bar [2]. So in practice 
this way to produce MgH2 is not effective, because the enthalpy of MgH2 formation is very 
high (−76 kJ/mol H2), furthermore, it requires temperatures in excess of 573 K (high reaction 
temperature) to decompose it into H2 and bulk Mg [3] and slow hydriding–dehydriding 
kinetics limit its applications and hence seriously hinder its development. Activation barrier 
for the H2 desorption is considerably high (0.38 eV) due to the ionic-like character of the Mg–
H bonding [4]. The results indicate that this Mg–H interaction is related to the thermodynamic 
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stability of MgH2. To solve these problems, it has been reported that doping Mg with a 
transition metal can weaken the Mg–H bond and reduce the stability of the hydride, thus 
promoting the hydrogenation/dehydrogenation performance of Mg [3]. In order to investigate 
the kinetics of magnesium hydride in this work it was decided to use magnetron sputtering 
technology and to deposit Mg-Ti thin films. 

The Mg-Ti system was chosen for two reasons. Firstly, we expected that adding of 
titanium catalyst will help to improve the hydrogenation kinetics. Secondly, it is expected that 
titanium should work as destabilising agent for magnesium hydride, therefore, 
dehydrogenation should take step at lower temperature. 

The others authors studies reported promising results, such as improved kinetics, 
however, the state-of-the-art materials are still far from meeting the aimed target for their 
transport applications. Therefore, further research work is needed to achieve the goal by 
improving development on hydrogenation, thermal and cyclic behaviour of metal hydrides 
[1]. 

It was expected by this study to show that using complex Mg and Ti alloys can improve 
hydrogen kinetics for more economical applications. 

2. EXPERIMENTAL METHODOLOGY 

The 1.2 μm thick Mg-Ti films were deposited on quartz substrates using a physical 
vapour deposition system equipped with two independent DC magnetron sputtering sources. 
The purity of Ti and Mg targets was 99.95% and each target disk was of 100 mm in diameter. 
Magnetrons were placed at a distance of 6 cm (Mg) and 12 cm (Ti) in front of the sample 
holder which was biased by negative voltage of -100 V. The bias voltage was used to extract 
positive Ar+ ions from surrounding plasma and to initiate additional bombardment of sample 
which improves relaxation of the growing film (better crystallinity and lower micro strains). 
Before each experiment vacuum system equipped with mechanical and diffusion pumps 
enabled to reach a base pressure of 2x10-3 Pa. Afterwards, Ar (99.999%) gas was injected to 
the vacuum chamber and its flow rate was controlled to keep a constant pressure of 0.3 Pa. 
Then prior to the thin film deposition process, sputtering targets were pre-cleaned for 5 
minutes with keeping shutter closed. Finally, the co-deposition of Mg and Ti was performed 
for 3 min. 

Further details about the deposition parameters can be found in Table 1. 

Table 1. Parameters for the deposition of Mg-Ti coatings by reactive dc magnetron sputtering 
Cathode Mg Ti 
Substrate quartz 

Distance between the target 
and substrate, cm  6 12 

Magnetron voltage, V 400 365–370 
Magnetron current, A 1.4 0.8 

Gas Ar 
Working pressure, Pa 0.3 

Deposition time, s 180 
 
Subsequently the samples were exposed in air and moved into a stainless steel chamber 

for hydrogenation. The set-up was cleaned with a flow of high purity (99.999%) hydrogen 
before loading. The series of samples deposited at the same conditions were hydrogenated at 
8 bar hydrogen pressure for 6 hours at different temperatures of 200 °C, 220 °C, 240 °C, 260 
°C, 280 °C and 300 °C. The sample temperature was measured and adjusted by using a 
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chromel-alumel thermocouple attached to the outside wall of the hydrogenation cell. The 
heating rate was around 5 degrees per minute, hydrogenation time – 6 hours, cooling down 
was a passive process and took around 3-4 hours. 

Structural and microstructural analysis of the magnesium–titanium samples before and 
after the hydrogenation was performed by X-ray diffraction (XRD) and scanning electron 
microscopy (SEM). The XRD experiments were carried with the 2Θ angle diffractometer 
(Bruker D8 Discover) in the range of 20–70° using CuKα radiation in steps of 0.02°. After the 
XRD structural analysis was done the microstructural and morphological investigations were 
performed in JEOL JSM5600 scanning electron microscope. 

3. RESULTS AND DISCUSSIONS 

3.1. XRD analysis 

Fig. 1. shows a representative XRD pattern of the synthesised Mg-Ti sample and data 
base references for pure elemental ingredients (pure Mg and pure Ti). The single observed 
diffraction peak with intermediate peak position (between Mg and Ti) before hydrogenation 
(Fig. 1) confirms that the starting material embodies single crystalographic phase of Mg with 
Ti atoms dissolved in its matrix. 

 
Fig. 1. X-ray diffraction patterns of Mg-Ti films before hydrogenation 

Representative interval of X-ray diffractograms of sputter deposited Mg-Ti films 
hydrogenated at different temperatures are shown in Fig. 2. The general trend shows that the 
intensity of the MgH2 (110) peaks grows with the increase of temperature of the 
hydrogenation, whereas intensity of initial Mg peak is decreasing. However, there are several 
points to be stressed. First of all, we can see that at the lowest hydrogenation temperature 
(200 0C) no hydride phase formation is observed, thus evidently hydrogen did not pass the 
activation energy barrier for one or several reaction steps consisting of surface penetration, 
bulk diffusion, nucleation and agglomeration. As one would expect the increase in 
hydrogenation temperature should allow overcoming potential barriers. Indeed, when sample 
is hydrogenated at 220 0C a new peak corresponding to t-MgH2 (1 1 0) appears. The intensity 
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of later peak is even increased for the next temperature level (sample hydride at 240 0C) and 
the increase of peak intensity is natural and reasonably expected as higher temperature results 
in better chances for hydrogen to overcome activation energy barriers. But this prediction is 
already broken for sample hydrogenation at 260 0C as intensity of t-MgH2 (1 1 0) peak is 
decreased. Furthermore, we can see that for this temperature another crystallographic 
orientation (1 0 1) is much more favourable. Surprisingly, additional increase of the 
hydrogenation temperature up to 280 0C makes (1 1 0) more favourable again. Moreover, we 
observe very steep increase peak intensity. The XRD profile of sample hydrogenated at T = 
300 0C shows MgH2 (1 1 0), MgO (2 0 0), MgH2 (2 2 0) and MgO (2 2 0) peaks from the 
hydride Mg-Ti film and no traces of Mg. Therefore, after the hydrogenation process at 300 0C 
temperature, thin film is completely hydrogenated. At this hydrogenation temperature the 
energy of arriving hydrogen is enough to effectively overcome activation energy barrier 
effects in Mg-Ti-based films. We also observe that MgO oxides formation begins at about 
300 0C. This could be explained that at highest investigated temperature, oxygen is released 
from the walls of hydrogenation chamber. On the other hand minor amounts of oxygen may 
come from the film interaction with the quartz substrate, giving it reacted with Mg forming 
MgO. 

 
Fig. 2. The representative interval of XRD diffractograms of Mg-Ti films after hydriding at 

different temperatures: 200 °C, 220 °C, 240 °C, 260 °C, 280 °C and 300 °C for 6h 

3.2. SEM analysis 

The surface morphology was investigated by SEM in the as-deposited state and after 
different temperatures of hydrogenation. Fig. 3a - f and Fig. 4a – f shows SEM micrographs 
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of magnesium (with titanium impurities) hydride before and after hydrogenation at different 
temperatures, respectively. As it is stated bellow the changes of surface topography provides 
us with complementary information about the phenomena observed in X-ray diffractograms. 

 
 

 
 

Fig. 3. SEM surface views of as deposited Mg–Ti films (deposition conditions kept constant) 

 

As shown in Fig. 3. a-f, the as-deposited Mg-Ti films are not homogenously dense and 
consists of great number of micropores ranging up to 100 nm in diameters. The micropores 
form a sponge type structure which provides affective channels for hydrogen transport from 
film surface to the bulk. No major difference between individual sample surface morphology 
was observed. 
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Fig. 4. SEM surface views of Mg–Ti films after different temperatures of hydrogenation: a) 

200 0C, b) 220 0C, c) 240 0C, d) 260 0C, e) 280 0C and f) 300 0C for 6 h. 

The SEM images after hydrogenation are shown in Fig. 4. a-f. After hydrogenation at 
200 0C temperature Mg-Ti film demonstrates surface which is comparable to the images from 
as-deposited films. For the hydrogenation temperatures of 220–260 0C the SEM images 
shows a slow transition from initial microporous towards dense surface structure. Meanwhile, 
for the higher temperatures (280-300 0C) we observe formation of cracks. The amount and 
size of cracks is higher at 300 0C. It is well known that Mg tends to disintegrate due to volume 
expansion upon hydrogenation. In the case of Mg thin films; this phenomenon is accompanied 
by the formation of cracks of the layers because of the build up of compressive stresses during 
the hydrogenation process [5]. These SEM observations can be explained by following 
model: 

i) initial Mg-Ti films consists of great amount of micro cracks, which provide very 
efficient channels for hydrogen transport, however, at lowest investigated 
temperature the energy of arriving hydrogen is too low to overcome the surface 
barrier and almost no hydride formation is observed; 

ii) increase of the hydrogenation temperature up to 220-240 0C provides enough energy 
for hydrogen to overcome surface barrier, therefore it penetrates several atomic 
surface layers and nucleation of MgH2 starts, however, the hydrogenation is not fast 
as hydrogen diffusion through MgH2 is limited by even higher activation energy 
then throughout pure Mg; 
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iii)  apart from the mentioned effects, increase of the temperature induce mass transport 
effects in the film which finally results in final “closing” of the micropores at 
hydrogenation at 260 0C (indications are already visible at 220-240 0C; 

iv)  at 280–300 0C temperature the hydrogen energy is enough to effectively diffuse 
through MgH2 phase and hydride of the film proceeds much faster. At this point 
hydrogenation works as reaction self-catalyst because transition from metal to 
hydride phase also introduce huge stresses and produce cracks which helps hydrogen 
to diffuse into the bulk. Surface deformations and lattice stresses are well known to 
accelerate the H diffusion process [6]. It also enhances fracturing and particles size 
reduction, resulting in an increase of the specific surface for hydrogen adsorption. 

Another confirmation for the proposed model can be found in SEM cross-section 
images. As shown in Fig. 5, the cross-sectional SEM reveals a typical columnar structure of 
Mg-Ti film after hydrogenation with a mean height h ≈ 1.2 µm. For 200 0C and 280 0C 
temperatures columnar structure includes many well defined boundaries which are open and 
may serve as channels for the transportation of hydrogen from the surface into the bulk, 
whereas, for 240 0C the structure is denser. 
 

      
 

 
Fig. 5. Typical cross-sectional view SEM images of Mg-Ti films on quartz substrates after 

hydrogenation at different temperatures: a) 200 0C, b) 240 0C and c) 280 0C 

4. CONCLUSIONS 

In the present work we successfully synthesised Mg-Ti thin film samples with single 
crystallographic phase. Investigation of these samples hydrogenated at various temperatures 
has showed dissimilar behaviour at different temperatures. We were able to identify three 
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temperature zones T < 240 0C, T ~ 260 ± 20 0C and T > 280 0C which activates different 
hydrogenation affects. The exact mechanisms of such different behaviour is not clear, 
however, received results allowed to propose a hydrogenation model based on different routes 
for hydrogen transport from surface to the bulk. Differences of the discussed activation 
energies lead to the non-linear changes in hydrogenation kinetics during temperature increase. 
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ABSTRACT  

Special power supply based on inductive spikes (kick-back voltage impulses) is made for water 
electrolysis cell. Different electrodes and electrolyte solutions were tested. The voltage and current 
characteristics are measured as oscillogramms, from which the double layer charge time is calculated 
and efficiency of electrolysis estimated. Separate current and voltage pulses on oscillogramms were 
integrated to calculate power in one pulse and to estimate efficiency. It is determinate, that charging 
time of double layer between electrode and electrolyte solution isn’t dependent from an area and 
material of the electrode. Nevertheless, using direct, not kick-back voltage pulses, the dependence 
from an area and material of the electrode is clearly observed. This mean that the length of kick-back 
voltage pulses is so small (microsecond) that no additional double layer is formed between electrode 
and solution. It is proved that efficiency of electrolysis is higher for kick-back voltage powered cell, as 
for traditional DC electrolysis. Efficiency isn’t dependent from supplied power when electrolysis is 
made with kick-back voltage pulses, because DC constituent is quit small, and is independent from 
material of the electrode. 

Keywords: hydrogen evolution reaction, kickback voltage, pulse electrolyses 

1. INTRODUCTION 

Hydrogen is considered to be best energy carrier in future [1]. Hydrogen is main 
constituent in Universe, but available only in compounds on the Earth. Nevertheless hydrogen 
could be produced, stored and consumed in several ways, including direct burning. But the 
most efficient is hydrogen chemical burning in fuel cell due high theoretical efficiency, 
reaching 83% for hydrogen’s higher heating value and 94.5% for lower heating value [1]. The 
European Commission has established a Hydrogen and Fuel Cell Technology Platform to 
facilitate and accelerate the development and deployment of cost competitive world class 
European Hydrogen and Fuel based energy systems and component technologies for 
application in transport, stationary and portable power [2]. 

One of the main problems to be solved is the high cost of hydrogen [1]. Water 
electrolysis is known more than 130 years already, and different technologies are developed 
giving power consumption around 3.6 kWh/m3 (high temperature electrolysis) and 
4.1 kWh/m3 (room temperature alkaline electrolysers and proton exchange membrane 
electrolysis) [3]. Lower hydrogen production costs is for technologies using closed thermo-
chemical cycles, but only in places where huge amount of waste heat is available (for 
example, nuclear power stations [3]).  

Nevertheless what will be the hydrogen price today, in future only hydrogen obtained 
from renewable resources using electricity from renewable energy sources will save the 
World, – as it was stated in 2nd World’s Hydrogen Congress in Turkey (see for example [4]). 
For Latvia the hydrogen obtained in electrolysis using electricity from renewables (wind, Sun, 
water) also would be the best solution to move to Hydrogen Economics [5]. That is because 
all renewables (wind, Sun, water in rivers) in Latvia’s geographical situation are giving non-
stable and interrupt power, for which the storage solutions are necessary. Usage of hydrogen 
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as energy carrier to be produced from electricity generated by renewables, stored and after 
used in fuel cell stack to generate electricity is the best solution. Efficient and stable 
electrolysers are required for such purposes. Smaller electrolysis units are necessary also for 
technical solutions were hydrogen is produced and used directly on demand, for example, 
hydrogen welding devices [6], hydrogen powered internal combustion cars [7]. 

Direct current (DC) power typically is used for electrolysis, nevertheless pulse 
powering also is proposed [8]. Using a mechanically interrupted DC power supply, [9, 10] 
Bockris et all noticed next interesting phenomena: immediately upon application of voltage to 
an electrochemical system, a high but short – lived current spike was observed. When the 
applied voltage was disconnect, significant current continues to flow for a short time. In 1985, 
Ghoroghchian and Bockris [11] designed a homo-polar generator to drive an electrolyser on 
pulsed DC voltage. They concluded that the rate of hydrogen production would be nearly 
twice as much as the rate for DC. Our previous researches [5, 12]  also has shown that the 
application of short and high voltage pulses yields the highest possible electrolyses current 
and even reach step charging effect [12]. The dynamics of current and voltage, when 
inductive kickback voltage (IKV) pulses are used to power electrolysis cell with steel 
electrodes and KOH solution, we described previously [5, 12].  

In this work the response of electrochemical cell to IKV pulses is investigated. Special 
cell was constructed to allow the change of distance between electrodes.  

2. EXPERIMENTAL SETUP 

Self-made electrolysis cell was used in experiments (Fig. 1). It is made from polyacetal 
corp with two stainless steel SUS316L electrodes. One electrode is fixed but second is 
moving and connected to micro-screw. Special sealing holes are made to avoid micro-screw 
holder material to contact electrolyte. Before experiments sealing holes are filled with 
isolating mastic. Electrochemical cell is in a form of hollow with diameter 40 mm, but steel 
electrodes are squares with area 2 cm2. Before experiments electrodes were mechanically 
polished and washed with acetone and deionised water. As electrolyte the KOH solution with 
concentrations 0.1–0.5 M are used. During experiments the distance between electrodes was 
varied from 1 to 5 mm.   

 

 
Fig. 1. Experimental cell design 

IKV pulses were generated with an electric circuit (Fig. 2) consisting from pulse 
generator, DC power source, field transistor BUZ350 and blocking diode. Special transformer 
is wound as bifilar from two wires twisted together. Square pulses from generator are used to 
conduct field transistor, connected in series with DC power source. Obtained voltage pulses 
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powers the primary winding in bifilar transformer. After each square pulse in this broad band 
bifilar transformer very sharp and high kick back pulse with opposite polarity is induced in 
secondary winding of transformer due to the collapse of magnetic field induced in the coil. 
Pulses of induced kickback voltage are directed through blocking diode and resulting high 
voltage pulses with width around 1 μs are used to power electrolysis cell. Two beam 
oscilloscope GWinstek GDS-2204 is used to register voltage and current (voltage drop on an 
etalon resistance) in circuit powering electrolysis cell. 

 
Fig. 2. Experimental circuit for generation of inductive kickback voltage pulses IKV 

3. RESULTS AND DISCUSSION 

Next regularity is seen in oscillograms of voltage pulses for steel electrodes at variable 
distances in deionised water (Fig. 3) – as larger the distance between electrodes, as higher 
amplitude of pulse.  

 
Fig. 3. Voltage pulses on steel electrodes in deionised water 

 

For one distance between electrodes the pulses of current and voltage (Fig. 4) does not 
match in time – the current is ahead the voltage as it is on capacitive element. 
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Fig. 4. Voltage and current pulses on steel electrodes (distance 1 mm) in deionised water 

Voltage oscillograms of steel electrodes in KOH solution differs very much from 
oscillograms in deionised water (Figure 5). Pronounced first charging pulse is observed with 
next long discharge tail. From the distance between electrodes only amplitude of registered 
voltage pulse changes, the forms are equal. Also the change of electrolyte concentration does 
not influence the form of pulse, only amplitude decreases with increasing concentration. 

 

 
Fig. 5. Voltage pulses on steel electrodes in 0.3 M KOH solution 

 
For one distance between electrodes in 0.3 M KOH electrolyte the pulses of current and 

voltage (Fig. 6) match in time and are with similar behaviour – sharp charging peak followed 
with long discharge tails. Only in deionized water there are no tails as for voltage as well as 
for current pulse. 
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Fig. 6. Voltage and current pulses on steel electrodes (distance 0.1 mm)  

in 0.3 M KOH solution 

 
The concentrations of H3O+ and OH- ions in deionized water are quit small. The 

amplitude of voltage increases when the distance between electrodes increases. As it can be 
noticed from Fig. 3, the falling front of voltage pulse is extended only when the distance 
between electrodes is 1 mm. In such small distance also small concentrations of H3O+ and 
OH- ions can influence the voltage pulse. But in KOH solutions when concentrations of K+, 
H3O+ and OH- ions are high, the pulse tails are very long. This encourages an idea that at 
higher concentrations of ions in electrolyte, the hydrogen evolution reaction on steel electrode 
occurs. The tail of voltage and current pulse characterize the intensity of hydrogen evolution 
process but first sharp peaks could be connected with charging of double layer. The chain of 
events in an electrolysis process could be next: immediately with applying pulse the double 
layer charging starts, and after about 1.5 μs the voltage drop begin. Nevertheless blocking 
diode in power circuit (Fig. 2) prevents the voltage drop. Only way to decrease the voltage is 
through hydrogen evolution reaction. This reaction must be very effective because the double 
layer charging occurred when current and voltage were displaced in phase, what later 
transformed to hydrogen discharge reaction. 

Comparing calculated values of energy and charge in separate pulses (Table 1) it can be 
seen that pulse energy is approximately equal for all concentrations of KOH solutions – about 
6 μJ. Pulse charge for KOH solutions also is constant – about 2 μC, while differs very much 
from value for deionized water. 

The energy used in power circuit during one pulse is compared with energy generated 
by IKV on an electrolysis cell (Table 2). As it is seen, the power generated by IKV pulse is 
higher as energy used in power circuit. 
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Table 1. Calculated values of energy and charge in pulses at all measured situations 
 

 
 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

Table 2. Comparison of energies used to power circuit and generated by IKV 
Solution 

concentration 
Power supply 

DC current 
[mA] 

Power supply 
DC voltage [V] 

Power supply 
DC power [W] 

Direct pulse energy 
in period [μJ] 

Deionized water 17 1 0.002 1 
0.1M KOH 32 1 0.015 2.1 
0.2M KOH 35 1 0.017 2.4 
0.3M KOH 35 1 0.017 2.4 
0.4M KOH 35 1 0.017 2.4 
0.5M KOH 35 1 0.017 2.4 
 
So that in energy balance equation the chemical energy transformed to hydrogen mass 

during electrolysis process is important, it is necessary to measure evaluated hydrogen during 
pulse electrolysis. In our previous research [11] the current efficiency value 50% was 
determined. The charge which will transform to hydrogen is equal to 1 μC (Table 1) and it 
includes about 1013 electrons or 0.5*1013 hydrogen molecules. The mass of 0.5*1013 hydrogen 

Solution 
concentration 

Space between 
electrodes [mm] 

Pulse energy [μJ] Pulse charge 
[μC] 

1 4.82 0.153 
2 3.47 0.124 
3 3.68 0.109 
4 3.94 0.104 

Dejonised 
water 

5 4.26 0.115 
1 5.69 1.96 
2 6.17 1.96 
3 6.57 1.98 
4 6.86 1.79 

0.1 M KOH 

5 6.82 1.71 
1 5.88 2.24 
2 5.85 2.05 
3 6.18 2.00 
4 6.28 1.96 

0.2M KOH 

5 6.23 1.88 
1 5.49 2.09 
2 5.72 2.10 
3 6.00 2.15 
4 5.43 1.99 

0.3M KOH 

5 5.88 1.89 
1 5.95 2.29 
2 5.58 2.16 
3 5.98 2.09 
4 5.78 2.02 

0.4M KOH 

5 6.00 2.10 
1 6.01 2.47 
2 5.96 2.31 
3 5.81 2.22 
4 5.67 2.06 

0.5M KOH 

5 5.41 2.16 
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molecules is about 1.6*10-14 kg, and to burn this amount at higher heating value (140MJ /kg) 
the energy during one pulse – 2.3 μJ can be obtained. This energy is very close to the value 
used in power circuit (Table 2), what is giving the 100% outcome for electrolysis. 

Question is opened about the nature of law responsible for the coefficient of current in 
electrolysis with IKV pulse – while the increase on 50% can’t be observed? It should be very 
fundamental law, defining energy conservation law, likely as displacement current in 
Maxwell’s equation No 3. 

4. CONCLUSIONS 

Electrolysis with inductive kickback voltage pulses in the cell with stainless steel SUS 
316L electrodes and water - KOH solution electrolyte proves: 

1. Amplitudes of voltage pulses increases with increasing the distance between 
electrodes; 

2. Energy of pulses in electrolysis cell is constant for any distance between electrodes 
when KOH solution electrolyte is used in any concentration; 

3. The charge of pulses also is constant for any distance between electrodes and any 
concentration of solution; 

4. Electrolysis efficiency in the cell with inductive kickback voltage feeding reaches 
100%.  
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ABSTRACT 

0.6 kW solar panels were installed at our institute in the beginning of 2009, and collected data showed 
that harvested power is dependant not only on Sun irradiation, but also on the temperature of panels. 
In summer at sunny days the collected power was higher, when wind exceeds 2m/s. Power 
dependence of commercial photovoltaic silicon panel on temperature was tested. We found linear 
power dependence in temperature interval 33-162 oC accordingly to data of producer and theoretical 
predictions. Also the decrease of the output power measured experimentally (-0.55 %/°C at 33 °C) 
exceeded the values reported in technical instruction for crystalline silicon solar cells (KS-180). 
Obtained results are discussed and possible explanations given. New constructions and materials are 
discussed to improve the efficiency of solar panels. 

Keywords: Solar cells, temperature dependence, efficiency coefficient 

1. INTRODUCTION 

Human in his everyday life recognises that energy is necessary to make any job. 
Nowadays humans are developing different technologies which are coming more powerful 
and consume more energy. Nowadays fossil energy resources are consumed more and more, 
and forecasts predict limited amounts on Earth, to be exhaust in next 30–50 years. What can 
be done to get additional energy? There are three solutions: 

1) to develop and use energy saving technologies; 
2) to find new energy sources and resources; 
3) to develop the existing technologies. 
Regarding energy harvesting from Sun, there are two most popular processes – solar 

batteries and solar collectors. Solar batteries transform Sun radiation to electricity and solar 
collectors – to heat. An actual question for both systems is efficiency – how to increase it? 
Solar energy is becoming popular in Baltic States nowadays, not only with thermal collectors 
to heat up water, but also with photovoltaic solar panels. The licenses with guarantied 
electricity purchase (4 times exceeding defined rates for electricity produced by largest power 
generating stations of J/S Company Latvenergo) for 2 MW solar power installations are sold 
in Latvia in the end of last year already. Therefore interest in available photovoltaic modules 
and their technical characteristics is growing in Latvia. 

For solar batteries efficiency is dependent also on temperature, and the higher the 
temperature, the lower efficiency [1, 2]. In my work the reasons for lower efficiency of solar 
battery at higher temperatures are analysed and some experiments to explain it performed. 

2. THEORETICAL EXPLANATION OF TEMPERATURE DEPENDANCE 

Basic theoretical aspects of solar battery shortly are discussed below. Efficiency 
coefficient of solar battery depends on many aspects, and for better understanding the 
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temperature dependence on next parameters will be analyzed: JSC – closed circuit current 
density, VOC – open circuit voltage, ff – filling factor of volt-amperic characteristic [1-3]. 

2.1. Temperature dependence on closed circuit current density JSC 

JSC dependence on temperature can be described mostly with the diffusion length of the 
minor part of all charge carriers:  
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q
TkL τμ ,  (1) 

were μ – mobility of charge carriers, k – Bolcman constant (1.38·10-23 J/K = 8.64*10-5 eV/K), T – 
temperature, τ – life time of minority charge carriers, q – charge of electron (|q|=1.6*10-19 C). 

Experimentally it is shown that life time of electrons τn increases constantly with 
temperature T increase (approximately proportional to T1.5, when T ≈ 300 K at low injection 
level). The temperature dependence on mobility of charge carriers μ is defined by basic 
scattering mechanism of them. For silicon crystal with low level of introduced impurities the 
mobility of charge carriers can be expressed with μ~T-2, therefore diffusion length L 
practically isn’t a temperature function. 

The temperature change is inducing the displacement of the edge of optical absorption 
spectra, which is the reason for the changes in JSC. This change is relatively small – for silicon 
crystal (ΔJSC/JSC)/ΔT≈0.03%/°C.  

From experiments it is known that JSC is almost constant with temperature increase for 
the most of qualitative solar batteries. 

2.2. VOC and ff dependence on temperature 

The decrease of VOC and ff with temperature increase is determined from changes in 
concentration of self-substance charge carries ni. Saturation current density J0 with 
temperature increase grows exponentially, what cause almost linear decrease of VOC:  
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where Pm – maximal power corresponding to optimal load in volt-amperic characteristic, ISC – 
short-circuit current. Usually ff decreases quickly with temperature increase.  

The efficiency coefficient of solar energy transformation for solar battery made from 
silicon crystal with homogenic interface transition is expressed by:  

 
S

SCOC
S P

ffJV **
=η ,  (4) 

where PS – energy of Sun radiation falling to Solar battery. It is known that efficiency 
coefficient is maximal in temperature region from -150 to -100°C [1], but around +25°C, the 
ηS is changing by speed ΔηS/ΔT ≈ -0.05%/°C. 

2.3. Temperature dependence of ISC, VOC, ff and ηS all together 

Above discussed parameters (ISC, VOC, ff un ηS) can be measured experimentally and 
their temperature dependences are shown in Fig. 1 [1]. 
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Fig. 1. ISC, VOC, ff and ηS dependence on temperature for solar battery with active area 4 cm2 

at light radiation 140 mW/cm2. Curve VOC(T) is extrapolated to T=0 K 

 

2.4. What is going on at low temperatures? 

At low temperatures there are specific problems at operation of solar batteries. If the 
mobility of charge carriers is described with scattering on impurities, then remarkable 
decrease of L and hence with the decrease of JSC is also possible. Also contact problems 
would arise at low temperatures, losing their electronic conductor nature, therefore filling 
factor can be reduced drastically. Nevertheless for solar batteries based on silicon crystals this 
problem is solved with making p+ layer and related interface. 

3. METHODOLOGY 

3.1. Experimental setup 

Experiments were performed using the following setup (Figs. 2 and 3). Fig. 2 shows the 
whole experimental setup and Fig. 3 specifies the sample inside the heater camera. 

Solar battery is heated with special heater, and halogen lamp is used as light source. 
Microcontroller is used to read temperatures T1 and T2 from thermocouples. Volt–amperic 
characteristics are measured using special electronic circuit connected to computer. At 
different temperatures the volt–amperic characteristics are measured and collected in 
computer. Power, filling factor and other parameters are calculated at every temperature. 
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Fig. 2. Equipment overview for experiments made in our work 

 
Fig. 3. Solar panel and construction of heater camera 

4. RESULTS AND DISCUSSION 

We made three different experiments to measure temperature effect on efficiency of 
solar batteries. One experiment was made with large commercial silicon solar panel (1.281 
m2). Measurements were arranged in special hot room equipped with two light sources 
(halogen lamps). Separate measurement circuit made from old resistivity magazine, ampere 
meter and voltmeter were used to register volt-amperic curves, because this solar panel has 
large power exceeding the limits of electronic circuit used in next measurements. Smaller 
solar battery (43.12 cm2) was used for second and third experiments. Special equipment was 
made (Figures 2 and 3) using electric heater (second experiment) and thermo-battery (third 
experiment) to cover temperature region from room temperature till +162 oC.  

In our work the results of the second experiment are described. The following problems 
were indicated in our experiments: uniform lighting is difficult to arrange for large solar 
battery in hot room, halogen lamp must be used for short time periods because of quick 
heating and affecting the temperature of solar battery. 
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Fig. 4. Volt-amperic characteristics of silicon solar battery at different temperatures 

As it is seen from Fig. 4, the produced voltage U of a solar cell decreases with 
temperature T at open circuit and also under the load. 

 
Fig. 5. Solar cell output power P dependence on current I at different temperatures 

 

As it is seen from Fig. 5, the produced power P of a solar cell decreases with 
temperature T. 
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Fig. 6. Solar cell short circuit current ISC dependence on temperature T 

 

As it is seen from Fig. 6, the increase of ISC is observed till temperature ≈ 90°C and 
beyond this temperature the short circuit current of battery decreases. The character of 
temperature dependence of short circuit current is rarely analyzed in literature at such high 
temperatures. More results are necessary to explain measured results. 
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Fig. 7. Solar cell open circuit voltage VOC dependence on temperature T 

 

Open circuit potential VOC linearly decreases with the rate of 2.3 mV/°C, which 
corresponds to scientific literature [1]. 
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Fig. 8. Solar cell fill-factor ff dependence on temperature T 

 
In our experiments we found that ff decreases linearly with rate of approximately 

0.0008/°C, and in absolute values from ≈0.350 at 30 °C till ≈0.240 at 160 oC.  
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Fig. 9. Solar cell maximum output power Pmax dependence on temperature T 

 

Our results show that total power of solar battery Pmax decreases linearly with rate of 
0.28 mW/°C in temperature region from 33 till 162 oC. The efficiency coefficient ηS will be 
determined when light intensity PS used in experiments will be determined (in process). 
Nevertheless we can conclude that also efficiency of solar panel will decrease linearly with 
increasing the temperature. This is concluded from formula (4). In this formula energy of Sun 
radiation falling to Solar battery PS only changes the tilt of the maximal power Pm curve.  
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The problem of temperature dependence of efficiency for solar cells can be solved in 
two different means. The first one is to develop Solar cell materials and construction itself. 
The second is connected with heat removal from the Solar cell, for example, using refrigerant 
solution like in Solar heat collector. Ideal solution is “two in one” – combining the Solar cell 
with the Solar collector. In such a way the Solar cell will be cooled and produced electric 
power increased simultaneously with additional heat collected in the form of hot water. 

5. CONCLUSIONS 

The investigation of the dependence of solar battery parameters related with the 
efficiency on different temperatures is made. Next results are obtained: 

a) short circuit current of solar battery increases till ≈ 90°C and decreases with further 
temperature increase; 

b) open circuit potential VOC linearly decreases with the rate of 2.3 mV/°C; 
c) filling factor ff decreases linearly with rate approximately 0.0008/°C, and in absolute 

values from ≈0.350 at 30 °C till ≈0.240 at 160 oC; 
d) the total power of solar battery Pmax decreases linearly with rate of 0.28 mW/°C in 

temperature region from 33 till 162 oC. 
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ABSTRACT  

While working with regional energy development projects or trying to assess regional potential of 
wood fuel for energy generation, it appeared that there is lack of statistical data or any justified 
professional assessments. The data on actual use of such fuel is available from the data of district 
heating sector only, however, origin of the fuel is not known: is it produced locally in the region or 
imported from other regions, or even from abroad. National statistics provides data on producers and 
users of fuels starting from certain size of the company only. Forestry and wood processing industry 
branch data bases are not full and usually do not provide information, which is considered as 
confidential. The forestry sector data which is the main provider of such fuel gives more or less 
precise statistics on state owned forests only. At the mean time, private forests in average make more 
than 30% of the all forests area in the country. Wood fuel consumption in individual residential sector 
and industry appear to provide very uncertain information. This led to the need of specific statistical 
data and requires some necessary corrections to currently available statistics.  

The paper makes attempts to define the main difficulties and barriers as well as explore existing 
possibilities to refine current regional use and potential for wood fuel in Lithuania which is actual 
issue for regional energy planning. 

Keywords: regional development, forestry resources, wood fuel  

1. INTRODUCTION 

Increased interest in wider use of available local renewable energy sources is related to 
the new energy policy targets drawn in EU and national energy strategies. The targets can be 
reached by sustainable energy planning at regional level. Such planning is foreseen in draft 
Renewable energy law introduced to Parliament.  

The lack of exact data on available resources and actual demand is the main obstacle in 
regional planning of mastering renewable energy sources and particularly wood fuel in 
Lithuania. Data here means regional statistics, national justified and professional data, data of 
certain economic sectors like household, energy sector, industry, etc. In this paper we’ll try to 
overview available data on potential resources and consumption of forestry biomass, 
problems and difficulties, which occur while regional planning and will suggest some ideas 
for staticts improvement for regional planning needs. 

2. DEMAND – SUPPLY ANALYSIS ON REGIONAL LEVEL IN LITHUANIA 

Sustainable energy planning on regional level is extremely complicated task for 
Lithuania. The main difficulty is that all energy sector (except heating) was always highly 
centralised and energy companies, e.g. electricity, gas, fuel supply, do not provide relevant 
data for demand-supply analysis on regional/municipal level. This is evidently reflected in 
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national statistics, which different from other sectors of economy do not provide any energy 
statistics on regional level.  

Since the main area of interest of our research is wood biomass fuel, which is the main 
indigenous renewable energy source, here we restrict ourselves with mainly heating and 
partly electricity sectors on demand side and forestry and wood industry sectors on supply 
side for wider overview.  

One of the most modern and currently applied method for regional development 
assessment is Life Cycle Analysis (LCA) [1]. This approach evaluates not just operation of 
any object but also energy costs and pollution from establishment to suspending. Such life-
cycle approach is highly important in defining sustainability of bioenergy sector, as the main 
aim of regional sustainable energy development planning is sustainable energy generation, 
supply and consumption on regional level. Challenges of climate change, energy provision 
security and the need to make energy available for all consumers clearly shows that economic 
prosperity of the regions, social justice and the quality of environment depend on sustainable 
development of regional energy sector. 

In case of wood fuel life cycle analysis should include the whole chain, starting with 
biomass production – transportation – conversion – transmission – efficient consumption and 
environmental issues (Fig. 1):  

 

 
Fig. 1. Life Cycle approach for biomass energy  

An increased production and use of biomass reduces consumption of finite resources 
such as oil, natural gas and coal. Thereby environmental benefits are provided and the 
increased use of bioenergy also contributes to the mitigation of climate change. The reduction 
of oil, coal and natural gas demand goes step by step through development of local renewable 
energy systems. Locally the energy supply is secured, community resilience improved and 
jobs created. 

The Directive on the promotion of the use of energy from renewable sources sets 
national overall targets for the share of energy from renewable sources in gross final energy 
consumption which is 23% for Lithuania in 2020 [2]. Biomass is the main renewable energy 
source globally, in European countries and in Lithuania. It was expected that annual wood 
fuel production in year 2008 should be nearly 9000 GWh [3].  

Approximately 59% of this fuel is consumed in individual houses, and approximately 
23.6% in district heating sector. The rest amount is consumed by industry [4]. 

3. AVAILABLE STATISTICS ON WOOD RESOURCES 

Based on above mentioned study [4] the following wood fuel resources at national level 
are available for energy production during years 2010–2025 (Table 1). 

Table 1. Projections of wood fuel resources, thousand m3 [4]  

Wood fuel resources 2010 2025 
Firewood 2664 3218 
Residues from wood industry 1578 1627 
Cutting residues 882 1085 
Total: 5124 5930 
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Above figures are based on forest inventory and planned cuttings of mature stand. 
However, these figures do not represent regional data, which is required for the needs of 
regional planning at municipal level and here we’ll present regional data, available in current 
statistics. 

3.1. National Forestry statistics data 

The total forestland area as of January 1, 2009 was 2,150,300 ha, covering 32.9% of the 
country’s territory. The total growing stock was 426.9 million m3. The area of mature stands 
in III-IV forest groups (which is the main source of forest production activities) has expanded 
to 358,000 ha, and mature growing stock has increased to 94.6 million m3. The average forest 
area per capita increased to 0.64 ha, and growing stock volume – to 127 m3. The average age 
of stands remained at 53 years. The gross annual increment increased to 13.8 million m3 
corresponding to 6.8 m3/ha. The Lithuanian forests map is provided in Fig. 2. [5] 

Moving from above general information we should go down to regional level and 
discuss regional data, which is available in national statistics. As we can see from the map, 
forests in Lithuania are distributed unevenly. Forestlands in different municipalities occupies 
from 10 to 84 % of total area.  

 

 
Fig. 2. Lithuanian forest map. State Forest Survey service [5] 

 
 
Department of Statistics under the Government of Lithuanian Republic provides very 

few regional data on forests, actually these are only 3 figures for each municipality or county: 
wood resources in 100 thousand m3, forests area coverage in % and forest productivity in 
m3/ha [6]. Unfortunately, these figures are not helpful in defining resources, available for 
energy purposes, which are significantly lower than forest productivity or total resources. 
Presence of protected areas, economic reasons reduce the volume of available resources 
significantly.  
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3.2. Forestry enterprises statistics 

More comprehensive data is available as Forestry statistics, provided annually by State 
Forest Survey service [5]. Here you can find regional data, which shows annual resources and 
fellings by tree species, felling, haulage and transportation volumes, as well as wood sales, 
such as logs, pulpwood, fibrewood and fuel wood. All above mentioned data is provided by 
forestries. Information could be very helpful in defining annual resources, as felling volumes 
were rather constant during several recent years and well define tendencies in state forests, as 
well as in some cases private forests. Fuel wood figures could be used for assessment of 
resources, however here we meet with difficulties, related to administrational distribution of 
resources.  

There are 60 municipalities in Lithuania and only 42 forestries. We can make an 
assumption, that 9 town municipalities (Vilnius, Kaunas, Klaipėda, Šiauliai, Panevėžys, 
Alytus, Palanga, Birštonas, and Visaginas) are not supposed to be involved in forests 
activities. Another thing is that there are 3 forestries, which are named after locations in 
already existing municipalities with forestries – Dubravos (Kaunas regional municipality), 
Nemenčinės (Vilnius regional municipality) and Valkininkų (Varėna regional municipality), 
which provides additional potential for mentioned municipalities, however reduces total 
number of forestries to 39, bearing in mind that we still have 51 regional municipalities. The 
reason is that the boundaries of forestries are not the same as those of municipalities. Some 
forestries are located in the area of several municipalities, in other cases several forests form 
the area of single municipality, however there is no information on which share of forestry 
area is in specific municipality. For this reason, the assessment of municipal forest wood 
potential, based on actual fuelwood fellings is not accurate.  

Another difficulty is defining the use of forestry cutting residues available for fuel.  
We can state with certainty, that only Logs are to be used as industrial wood and would 

never be used for energy purposes (though there are cases of such wood chipping into wood 
fuel in Lithuania). From the attitude of sustainable forest management, only forest 
management residues and auxiliary products can be used for energy production, however, it 
may be feasible to use Pulpwood and Fiberwood for fuel in case there is no direct demand for 
these products.  

Other rather complicated item is the amount of Cutting residues. According to some 
generalised data [8–12] nearly 30% of total wood volume can be considered as wood cutting 
residues. Such volumes are rather high in Lithuania in case we evaluate total annual forest 
volume growth. However, cutting residues are very closely linked to cutting volumes, which 
were rather constant between 5.5 and 6.5 mill. m3 during recent ten years [5]. There are 
several studies, which evaluate the volumes of forest cutting residues [12, 13], however, only 
one study [13] evaluates environmental aspects, soil, water quality, which provides 
sustainable approach in biofuel production. The regional results of this assessment are shown 
in Fig. 3 and Table 2.  

And the final remark concerns forests ownership issues. The share of state forests and the 
share of private ones and assigned to restitution forests are nearly the same. However, the 
problem is that economic activity (cuttings, thinnings, cleanings, sales, etc.) statistics is 
presented for state forests only. The only available data on regional level for private forests is 
trees constitution, area, trees volume, etc. Scare general data gives only approximate estimate 
of economic activity in private forests, which needed introduction of “common sense” 
criterion for wood volumes assessment, as private forests appeared to be of lower quality. 
This criterion is appr. 0.78 and is introduced in assessment of firewood volumes.  
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4. WOOD ENERGY CONSUMPTION DATA 

As it was mentioned before, the main users of wood fuel in Lithuania are district 
heating sector, individual houses and industry. In year 2008 nearly 18% of fuel in district 
heating sector was from renewable energy sources, mainly wood fuel. Renewable energy 
sources used for heat production were: wood – 144186 toe, straw and biogas – 2098 toe and 
geothermal – 900 toe. For combined heat and power generation (CHP) 21165 toe of solid 
biofuel and 259 toe of biogas were used. [14]. The use of RES (mainly wood fuel) in 
individual houses was approximately 401 ktoe of total 766 ktoe, in 2007 which makes about 
53% in final consumption. The rest of wood fuel is consumed mainly wood processing 
industry, which uses own technological residues in their own boiler-houses and drying 
chambers (appr. 85.3 ktoe) [4].  

 
 

 
 

Fig. 3. Logs and Pulpwood, Fiberwood, Fuelwood and Forest cutting residues potential in 
Lithuanian Municipalities, thous. m3 [5, 7] 
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Table 2. Forest wood potential by Forestries, thous. m3 [5, 7] 

Forestry Logs and 
pulpwood Fiberwood Cutting 

residues Firewood 

Alytaus   12.4 10.4 15.9 
Anykščių 136.4 1.6 19.2 33.4 
Biržų 135.2 16.0 30.8 20.2 
Druskininkų 75.4 7.3 5.8 6.5 
Dubravos 52.9 5.7 9.0 7.1 
Ignalinos 98.8 12.4 12.0 28.0 
Jonavos 84.0 22.0 15.9 10.9 
Joniškio 47.3 19.2 13.2 19.6 
Jurbarko 126.7 9.5 22.5 11.5 
Kaišiadorių 93.8 17.8 15.7 23.3 
Kauno 53.5 9.5 11.2 19.4 
Kazlų Rūdos 86.7 13.0 17.9 10.5 
Kėdainių 66.9 30.4 22.3 54.8 
Kretingos 133.0 15.2 23.0 20.4 
Kupiškio 69.4 0.0 23.0 24.0 
Kuršėnų 94.7 25.8 18.0 9.3 
Marijampolės 60.6 24.3 14.8 20.9 
Mažeikių 153.3 1.6 27.8 32.3 
Nemenčinės 101.7 6.0 18.5 8.8 
Pakruojo 66.3 16.0 16.3 21.4 
Panevėžio 168.1 37.6 39.0 39.8 
Prienų 67.4 16.1 13.7 15.4 
Radviliškio 75.2 24.6 18.0 18.8 
Raseinių 84.7 0.0 18.6 40.3 
Rietavo 144.7 12.2 24.9 36.6 
Rokiškio 109.9 3.8 22.1 25.3 
Šakių 85.9 2.0 19.0 28.1 
Šalčininkų 94.7 21.3 16.5 7.8 
Šiaulių 105.1 34.7 17.4 15.8 
Šilutės 85.6 9.8 17.3 18.3 
Švenčionėlių 111.8 12.0 18.3 13.2 
Tauragės 133.8 8.7 23.6 34.5 
Telšių 158.3 10.0 22.7 29.6 
Tytuvėnų 70.9 4.9 13.3 17.2 
Trakų 137.5 27.0 18.0 26.5 
Ukmergės 191.0 34.0 33.1 48.3 
Utenos 127.4 5.6 20.6 67.4 
Valkininkų 104.0 9.1 13.4 16.8 
Varėnos 98.0 5.0 14.1 15.4 
Veisiejų 113.4 18.0 11.1 10.7 
Vilniaus 129.5 21.8 17.6 18.8 
Zarasų 77.6 0.9 18.0 14.0 

TOTAL 4210.9 584.6 777.6 956.7 



             CYSENI 2010, May 27–28, Kaunas, Lithuania 
             ISSN 1822-7554, www.cyseni.com 
 

II-53 
 

4.1. District heating sector 

District heating sector provides the best available data on wood fuel consumption for 
regional development planning purposes. Strong Lithuanian District heating Association, 
which unites most heat and electricity producers collect comprehensive data basis on the 
activity of district heating sector as well as wood fuel production via collaboration with 
Lithuanian Biomass Energy Association.  

Fig. 4 shows distribution of installed heat production capacities using biomass fuel. The 
data provides figures for district heating sector and some biggest and available industrial 
installations.  

The total number of approximately 360 biofuel boilers are installed with total capacity 
of 610 MW. 380 MW are installed in DH sector and about 202 MW in industry. Among them 
45–50 boilers with total capacity of 9 MW are straw fired boilers [15]. Biggest installations 
are in Vilnius City, Klaipėda City, Kupiškis, Rokiškis, Ignalina, Mažeikiai and other 
municipalities. However, municipalities with biggest forest resources in the south of 
Lithuania (Fig. 2), still have rather high potential for such installations. 

 

 
Fig. 4. Wood fuel using heat production capacities in Lithuanian municipalities, MW [15] 

4.2. Individual sector, industry 

As it was mentioned above, the largest amount of wood fuel is consumed by individual 
housing sector, most of which use firewood (appr. 2 mill. m3), according to wood fuel 
amounts sold by State forestry companies [5] and private forest owners. Total number of 
forest owners is 232318, average private forest area 3.34 ha, the largest forest plot 1631.87 ha 
[16]. Unfortunately, there is no available data on cuttings in private forests. The Association 
of the Lithuanian producers and traders of wood products state, that households used about 
2046 thousand m3 of wood fuel in 2007 [17], however, this figure includes individual users 
and those connected to DH.  



             CYSENI 2010, May 27–28, Kaunas, Lithuania 
             ISSN 1822-7554, www.cyseni.com 
 

II-54 
 

Besides, housing sector is not included into regular statistics. This sector is reflected via 
irregular questionnaires on household income and expenses, which are expressed in monetary 
units only and not provided on regional basis.  

Concerning wood industry, there are two types of wood energy consumption:  
1) Wood processing companies produce certain volume of wood residues, which is 

mainly used in the same companies as fuel for boiler-houses and wood drying chambers. This 
amount of wood fuel is not reflected in any statistics.  

2) Wood fuel (firewood, wood waste, pellets and briquettes) industrial producers. Most 
of their production is exported (80% of briquettes and 95% of pellets [4], besides growing 
export of firewood) and not consumed in local market because of too high prices of such fuel. 
This aggregated statistics could be available in regional statistics since most companies must 
provide Fuel-energy balance sheet for the Department of Statistics. Availability of individual 
data is restricted as confidential. General data is presented in Table 3.  

Table 3. Data on biofuel production in industry  
Energy and fuel type Measure 

units 
Produced No of 

producers 
Consume

d 
Import Export 

Firewood and wood 
residues available for fuel 

 
Thos. m3 

 
3885.6 

 
N/A 

 
2664.7 

 
149.6 

 
271.2 

   Sawdust briquettes Thos. t 39.5 44 7.2 0.3 9.8 
   Wood pellets Thos. t 87.6 8 0.2 - 94.9 

 

5. DISCUSSIONS 

This paper does not provide any scientific research but rather overview of national 
statistical data system, expert assessments, etc., which are required for the planning needs of 
wood energy sector on municipal level. The largest problem here is that energy sector was 
always considered as national, not regional issue. However, currently very urgent topics, such 
as use of RES, sustainability issues in biofuel and bioenergy production raise need for 
regional or in Lithuania’s case municipal attitude towards energy sector planning and 
development.  

Here the involvement of national Statistics Department could be highly valuable. 
Conversion of forestry area based forests statistics as well as regional statistics of energy 
demands is the urgent need, bearing in mind that all companies of more significant size 
provide fuel-energy balance sheets in their monthly and annual statistical reports.  

Another topic is that biomass sustainability issues were never identified for energy 
sector of Lithuania yet. Greenhouse gases emissions are represented on national level only. 
We should start following good practice examples, which are numerous from more developed 
countries and which show, that high national goals are to be reached applying bottom-up 
rather than top-down planning and development method. Local inputs form “big” national 
output and not vice versa.  

6. CONCLUSIONS 

Overview of current situation in defining the demand and potential resources of wood 
biomass fuel on regional level disclosed: 

− Department of Statistics under the Government of Lithuanian Republic provides 
very few regional data on forests, which is not sufficient in defining wood 
resources, available for energy purposes at municipal level. 
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− More comprehensive statistics could be available for fuel needs, however, here we 
meet with difficulties, related to administrational distribution and ownership of 
forest areas. 

− Another difficulty is defining the use of forestry cutting residues available for fuel. 
From the attitude of sustainable forest management, only forest management 
residues and auxiliary products can be used for energy production, however, it 
may be feasible to use Pulpwood and Fiberwood for fuel in case there is no direct 
demand. 

− Economic activity (cuttings, thinnings, cleanings, sales, etc.) statistics is presented 
for state owned forests only. 

− District heating sector provides the best available data on wood fuel consumption 
for regional development purposes. 

− Residential sector is not included into regular statistics. This sector is reflected via 
irregular questionnaires on household income and expenses, which are expressed 
in monetary units only and not provided on regional basis. 

− Amount of wood fuel from wood processing companies, which is mainly used in 
the same companies as fuel for boiler-houses and wood drying chambers, is not 
reflected in any statistics. 
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ABSTRACT 

 
Wind measurements are very important phase before setting up a single wind turbine or a wind farm. 
Without correct preliminary wind measurements in planned wind farm site, there can be over- or 
underestimation of wind conditions. If the wind farm project should be covered by loan, wind 
measurements are also preconditions for getting loan from the bank. Not any kind of wind data is 
sufficient to make accurate wind farm calculations. It is always cheaper to make correct and accurate 
wind measurements than to choose a wrong site or wind turbine type for the wind farm project. It is 
not reasonable to economize wind measurement costs. Economizing wind measurement costs, 
accuracy of measurement data will suffer and it will lead to sensor failures during measurement 
period. To make accurate wind turbine energy production prognoses, wind data from the height of 
future wind turbine is needed. Length of the measurement period must be at least one year. 
 
Keywords – wind measurements, wind speed, wind direction, measurement mast, measurement 
sensors. 

1. INTRODUCTION 

Wind measurements are not only very important but in some cases also ineluctable. 
Accurate wind speed and direction data are important to determinate the best sites for wind 
turbine. Previous wind measurements are also needed, if the wind project owner needs a loan 
to finance a single wind turbine or wind farm.  

Wind measurements can be made very simply and with low costs or even weather 
station wind data can be used, but in the wind industry it is not an option. Although correct 
and in-depth wind measurements are rather high-priced, it is cheaper to make accurate 
measurements than over – or underestimate wind speeds and make wrong wind farm energy 
production prognoses. 

Accurate wind measurements assume many different stages. To investigate the wind 
resources within a given land area, the main three stages are: 

− preliminary area identification; 
− area wind resource evaluation; 
− micrositing [1].  
Initial site choosing can be made according to Estonian Wind Atlas [2] or weather 

station wind data, where are given average wind speeds 10 meters above the ground level, but 
for final conclusions and wind turbine production prognosis, additional more accurate wind 
measurements are needed. 

The main focus of this study is to find out all the problems and hindrances that may 
occur during wind measurement period. Second task is to analyze requirements to the wind 
data needed for wind turbine production prognoses.  
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2. METHODOLOGY 

Many different wind measurements were carried out in Estonia in order to investigate 
the importance of accurate wind measurements and problems, which may occur during 
measurement period. Wind measurements were made on different measurement mast types 
(tubular steel, lattice, tilt-up, telescope, fixed) and in different locations. To investigate the 
relevance of new measurement sensors some measurements were made with new sensors and 
others with already used sensors. 

Elaborated wind measurements were carried out in the northern and eastern coast, 
where wind conditions are rather good. Nine investigated measurement points were Prangli, 
Türisalu, Virtsu, Uulu, Paldiski, Võiküla, Tamba, Roomassaare and Mäliküla. Exact locations 
are shown in Fig. 1 [3]: 

 

 
 

Fig. 1. Wind measurement points in Estonia 

Mast types and measurement heights of the nine measurement points were: 
− Prangli measurement mast co-ordinates were E 25o00´22.8´´ and N 59o38´16.3´´; 
− Sensors were mounted to 50-m GSM antenna mast, secured by guy-wires and sensor 

heights were- upper anemometer 44.5 m, lower anemometer 26.5 m and wind vane 
26.5 m; 

− Türisalu measurement mast co-ordinates were E 24o20´06.6´´ and N 59o24´47.9´´. 
− Sensors were mounted to standard 40-m meteorological tubular mast and sensor 

heights were- upper anemometer 40.5 m, lower anemometer 20.5 m and wind vane 
40.5 m; 

− Pakri measurement mast co-ordinates were E 24o02´51´´ and N 59o22´46´´. 
− Sensors were mounted to 80-m tubular telescope mast and sensor heights were- 

upper anemometer 75.2 m, middle anemometer 51.6 m, lower anemometer 33.7 m 
and wind vane 72.7 m; 

− Virtsu measurement mast co-ordinates were E 23o31´00´´ and N 58o37´59´´. 
− Sensors were mounted to 52-m GSM mast and sensor heights were- upper 

anemometer  52.3 m, lower anemometer 31.3 m and wind vane 52.3 m; 
− Võiküla measurement mast co-ordinates were E 23o23´27´´ and N 58o33´13´´. 
− Sensors were mounted to 46-m Võiküla substation lattice mast and sensor heights 

were- upper anemometer 46.5 m, lower anemometer 29.5 m and wind vane 46.5 m; 
− Roomassaare measurement mast co-ordinates were E 22o29´49´´ and N 58o13´09´´. 

Sensors were mounted to standard 30.5-m tubular mast and sensor heights were- 
upper anemometer 30.5 m, lower anemometer 15.5 m and wind vane 30.5 m; 
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− Tamba measurement mast co-ordinates were E 23o41´12´´ and N 58o29´55´´; 
− Sensors were mounted to 40.5-m tubular mast, secured by guy-wires and sensor 

heights were- upper anemometer 40.5 m, lower anemometer 20.5 m and wind vane 
40.5 m; 

− Mäliküla measurement mast co-ordinates were E 23o43´14´´ and N 58o26´36´´; 
− Sensors were mounted to 70-m GSM mast and sensor heights were – upper 

anemometer     60 m, lower anemometer 31.8 m and wind vane 60 m; 
− Uulu measurement mast co-ordinates were E 24o35´14.4´´ and N 58o17´34.2´´. 
− Sensors were mounted to 50-m GSM mast and sensor heights were- upper 

anemometer 44.5 m, lower anemometer 26.5 m and wind vane 44.5 m. 
In Prangli, Türisalu, Virtsu and Uulu wind measurements were made according to 

UNDP measurement program and are also basis to Baltic Wind Atlas [4].  
All wind measurements lasted for at least one year in order to cover all twelve month 

wind speed and direction data. Wind speed measurements were made with one or two wind 
speed sensors (anemometers). In this research two types of cup anemometers were used – 
Thies Classic and Vector A100L2. If the future turbine mast is 80 meters high, then the wind 
speed measurements must be carried out in same height or calculated to that height. For 
calculating wind speeds to another height, wind data must come from at least two different 
heights to know the wind profile in this area.  

All obstacles around the measurement masts were described by their characteristics 
(distance from mast, length, width, height and porosity). All obstacles around the mast are 
taken into account in order to clean wind data from effects of obstacles to wind flow, because 
they generate turbulence and therefore recorded wind speed data are influenced. For wind 
resource estimation WAsP or WindPRO programs must be used – those are two common 
used programs for wind climate analyses and wind farm planning. In this study WAsP 9 
program was used. To calculate measurement area wind climate, map with contour- and 
roughness lines were created with WAsP map editor program. Map must cover at least 10-20 
km area around the future wind turbine area. 

After many different wind measurements the main problems that occurred during the 
measurement period were investigated. The best measurement mast and sensor types were 
determined on the basis of wind speed data accuracy and minimal disturbance. 

 

3. RESULTS AND DISCUSSION 

3.1. Measurement mast 

There are different types of masts that can be used. There are two basic tower types - 
tubular steel and lattice. Both towers could be tilt-up, telescope or fixed. Towers may be 
either guyed or self-supporting. Two basic tower types are shown in Fig. 2: 

It is important to place the measurement mast as far away as possible from the local 
obstacles like houses and trees. Selected location should also represent the majority of the 
site. In order to get accurate wind speed data, measurement mast should be exactly as high as 
the future wind turbine. In lower wind measurement mast two or three anemometers should 
be used.  
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                            a                                                                   b 

Fig. 2. Wind measurement mast types: a – lattice mast, b – tubular steel mast 

 

At present most of the Estonian wind measurement masts are about 40 meters high. 
There are three basic options in use:  

− measurement sensors are installed on the mobile mast; 
− measurement sensors are installed on the substation mast; 
− measurement sensors are installed on the independent wind measurement mast. 

Basic measurement heights are 40 and 20 meters above the ground level, using two 
anemometers. Biggest measurement mast, used in our research, was 80 meters high and had 
three Vector A100L2 anemometers on three different heights. 

3.2. Basic wind measurement sensors and correct installation 

Two basic sensors to measure wind speed and direction respectively are anemometer 
and wind vane. In order to make more exact measurements, air temperature, air pressure and 
precipitation sensors are used.  

There are many different types of anemometers: cup anemometers, windmill 
anemometers, hot-wire anemometers, sonic anemometers etc. Cup anemometers are preferred 
and mostly used. In order to make accurate energy prognoses anemometers, separately 
calibrated in the wind tunnel must be used. All anemometer calibrations are generally made in 
DEWI (Deutches Windenergie Institute). 

There are certain rules for sensor mounting. Sensors must be mounted away from the 
mast because of the turbulence and shading caused by the measurement mast. Sensors are 
mounted on the booms; their location is shown in Fig. 3 [5]. 

Mostly two anemometers are mounted on the measurement mast. One anemometer 
should be placed centrally on the top of the mast. Only lightning protection can be placed next 
to the anemometer. The lower anemometer should be fitted approximately 20 meters lower 
than the upper anemometer and on a boom with length of at least 7 times the mast diameter. 
Anemometer should be staying 30–50 cm over the boom. The wind vane will also be placed 
on a boom but at least 1.5 meters below the upper anemometer [5]. Other components like 
logger shelter box and solar panel for power supply should be fitted as high as possible but 
within the reach of maintenance (generally 10 meters above the ground level). 
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Fig. 3. Wind measurement mast sensor locations 

3.3. Problems during wind measurement period 

Main problems during wind measurement period are sensor faults, lightning, freezing in 
coastal areas, oxidation, also logger and sensors power supply.  

Data loggers and sensors need power supply that can either be external power or solar 
power (solar panel). In remote areas the only option is to use an autonomous power supply 
system with solar panel. With both power supply systems there can be problems. External 
power supply is more reliable because power system problems are quite rare and they do not 
last very long. Solar power systems are more problematic in Estonian climate. There have 
been cases when there is not enough power to read the data because the sky was cloudy for a 
few weeks. 

Winter temperatures are often below freezing point and sensor freezing is quite actual 
problem in Estonia. There have been several cases when sensors without heating were frozen 
and that lead to incorrect wind data or even several month gaps in data. In order to prevent 
freezing problems, sensors with heating must be used. 

The best wind conditions in Estonia are in coastal areas and on islands. Air is salty and 
air humidity is high in costal areas, these conditions usually lead to oxidation of the 
measurement equipment. 
 The data logger on one coastal measurement mast was completely oxidized after three 
years of usage. Sensor cable oxidation cases have also appeared. Logger shelter box should be 
completely hermetic in order to prevent oxidation problems.  

Vandalism is also one problem that should be to taken into account. To protect lower 
measurement equipment like logger shelter box, it is usually mounted approximately 10 
meters above the ground level. Even when all the equipment is mounted high enough there 
can be some vandalism cases. For example somebody shot the solar panel on one of the 
measurements masts. To prevent vandalism problems measurement masts should be equipped 
with protective fence [6]. 
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It is very important to supply the measurement mast with lightning protection. When 
measurement equipment is installed to the substation mast it is very important to use proper 
lightning protection. Substation mast ground wire is not enough because sensors can get direct 
lightning strikes.  

3.4. Wind measurement data 

In order to save money smaller wind energy developers and project managers want to 
use weather station wind data or used equipment for wind measurements and energy 
prognoses. 

In Estonia weather station wind data is mostly measured at the height of 10 meters 
above the ground level. This measurement point is too low to make wind climate calculations 
and wind turbine production prognoses. Some weather stations are located very close to 
highways. It means that wind data is under the influence of cars, especially trucks. Other 
problems when using weather station data are forest and other local obstacles. With years the 
trees grow higher and it influences the wind data. In this case wind data shows that wind 
speed decreases year by year. In reality it is influence of higher forest or new obstacles.  

Another problem with accurate wind data is used sensors. Generally wind sensors, 
which are used for a year or two, are not used in another measurement. If old anemometers 
and wind vane are used, they must be calibrated again before new measurement. It ensures the 
accuracy, but not other sensor faults. One problem with used anemometers is bound up with 
bearings. Bearings that have been used for many years could jam during the measurements. 
That will cause approximately two month gap to the measurement data.  

This anemometer bearing broke up during the second measurement period. The 
separator broke up, balls stuck together and anemometer rotor jammed. 

Oxidation is another problem with used components and that could also lead to data loss 
during the measurement period. One factor that could also have influence is sensor cable 
condition. Concatenated cables are always a weak point. They can break lose or air humidity 
could go into cables. Too long cables can influence the sensor signals and thereby also 
gathered wind data. 

On the basis of gathered 12 month wind speed and direction data Weibull distribution 
with Weibull parameters and wind rose is usually calculated. It shows wind climate and 
prevalent wind directions in that area. 12 month wind data must be used for full representation 
of wind variations through the different seasons and therefore for more exact wind resource 
estimation. In Fig. 4 Pakri peninsula wind speed Weibull distribution, wind rose and wind 
profile are shown. 
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Fig. 4. Pakri wind measurements: wind rose, Weibull distribution and wind profile 
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A is Weibull parameter A (m/s), k is Weibull parameter k (Weibull distribution shape 
factor), U is average wind speed (m/s) and P is energy density (W/m2). Figure shows that 
Pakri peninsula is a good place for wind turbines (average wind speed 6.30 m/s) and the 
prevalent wind direction is south-west [7]. Wind rose and Weibull distribution were 
calculated 75.2 m above the ground level. Measurement period was 12 month. 

In Fig. 5 Muhu Island (Võiküla) wind speed Weibull distribution, wind rose and wind 
profile are shown. 
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Fig. 5. Võiküla wind measurements: wind rose, Weibull distribution and wind profile 

Võiküla wind rose and Weibull distribution were calculated 46.5 m above the ground 
level. Measurement period was 12 month.  

In both measurements wind speed was measured with Vector A100L2 cup anemometers 
and wind direction with potentiometer wind vane W200P. All anemometers were calibrated in 
DEWI. 

In Pakri prevalent wind direction is sector 9 (240o) and in Võiküla sector 8 (210o). Wind 
profiles in both measurement points show that to choose bigger mast for wind turbines means 
considerable growth in wind speeds. 

In Fig. 6 Võiküla and Nasva average monthly wind speeds are shown. 
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Fig. 6. Average wind speeds in Võiküla and Nasva 

Võiküla wind measurements were affected by lightning strike and last 3 month 
measurement data was calculated by comparing it with Nasva wind turbine anemometer wind 
data. Nasva wind speed data correlates considerable good with Võiküla wind measurement 
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data. When the wind speeds are bigger, anemometer at the top of wind turbine is more 
affected by turbine rotor (in January real wind speeds were bigger than registered with Nasva 
wind turbine anemometer). 

All nine measurement point wind data had smaller or bigger periods of missing data. 
Data gaps were caused by long-standing power loss, GSM connection problems (to read out 
data), sensor faults etc. If there are GSM connection problems, which will last several weeks, 
logger memory gets full and that cause’s valuable data loss. 

In Fig. 7 all 9 measurement points 12 month average wind speeds are shown. 
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Fig. 7. Measurement points 12 month average wind speeds 

 
All 9 measurement points 12 month average wind speeds are calculated 50 meters above 

the ground level with roughness class 2 (farm land with scattered houses and some higher 
vegetation). In Estonian coastal areas average wind speeds 50 meter above the ground level 
are mostly 6 m/s and in some places even higher. Those are reasonably good conditions for 
single wind turbines and wind farms. 

For single wind turbine or wind farm production prognoses one year wind measurement 
data must be correlated with weather station long-term wind data. 20 year long-term weather 
station wind speed data is used, because wind turbine life expectancy is usually 20 years. In 
Fig. 8 three different weather stations 20 year long-term wind data are shown. 

Virtsu and Jõhvi measurement masts are in coastal area, Tiirikoja in inland, near Lake 
Peipsi. 20 year average wind speed in Virtsu is 4.5 m/s, in Jõhvi 4.4 m/s and in Tiirikoja 3.1 
m/s. Weather station wind data are registered 10 meters above the ground level. 20 year 
annual average wind speeds in Jõhvi were changing from 3.8 m/s to 4.7 m/s and to make 
detailed calculations with only one year wind speeds without long-term calculation could 
cause very big production prognosis under- or over estimation. 

Measured 12 month wind data, correlated with nearest weather station 20 year long-term 
data, is basis to wind turbine production prognoses.  

 



             CYSENI 2010, May 27–28, Kaunas, Lithuania 
             ISSN 1822-7554, www.cyseni.com 
 

II-65 
 

2,5

3,0

3,5

4,0

4,5

5,0

1980 1982 1984 1986 1988 1990 1992 1994 1996 1998 2000
Year

A
ve

ra
ge

 w
in

d 
sp

ee
d,

 m
/s

Tiirikoja Jõhvi Virtsu  
 

Fig. 8 Weather station long-term wind data 

4. CONCLUSIONS 

Wind measurements are very important and mostly even ineluctable phase before 
setting up the single wind turbine or a wind farm. Weather station wind data and low cost 
wind measurement data is not sufficient to make accurate wind climate analysis and wind 
turbine production prognoses. 

In order to get correct wind measurements and accurate wind data following facts must 
be taken into account: 

− new, accurate, calibrated and correctly installed sensors must be used (every 
measurement made with used equipment consisted bigger data gaps due to sensor or 
logger faults); 

− measurement period must be at least 12 month, to cover all wind variations through 
different season; 

− all lightning, freezing, oxidation and vandalism protection measures must be taken 
(several measurements, where one of those measures were not take into account, 
suffered data loss);  

− for data analyses and production prognoses proper software (WAsP – Wind Atlas 
Analysis and Application Program, WindPRO) must be used; 

− all obstacles around the wind measurement mast must be taken into account; 
− all the roughness and contour lines about 10–20 km around the future wind farm 

area must be taken into account (allows  to calculate wind conditions for every 
single wind turbine in their exact location); 

− correlations with weather station long-term wind data must be made (calculations 
based on only one year wind measurements without long-term correlations would 
lead to under- or over estimation of average wind turbine production prognoses). 

Wind measurements are rather expensive, but under- or overestimation of the area’s 
wind conditions and selection of wrong place or wrong turbines for the wind farm will cost 
much more than accurate wind measurements. 

In Estonian coastal areas wind speed 50 meters above the ground level is approximately 
6 m/s and it grows considerably comparing with higher measurement points. 
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ABSTRACT  

Solar collector’s operation methods investigated on the Institute of Physical Energetics (IPE) solar 
energy polygon according different parameters. The most common types of solar collector’s operation 
were investigated and compared: by the time, by the heat carrier temperature differences of input and 
output, by the solar radiation intensity and operation control methods in various combinations. 

Theoretical and practical advantages and disadvantages of using each control methods were analyzed. 

Currently, companies that offer solar collectors, offer solar collectors complete set with all necessary 
equipments for the solar collector connection for hot water supply system, or for home heating 
operation system by the temperature difference of input and output. And no one of them does not offer 
solar collectors operation systems by the various parameters. 

Except the manual operation system the worst solar collector’s operation system is the operation 
system by time. Usually equipments of the operation system are primitive and those could not used for 
individual program for each day, so one program is used for all days of the solar collector’s operation 
time. Thereby the fact that the weekly average value of solar radiation is changes, and changes the sun 
sunshine hours, then it is not possible fully use the obtaining solar energy in sunny days and fully use 
the solar collectors operation time of spring and autumn periods, in this time the heat storage tank will 
be more cooled than heated. 

The solar collector operation system by the flow and return temperature is one type of solar collectors 
for operational system. Through this system can provide instantaneous accession and if it is necessary 
can regulate solar collector operation system; by this operation the system can get instantaneous 
maximum efficiency. It is necessary to find the optimal speed of heat carrier flows speed.  

Solar collector’s operation system could be regulated in accordance with the solar radiation intensity, 
by the boiler lower temperatures and by the outdoor air temperature to determine precisely the solar 
collector efficiency of the parameter changes. This may help to avoid the previous operation systems 
testing regime deficiencies. 

The precision of solar collectors operation depends on the type of operation systems: heat losses and 
the collector efficiency calculation accuracy, the sensor is accuracy, the time between the regulation 
regimes, and the range of heat carrier pumps action operation sensors. 

Keywords: solar energy, solar collectors, operation methods 

1. INTRODUCTION 

On the IPE solar energy polygon investigated solar collectors control methods 
according different parameters. Were investigated and compared the most common types of 
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solar collector’s types. There were analyzed theoretical and practical advantages and 
disadvantages of using each control methods. 

Currently, a large number of companies that offer solar collectors, one-third of them 
offer solar collector complete set with all necessary equipments to the solar collector 
connection for hot water supply systems, or home heating. Only a few of them offered two or 
three solar collector operating control modes, where many differences are in the heat carrier 
pumps action operating range. And not one of them nor offers solar collectors control systems 
by the various parameters.  

2. METHODS AND RESULTS 

2.1. The operation methods of solar collectors 

The solar collector control systems are designed for solar collector circulation pump 
control according changing weather conditions. 

2.2. Operation by time 

Apart from the manual operation system the weakest solar collector’s operation system 
is the operation system by time. Usually equipment of the operation systems are primitive and 
those could not be used for individual program for each day, therefore one program is used 
for all days of the solar collector’s operation time.  

Thereby the fact that the weekly average value of solar radiation varies, and changes the 
sun sunshine hours, then it is not possible fully use the obtaining solar energy in sunny days 
and fully use the solar collectors operation time of spring and autumn periods, in this time the 
heat storage tank will be more cooled than heated.  

 

 
Fig. 1. Heating schedule that shows how the heat depends on the activity of all daily average 

solar radiation value, and potential of solar radiation deviation 

 
Consequently these solar collector operation type is not widely used anymore. 
If only there had been possible to determine operation programm for each day there 

bigest disadvantage would be connected with systems disability to appoint weather conditions 
and amount of energy from collector workplace and respectively to adapt for it. Therefore in 
claudy and rainy days the action of solar colletctors would cool aclumulation tunk. 
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Fig. 2. Heating schedule that shows how the heat depends on the activity of each day average 

solar radiation value, and potential of solar radiation deviation of cloud activities 

2.3. The operation of solar collector according to input and output temperature or 
output and input temperature of accumulation tank 

The operation of solar collector according to temperature difference is needed two 
sensor of temperature. One is for input temperature measuring, but another for output. If the 
temperature sources store near solar collector the difference of temperature will be gotten. 
And if we know heatcarrier flow we will determine the energy which was produced by solar 
collector. But if temperature source will store very close to heat-exchanging apparatus will be 
gotten the energy which was produced by solar collector also included energy produced by 
solar collector pipes heat losses between heat-exchanging apparatus and solar collector. This 
technique is suitable for continuous heatcarrier flow. 

To operate the systems at a temperature difference of one temperature source is 
positioned in the solar collector warmer point. If there is no such place the temperature source 
is stored at the gate of solar collector. This technique helps to determine the temperature of 
heatcarrier in solar collector even in stationary phase. The second temperature recourse is 
necessary to place in water accumulation tank – output pipe of heatcarrier. The pump is 
activated through a relay, which provided necessary temperature difference. Unfortunately, 
(in this way) by the operation of solar collectors we won’t count the heat loss flow conduits 
between the accumulating tank and solar collectors. Only the minimum temperature 
differences between the adopted dependence of pipeline length, usually it is from 1 to 8 K.  

Turn on according to condition: 

  [K], (1) 

a – coefficient of temperature differences, which depends on the pipe lengths (3÷8), K.  
Knockout temperature: 

  [K], (2) 

b – coefficient of temperature differences, which depends on the pipe lengths (1÷6), K. 
After switching the temperature must be above the exit temperature of not less than one 

degree: 

   (3) 
and 

  [K]. (4) 
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Otherwise the low temperature changing the heat pumps are often turning on and off. 
This facility will promote accelerated aging and measuring inaccuracies due to thermal 
inertia. 

Third temperature sensor may be placed in the water heat accumulated tank top point, 
which will signal about accumulation tank overheating. In the event of overheating is 
necessary to eliminate solar collector circulation pump operation, which will stop temperature 
increases in accumulation tank. 

But the temperature of the solar collectors will rise sharply. IPE studies shows that, in 
the Latvian region in stationary phase the temperature in some solar collectors in the sunniest 
days can climb to 180 ºC. Solar collectors can withstand at the maximum temperature, solar 
collector can withstand from 300 ºC to 600 ºC, depending on the collector type and brand. 
Consequently solar collectors in the Baltic Sea region are not at risk of overheating. 

Even in our climate may be a transient temperature rise above 160 ºC more profitable to 
use the temperature sensor with high thermal resistance. For example, the PT100 or PT1000 
platinum temperature sensors, working from -200 ºC to 850 ºC range. 

Management determines the temperature difference between the instantaneous system 
performance benefits and the opportunity to adjust the solar collector operation; the system 
allows getting the instantaneous maximum efficiency. 

 

 
Fig. 3. Heat schedule that shows flow varies depends on temperature difference,  

including test regimes 

 
The main energy loss will be in all test period (beginning at each step), the productivity 

will be tested at different flow rates.  

2.4. The heat flow rate 

To obtain maximum effectiveness it is necessary to provide the optimum heat flow rate. 
The speed decrease of heat flow increase heat losses in pipes, especially between the solar 
collector and the accumulating tank. But with increasing flow rate, decreases efficiency of 
heat exchanger and coolant flow will go with high temperatures which will promote increased 
energy loss. 
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Fig. 4. Heating schedule shows the principle of automation control, depending on the  

heating temperature difference 

 
At too small or too large flow rates of heat loss may even be greater than the absorbed 

solar energy collector amount. Particularly large losses, in the testing regime, will be near 
insufficient weather parameters of productivity, when all flow rates for heat productivity will 
be negative. 

At that time the energy will be spent from the accumulation tank to the testing regime. 
But, while too little testing arrangements may be insufficiently precise look after weather 
changes and work with the lowest productivity, not as capable. Therefore, the testing regime 
and associated with a number of heat loss, as well as deviations from the operating system 
requires the operating mode is the main weaknesses of theses operation type. 

2.5. Operation by solar radiation intensity 

Very rarely, only on special order, the solar collectors are guided by the heat source – 
solar radiation intensity and acumulation tank button temperature. 

You can adjust the management of the solar collector solar radiation intensity, the lower 
boiler temperatures and outdoor air temperature, if determine precisely the solar collector 
efficiency depends of the parameter changes. To calculate the size required for the flow to 
increase accuracy and increase reliability estimates would be useful to supplement the system 
with the flow and return temperature sensors. 

If the heat capacity of the substance in the formula: 

 , (5) 

where q – amount of energy, c - heat capacity of the substance, m - the mass, ∆t - the 
temperature difference. 

Distributed to the two parts of the formula over time: 

  (6) 

from there, the energy divided by time is power: 

  (7) 
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and quantity of the substance divided by the time is flow: 

 , (8) 

flow rate depends on: 

 , (9) 

either: 

 . (10) 

Ps – solar radiation intensity, ηc – solar collector absorption efficiency, Pc.hl – solar collector 
heat loss, Pp.hl  – piping heat losses; 

whence: 

 , (11) 

Kc – solar collector heat loss coefficient, tc – temperature in the solar collector, ta – ambient 
temperature, 

and 

 
.
 

(12) 
tn – given pipeline stage temperature (may be conditional or reversing flow temperature), 
KP n – given pipeline stage heat loss coefficient. 

In the end are get heat loss coefficient of single stage: 

  
(13) 

 
l – pipe length, ΣR – isolated pipeline full thermal resistance, d1 – inner diameter, α1 – inner 
surface of the thermal conductivity coefficient, λk – given pipe layer heat conductivity 
coefficient, dk – given the internal diameter of the pipe layer, dk +1 – given the pipeline layer of 
outer diameter, d2 – insulation design surface diameter, α – thermal insulation design surface 
conductivity. 

It can be avoided by pre-testing management systems deficiencies and the overall 
productivity of sunny days during the increase of approximately 9%. 
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Fig. 5. Heat schedule that shows flow varies depends on solar radiation 

 
Solar collectors work accureancy will depend on: (not including heat loss and the 

collector yield calculation accuracy) of solar radiation meter accuracy, the time between the 
adjustment times, and like all previous forms of management, the productivity of the heat 
pump range. 

Weaknesses: no data on the solar collector output for different values of the intensity of 
solar radiation and solar collector heat loss, heat loss calculation must be precise; solar 
radiation measuring instruments are expensive, fast erosium process, neccesity of calibration 
every few years.  

To get a solar collector yield at different values of the intensity of solar radiation and 
heat losses of solar collector needed to conduct the experiment. On the investigated IPE solar 
energy polygon are also subjected a series of experiments, the solar collector output for 
different values of the intensity of solar radiation and solar collector heat loss values. 

2.5.1 Photo Voltaics  like a solar radiation meter 

Solar radiation meter accuracy should be similar to the heat pump operation control 
options. In less able to regulate the heat pump operation, the less can choose the intensity of 
solar radiation accuracy. Ex.: If solar collector systems are installed in the private home of 
one - two families, the solar collector operation can be controlled by a small solar panels 
productivity. But anyway it will be necessary to follow the solar techicque condition and 
every five years spanned the solar system productivity. Therefore, during the time period of 
solar battery activity there will be the productivity decrease (an average one per cent per 
annum). 

3. CONCLUSIONS 

To get most effectively function of solar collector systems, it is certainly necessary for 
automation, which regulates a capacity according to various parameters. Automation accuracy 
depends on the complexity of the system. Than more efficient is the system itself, than more 
automation response to small environmental changes. By contrast, system complexity makes 
the system less protected from damages and increased it costs. If are used latest automated 
technology it is possible to get accurately determined the solar collector system activation 
time and the required capacity without energy usage for the testing regimes. This is very 
important for regions with low solar radiation potential.  
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ABSTRACT 

Lithuania has aimed  ensure that the share of renewable energy sources in final energy consumption in 
2020 is not less than 23%. To achieve this goal all renewable energy sources as well as biomass from 
agriculture should be involved. On the other hand, the changing traditions of farming and the decrease 
in the number of livestock farms have prompt the search for alternative applications of grassland, one 
of which could be biogas production. The output and quality of biogas are directly dependent on 
biomass yield and chemical composition of plants. The potential of using perennial grasses for 
anaerobic digestion and one of the factors which influences the stability and productivity of biogas 
production, carbon to nitrogen ratio were analyzed. Pure swards of cocksfoot (Dactylis glomerata L), 
tall fescue (Festuca arundinacea Schreb.) reed canary grass (Phalaris arundinacea L.) and long term 
pastures consisting of white clover (Trifolium repens L.), lucerne (Medicago sativa L.), perennial 
ryegrass (Lolium perenne L.), and meadow grass (Poa pratensis L.) were used for the research. 
Grasses were grown in the soil characterized as loam Endocalcari - Endohypogleyic Cambisol in the 
centre of Lithuania (55˚ 24‘N). Annual dry matter yield of swards depended on the different swards 
and fertilization rates. Pure grasses produced from 9.0 up to13.7 t ha-1 dry matter in the first year of 
use. The yield of unfertilised pasture swards was more than 8.0 t ha-1 during the 10 years of sward use. 
The results showed that carbon to nitrogen ratio did not exceed the rates recommended for biogas 
production, but in pastures it did not reach the minimum values. Perennial grasses can be used for 
biogas production only after selecting the appropriate species or mixtures. 

Keywords: perennial grasses, pastures, biomass yield, carbon to nitrogen ratio, biogas 

1. INTRODUCTION 

Increasing demand for energy, rising price of fossil raw materials and intensifying 
environmental pollution prompts to search for alternative energy sources. One of such sources 
is biomass, which is characterized by effective solar energy storage and wide possibilities of 
versatile conversion of biomass into biogas. For the formation of energy biomass of different 
grass species and varieties it is very important to identify such agro technical practices as 
optimal fertilization, cutting time and frequency. Optimal cutting time determines good plant 
digestibility and does not exert any negative effect on the yield [1, 2] 

Biogas production can make use of most organic material in the absence of oxygen to 
produce methane for heat generation, electricity and also vehicle fuels. The ability to digest 
most of organic materials makes this process promising in achieving multiple environmental 
benefits while using renewable sources for bioenergy. Numerous crops could be available for 
anaerobic digestion [3, 4, 5, 6]. Biogas production of energy crops is of growing importance. 
Specific cultivation and harvesting technologies as well as specific genotypes are required 
when crops are used as renewable energy sources [7, 8, 9, 10]. 

Anaerobic digestion is a biotechnological process. The maintenance of optimum 
microbiological activity in the digester is crucial to gas generation and consequently is related 
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to nutrient availability [3, 7]. Two of the most important macronutrients are carbon and 
nitrogen and a critical factor for raw material choice is the overall carbon to nitrogen ratio. 
Often the C/N ratio is used as an index of the suitability of organic material for methane rich 
biogas production but there is no agreement in the literature on the ‘ideal’ carbon to nitrogen 
ratio. A low carbon to nitrogen ratio, or too much nitrogen, can cause ammonia to accumulate 
which would lead to pH values above 8.5 which is toxic to methanogenic bacteria. When the 
C/N ratio is too wide, carbon cannot optimally be converted to CH4 and the CH4 production 
potential is not fully used. 

A 10:1 carbon to nitrogen ratio is the optimal for sequencing batch reactor treatment of 
shrimp aquaculture wastewater [11]. On the other hand, many researches suggest that 
anaerobic digestion of manure, energy crops and many other sources of biomass requires a 
carbon to nitrogen ratio of between 20/1-30/1[8, 12, 13]. Biogas potential of different grasses 
varies from 400 l kg-1

ODM to 900 l kg-1
ODM depending of grass species and biomass quality [6]. 

The main focus of the underlying study was the difference of grass species and pastures and 
the influence of harvest time and nitrogen fertilization on dry matter yield and carbon to 
nitrogen ratio formation in biomass. 

2. METHODOLOGY 

Because of expected high biomass yield and optimal biomass quality for biogas 
production pure swards of cocksfoot (Dactylis glomerata L), tall fescue (Festuca arundinacea 
Schreb.) reed canary grass (Phalaris arundinacea L.) and long term pastures consisting of 
white clover (Trifolium repens L.), lucerne (Medicago sativa L.), perennial ryegrass (Lolium 
perenne L.), and meadow grass (Poa pratensis L.) were chosen for the research. Swards were 
cultivated in central Lithuania (55˚ 24‘N). 

Cocksfoot, tall fescue and reed canary grass were sown in 2008. The results from the 
firs year of use are analyzed. Pure swards were fertilized with mineral nitrogen fertilizers. The 
application rate of nitrogen was 90 kg ha-1 and 180 kg ha-1 per year. Fertilization of cocksfoot, 
tall fescue and reed canary grass was combined with harvesting. When the first cut was made 
at heading stage 1/3 of mineral nitrogen fertilizers were applied in early spring in the 
beginning of vegetation, second fertilization was made after first cut ant the third fertilization 
after the second cut. When the first cut was made at flowering stage ½ of mineral nitrogen 
fertilizers was applied in the beginning of vegetation and the other half after the first cut. 
Pastures were not fertilized. 

During 1998–2006 a randomized block design field trial was carried out. The results for 
this study were taken from the year 2005–2006. The treatment involved four different swards 
consisting of: 1. white clover 40% + perennial ryegrass 60%; 2. white clover 40% + perennial 
ryegrass 30% + meadow grass 30%; 3. lucerne 60% + meadow grass 20% + perennial 
ryegrass 20%; 4. lucerne 30% + white clover 30% + perennial ryegrass 40%.  

In the year 2009, pure grass swards were harvested three and four times per season, 
depending on the vegetation stage during the first cut. Pastures consisting of different swards 
were cut three times per season in 2005 and four times per season in 2006 because of the 
different weather conditions. 

The grasses were cut using a mowing machine. The biomass yield of the grasses was 
determined by taking 4 samples from an area of 15 m2 and weighing them. After that, 
harvested grass material samples of about 0.5 kg were taken to the laboratory and chopped to 
a ca. 1 cm partical size then weighted and dried in the oven in 105 oC temperature until 
constant weight. Dry matter yield was measured. 

The total nitrogen and organic carbon were determined using the Dumas method (DIN/ 
ISO 13878). 
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3. RESULTS AND DISCUSSION 

One of the main factors in selecting energy crops for biogas production is achieving 
large quantities of biomass feedstock [3; 14]. Dry matter yield of fodder grass swards can 
reach 6–13 t ha-1 in leys and 6–7 t ha-1 DM in pastures depending on management [15, 16, 
17]. In our research, annual dry matter content of plant species of pure swards investigated 
varied from 8.3 to 13.8 t ha-1 (Fig. 1). In Lithuania, the biomass yield of the first cut of most 
perennial grasses can account for from 47% to 65% of the annual biomass yield when cut at 
the heading stage and about 6-10% more when cut at the flowering stage [18]. In the first year 
of our research the situation in cocksfoot sward was different. In the first cut at heading stage 
dry matter yield reached 3.0 t ha-1 and it was lower compared to the second cut when the dry 
matter yield was approximately 4 t ha-1. Cocksfoot harvested for the first time at flowering 
stage averaged 4.6 to 4.8 t ha-1 of dry matter when the sward was fertilized with both levels of 
mineral nitrogen. Dry matter yield of the second cut was 2.8 t ha-1 (fertilized with N90) and 
4.2 t ha-1 (fertilized with N180). This shows that nitrogen fertilization had a great effect on 
biomass yield of the second cut. The dry matter yield of the third cut of cocksfoot as well as 
of tall fescue and reed canary grass was the lowest.  

The dry matter content varied extremely between grass species. In the year 2009, tall 
fescue swards produced higher biomass yield compared to cocksfoot and reed canary grass. 
Till the flowering stage tall fescue accumulated around 5 t ha-1 of dry matter, in the second cut 
dry matter yield was 4 t ha-1. Dry matter yield of the first cut made at flowering stage was 
8 t ha-1, of the second cut about 5 t ha-1. The lowest values were obtained for reed canary 
grass biomass.  

The biomass yield showed a clear dependence on nitrogen fertilization level within each 
grass species.  
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Fig. 1. The variation of annual biomass yield of cocksfoot, tall fescue and reed canary grass  
 
 

The quantity of dry matter per unit area of production, determines the potential energy 
production capacity. The total annual dry matter yield of long term pastures consisting of 
white clover, lucerne, perennial ryegrass and meadow grass was primarily affected by the 
climatic conditions and less by sward composition (Fig. 2). The weather conditions in 2005 
were conductive to the growth of sward, since warm and wet weather prevailed. In the first 
half of sward growing season all pastures produced the highest and almost similar dry matter 
yield. The yield of 3rd and 4th cuts of pastures with white clover was significantly lowest 
compared with that of pastures consisting of lucerne. The pasture with one type of legume 
(lucerne) grew intensively and produced 1.00 t ha-1 higher yield than the pasture consisting of 
lucerne and clover swards. In 2006, the summer period was dry and growing conditions were 
contrary to the previous year for perennial sward growth. The annual biomass yield of all 
pastures was in 2006 two times lower than in 2005. The yield was significantly higher or 
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trend of increasing was obtained for lucerne/white clover/perennial ryegrass pasture compared 
with the yield of other pastures. Generally, pastures consisting of lucerne sward were more 
productive compared to white clover and grass pastures.  
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W.cl/p.rye – white clover/perennial ryegrass; W.cl/p.rye/m.g – white clover/perennial ryegrass/meadow grass; 
L/m.g/p.rye – lucerne/meadow grass/perennial ryegrass; L/W.cl/p.rye. – lucerne/white clover/perennial ryegrass. 

 

Fig. 2. The variation of annual biomass yield of pastures 
 

The stability of anaerobic digestion is influenced by many parameters one of which is 
carbon to nitrogen ratio which changed significant during plant growth [3; 19; 20].  In our 
research, in all treatments the carbon to nitrogen ratio was higher in the biomass harvested at 
flowering stage compared to the biomass harvested at heading stage.  

As anaerobic bacteria consume carbon roughly 20–30 times faster than nitrogen, the 
carbon and nitrogen ratio in the biomass for anaerobic digestion is optimum 20–30 [21]. In 
the present study the most suitable C/N ratio was in the cocksfoot and tall fescue biomass 
during the first, second and third cuts when swards had been fertilized with 90 kg ha-1 
nitrogen rate (Fig. 3).  
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Fig. 3. The variation of the ratio of carbon to nitrogen in the biomass of cocksfoot,  
tall fescue and reed canary grass 

 

The C:N ratio of reed canary  grass (all cuts) ranged within 16–22, it was the lowest 
value of all grasses. The higher level of nitrogen fertilization resulted in significant reduction 
of carbon to nitrogen ratio for most of the grasses grown in pure swards. 

The results of our study indicated that the quality of digestible material as well as the 
carbon to nitrogen ratio depended on the cultivation and mostly on the climate.  The pastures, 
presented in this paper produced lower carbon to nitrogen ratio in the year 2005 when the 
weather was warm and wet compared to the results of the year 2006 (Fig. 4). The highest 
carbon to nitrogen ratio was in the biomass during the second cut. The variation of the results 
of C/N ratio of pastures  was 10.3–17.8. Even the highest values of C/N in biomass of 
different pastures did not reach the minimum  ratio for biogas production. 
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W.cl/p.rye – white clover/perennial ryegrass; W.cl/p.rye/m.g – white clover/perennial ryegrass/meadow grass; 
L/m.g/p.rye – lucerne/meadow grass/perennial ryegrass; L/W.cl/p.rye. – lucerne/white clover/perennial ryegrass. 
 

Fig. 4. The variation of the ratio of carbon to nitrogen in the biomass of pure swards and 
mixtures 

 

As it was mentioned before, the main task when selecting crops for anaerobic digestion 
is to achieve the highest biomass yield of the best quality. The results suggest that the carbon 
to nitrogen ratio of pure swards was higher in the biomass of more productive plants (Fig. 5).  
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Fig. 5. The variation of carbon to nitrogen ratio in the biomass of pure swards and pastures 

 

 
The highest values of C/N ratio did not exceed the ‘ideal’ ratio for biogas production. 

Different situation was measured in the biomass of pastures.  
Most grassland currently is used for feeding domestic herbivores and it is argued that 

bioenergy production from grassland would displace part of the forages from their traditional 
role of feeding animals. As well as for fodder environmental impacts of grassland based 
biogas production depend on management intensity to a large extent and also on species, 
varieties and mixtures of grasses. The results of our research suggest that pure swards grown 
on arable land are more productive and have optimal carbon to nitrogen ratio for methane rich 
biogas production. 

4. CONCLUSIONS 

The results from the first experimental year suggest that cocksfoot and tall fescue are 
better than reed canary grass and pastures for biogas production in boreal conditions because 
they offer higher specific dry matter yields per hectare and have better carbon to nitrogen ratio 
for anaerobic digestion. More research is needed to prove that the selection of grasses for 
bioenergy is necessary to achieve the highest efficacy of biogas production. 
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ABSTRACT 

Geothermal heating systems are becoming increasingly popular for public and individual buildings. 
But they have some disadvantages, most notable of which is that such systems require major 
investments into geological research and installation of heat exchanger. One of the most important 
components in this type of systems is a heat exchanger, supplying geothermal heat to heat pump. 
Selecting the proper parameters of a heat exchanger is critical for overall efficiency and installation 
costs of a geothermal heating system. Simulations of engineering parameters of heat exchangers are 
based on quite approximate methods. In this work, we carried out a Finite Element Method computer 
simulation of a vertical U-type heat exchanger using the COMSOL Multiphysics software package. 
We solved a 3D heat conduction problem, allowing more accurate assessment of vertical U-type heat 
exchanger parameters, such as the thermal resistance and heat flux, depending on geometry of the 
wells, grout and soil parameters. 

Keywords: Geothermal heating systems; U-type heat exchanger; Heat transfer; 3D numerical borehole 
model 

1. INTRODUCTION 

Geothermal heating systems are becoming ever more popular because of increasing 
heating costs. For example, in Sweden there are more than 360000 geothermal heating 
systems installed. 

Geothermal heating systems for buildings are relatively simple: liquid heat carrier 
circulates in a closed loop – underground heat exchanger, and the heat extracted from the soil 
is transferred to the heat pump that supplies heat to the building. A typical collector of a 
geothermal heating system is a vertical borehole with the depths of several tens of meters, and 
the diameter from 10 to 15 centimetres. In the borehole, two vertical pipes are installed, 
connected at the bottom of the borehole, through which the heat carrying liquid circulates. 
The borehole is filled with a grout enhancing the heat exchange between the liquid circulating 
in the pipes and the surrounding soil. Since the configuration of the collector pipes through 
which the liquid circulates in the borehole is similar to letter “U”, this type of vertical heat 
exchangers is referred to as U-type heat exchangers. 

Since installation of a vertical U-type heat exchanger is rather expensive, estimation of 
thermal parameters of the heat exchanger with preferably highest accuracy is an important 
task. For example, increase in temperature of the heat carrying liquid of one degree Celsius at 
the exit from the heat exchanger increases efficiency of the geothermal heating system by 2 to 
3 percent. 

For calculation of the U-type heat exchanger parameters, approximate analytical 
methods are widely used: the linear source model [1], the cylindrical source model [2, 3] and 
various modifications [4] of these. The numerical solution methods for heat transfer and fluid 
flow equations are becoming ever more popular: finite differences, finite volumes and finite 
elements [5, 6]. 
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Advantages of numerical methods, compared to analytical ones, include the possibility 
to simulate larger variety of heat exchanger and soil configurations with greater accuracy, 
unlimited by approximations characteristic of analytical methods. Application of specialized 
software for heat transfer simulations extended considerably the capabilities to use numerical 
methods for simulations of thermal properties of the heat exchangers. 

In this contribution, we present the method for simulation of U-type thermal heat 
exchanger by means of the COMSOL MULTPHYSICS software package and discuss the 
results. We obtained the longitudinal and transversal temperature profiles of the heat 
exchanger and the borehole, examined the dependence of convective heat flow on velocity of 
the heat carrying liquid, and determined the dependence of the heat obtained on the soil 
thermal characteristics. 

2. 3D BOREHOLE NUMERICAL MODEL 

The scheme of the simulated U-type heat exchanger is presented in Fig. 1. It shows the 
vertical cross-section of the heat exchanger. The geometrical parameters used for simulation 
are presented in Table 1. The parameters of the heat carrying liquid (mixture of 40% of 
ethylene glycol and water), the borehole grout and various soils are presented in Table 2. The 
temperature of the liquid at the heat exchanger entrance is Tin, and at the exit - Tout. It is 
assumed that the fluid flow is laminar and its velocity profile is constant throughout the entire 
heat exchanger length: 

 
)1()( 2

0

2

max R
rvrv −=  (1) 

Here, vmax is the flow velocity along the heat exchanger pipe axis; R0 is the pipe inner 
radius. The assumption of laminar flow is correct for velocities max0.5 0.26 /v v m s= ≤ , 
because 2300/)2(Re 0 ≤= μρ Rv  (the temperature of 40% water based ethylene glycol is 
10 °C and μ= 4.1·10-3Pa·s). The cylindrical domain for solution of heat exchange problem 
between the heat exchanger and the soil is shown in Fig. 2. Its height is equal to the heat 
exchanger length excluding the bent section that connects the pipes at the bottom. The 
connecting section was simulated in such a manner that at the bottom cross section of the 
ascending pipe, the transverse profile of velocity and temperatuzre was the same as that at the 
bottom section of the descending pipe. It is assumed that the heat transfer through the top and 
bottom planes of the domain can be neglected due to small longitudinal temperature gradient 
in the heat exchanger. Since the plane containing the borehole and pipe axes is the collector 
symmetry plane, the heat transfer problem was solved for only half the cylindrical domain. 
Having performed the test calculations, the diameter of the cylindrical domain was selected in 
such a way that the temperature at its side surface can be considered equal to the unperturbed 
soil temperature T∞. It is assumed that the unperturbed soil temperature is 10 °C and it is equal 
at all depths, because approximately from 13 meters depth soil temperature is constant [8]. 

Table 1. Geometrical characteristics of 3D model [7] 
Geometric parameter Value 

Borehole depth  80 m 
Borehole diameter 0.15 m 

Internal pipe diameter 0.0274 m 
External pipe diameter 0.0335 m 

Pipe center to center distance 0.11 m 
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We use 3D finite element numerical model for solving the heat transfer problem, which 
is constructed using Comsol Multiphysics, general heat transfer module, software package. 

 
Fig. 1. Schematic diagram of U-type heat exchanger 

 
The geometry was divided to triangular and quad shape grid, Fig. 2a, b. Predefine mesh 

size of the grout and fluid zone was generated by using extremely fine mesh Fig. 2b, the 
ground zone mesh was generated by using normal quad predefined mesh size. In order to get 
maximum mesh quality in fluid zone at the pipe wall, quad shaped mesh was used Fig. 2b. 
Vertically geometry is divided in a 240 equal layers in order to obtain appropriate quality of 
mesh geometry Fig. 2c. 

 
 

  
 

Fig. 2. 3D numerical model geometry 
 
At the top of descending pipe, boundary condition was used as a constant temperature. 

At the bottom of the descending pipe the boundary condition is as a convective flux, and the 
same transversal temperature distribution is given to ascending pipe bottom using identity 
boundary pairs. Convective flux boundary condition is given at the top of ascending pipe. The 
continuity condition is used for the borehole and pipe wall. The top and the bottom of ground 
and grout boundary conditions are used as insulation. 

a) 

b) 

c) 
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Table 2. Materials properties [5] 

Material Density 
kg/m3 

Heat 
capacity 
J/(kg*K) 

Thermal 
conductivity 

W/(m*K) 
Pipe (polyethylene pipe) 950 2000 0.56 
Ethylene glycol 40%  by volume (water based) 1070 3537 1.445 
Grout 1320 641.03 1.08 
G1 Heavy clay (15% water) 1952 1408 1.65 
G4 Heavy clay (5% water) 1952 983 1.2 
G5 Light clay (water content 15%) 1285 1121 0.85 
G6 Light clay (water content 5%) 1285 838 0.7 
G2 Dense sand (water content 15%) 1925 1530 3.3 
G3 Dense sand (water content 5%) 1925 840 2.2 
G7 Light sand (water content 15%) 1285 1489 1.55 

3. DISCUSSION OF THE RESULTS OF MODELING 

We started by analyzing the influence of the fluid flow velocity in the heat exchanger on 
the outflowing liquid average temperature at the exit cross section <Tout> and the convective 
heat flux  

 outin QQQ −= , (2) 

where Qin is the inflow rate and Qout is the outflow rate. 
 

 

Fig. 3. Temperature difference of inflowing and outflowing fluid (a) and heat flux  
(b) dependences on the velocity of fluid 

The change in temperature difference <Tout>-Tin, when Tin are different for different 
liquid temperatures at the inflow and the flow velocity vmax changes from 0.05 m/s to 0.5 m/s, 
is shown in Fig. 3a. It is seen that the difference between the inflowing and outflowing 
temperatures decreases as the flow velocity increases. The temperature difference is largest 
for the lowest temperature of the inflowing liquid. The transverse temperature profile at the 
collector exit in Fig. 4a shows that at higher flow velocities the liquid temperature raises 
noticeably in the boundary layer, and the temperature near the pipe axis remains lower than 
that of the walls of the pipe. Only when the flow velocity is 0.2 m/s, the liquid temperature is 
almost homogeneous throughout the entire outflow cross section. For even lower flow 
velocity, the liquid temperature at the outflow is higher near the pipe axis than at the wall. 

a) b) 
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Difference between the temperatures at the boundary layer and at the pipe axis is evident also 
in the longitudinal temperature profiles, Fig. 5a, the longitudinal temperature profile in Fig. 5a 
show that the temperature grows almost linearly at the boundary and at the axis in the largest 
part of the heat exchanger, except for the entrance and the exit. At the entrance, rapid rise of 
the temperature is noticeable at the boundary. Only after the rapid rise levels off and 
transforms into the linear growth at the boundary, the temperature begins to rise also at the 
pipe axis. The temperature growth rate declines near the exit, because of intense influence of 
heat transfer between the cold liquid at the heat exchanger entrance and the warm liquid at the 
heat exchanger exit. Interaction between the cold and warm pipe of the heat exchanger is 
more intense for lower liquid flow velocity is shown in Fig. 5b. Heat exchange can be so 
intense, that the temperature of outflowing fluid starts to drop. 

 
 

 
 

Fig. 4. Temperatures along the axis of symmetry of upper slice of borehole at different 
velocities of fluid (a) and at the entire upper slice of borehole, when the velocity of fluid is 

0.3 m/s and Tin=-8 oC (b) 

 

Dependence of heat flux per unit heat exchanger length on the liquid flow velocity and 
the temperature at the entrance are shown in Fig. 3b. It is seen that the laminar flow velocity 
ensuring the optimum heat exchanger performance is approximately 0.3 m/s. As the flow 
velocity further increases, the heat flux increases relatively insignificantly, and the 
temperature difference <Tout>-Tin decreases. In the examined temperature range Tin, the 
optimum velocity does not depend on the liquid temperature at the entrance. As the incoming 
liquid temperature decreases, the heat flux received by the heat exchanger increases, because 
the temperature gradient between the heat exchanger and the soil increases. For the simulated 
80 m long heat exchanger, decrease of Tin by four degrees led to increase of the heat flux by 
more than a factor of 1.3. 

a) 
b) 
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Fig. 5. Temperature of a fluid along the axis of pipe and the pipe wall, when fluid velocity is 
0.5 m/s (a) and 0.05 m/s (b) 

Since the thermal properties of different soils differ noticeably Table 2, calculations of 
the heat flux received by the heat exchanger and the temperature difference of the inflow and 
outflow liquids were performed for different soil types. It has been determined that for 
different types of soil, the heat exchanger heat flux can differ by more than 2.5 times (from 
13.4 W/m to 35.9 W/m) Fig. 6a, and the temperature difference – by almost three times, 
Fig. 6b, for the same heat exchanger geometry and the grout, and for the same soil 
temperature far away from the heat exchanger. The highest heat flux and the temperature 
difference are obtained for the soil G2 (Dense sand (water content 15%)), and the lowest heat 
flux and the temperature difference is obtained for the soil G6 (Light clay (water content 
5%)). 

  

Fig. 6. The heat flux for the length of unit of geothermal heat exchanger (a) and temperatures 
differences of inflowing and outflowing fluid (b) for the different types of soil, when fluid 

velocity is 0.3 m/s and Tin=-8°C 

a) b) 

a) b) 
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4. CONCLUSIONS 

In this work, we carried out a Finite Element Method computer simulation of a vertical 
U-type heat exchanger using the COMSOL Multiphysics software package. Heat exchange 
model was used taking into account different heat conduction values of soil, grout, collector 
pipe walls and liquid. For simulation of convective heat transfer, the model of laminar fluid 
flow was applied with parabolic velocity profile and identity pairs boundary conditions for the 
U-type junction at the collector bottom. Dependences of thermal parameters of the collector 
on the liquid flow velocity and its temperature at the inflow, as well as the thermal properties 
of the surrounding soil, were examined. It has been shown that the collector heat flux rises 
and the difference of the inflow and outflow liquid temperatures decreases with the increasing 
liquid flow velocity in the collector. Increase of the heat flux slows down when the flow 
velocity exceeds 0.3 m/s. It was shown that at low flow velocities, intense heat transfer takes 
place at the upper part of the collector between the descending and ascending collector pipes, 
therefore, the thermal efficiency of the collector is noticeably lower than that in case when the 
liquid flow velocity is higher than 0.3 m/s. 
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ABSTRACT 

The growing public concern about environmental pollution and the strict requirements of the new EU 
normativedocuments for the sources of pollution encourage searching for the effective tools to reduce 
pollution by improving the construction of the equipment fired with various types of fuel, including 
wood fuel. The main part of wood fuel about 60% is consumed in the households, and only about 17-
20% - in central heating boilerin in Lithuania. Therefore, it is very important that the small and middle 
size boilers fired with wood fuel would operate effectively and emit low amount of pollutants. The 
investigation and tests with different types of boilers are performed in order to achieve these goals. 
Various modifications of boilers fired by wood and wood pellets in order to evaluate their efficiency 
and pollution while they are operating at nominal and minimal output rated capacity were 
investigated. Considerable attention was dedicated to the possibility to reduce the concentration of 
unburned hydrocarbons CxHy, carbon monoxide CO and dust, as well as to foreseen specific 
improvements of the design. It was revealed that it is possible to reduce significantly emission levels: 
CxHy and CO concentrations of up to 80% and dust content – 50%, by improving combustion 
chamber of the boiler and air supply systems. 

Keywords: Grate boiler, combustion 

1. INTRODUCTION 

The growing public concern about environmental pollution and the strict requirements 
of the new EU normative documents for the sources of pollution encourage searching for the 
effective tools to reduce pollution by improving the construction of the equipment fired with 
various types of fuel, including wood fuel. 

1.1. The consumption of biofuel in Lithuania 

In the last twenty years the use of biofuel has been increasing in Lithuania. But the 
growth has been declining because the consumption of biofuel jumped by 73% from 1992 till 
1996 and only 24% from 1996 till 2000. Even lesser increase of the consumption of biofuel 
was from 2000 till 2004. The increase was only 12% in that year. The consumption of biofuel 
increased only by 5.8% from 2004 till 2008. This kind of increase of the consumption of 
biofuel can be simply explained. The resources of biofuel were consumed very poorly till 
1992, therefore it was started to consume that unused fuel from 1992. [1, 2] Gradually it 
began to use it more and more. There are still much resources of biofuel in Lithuania. These 
resources can be enlarged by planting quick rotation plants into unused area of soil. In Fig. 1 
the diagram shows the dynamics of the consumption of solid fuel in Lithuania.   
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Fig. 1.Comsumption of solid biofuel in Lithuanian [1, 2] 

The consumption of wood fuel should change after the directive of renewable energy 
resources is implemented. This directive declares that the consumption of biofuel should 
create 23% of final balance of energy till 2020. This should stimulate the increase of the 
consumption of wood fuel. 

In Lithuania the main part of wood fuel (wood, pellets, briquettes of wood waste) is 
consumed in the households (about 60%), and only about 17–20% – in central heating 
boilerins for making thermal energy. Fig. 2 and Fig. 3 show that the consumption of wood 
fuel is quite constant in Lithuania.  

 

 

Fig. 2. Wood fuel consumption structure during 2007 [2] 
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Fig. 3. Wood fuel consumption structure during 2008 [1] 

Therefore, it is very important that the small and middle size boilers fired with wood 
fuel would operate effectively and emit low amount of pollutants. The investigation and tests 
with different types of boilers are performed in Lithuanian Energy Institute in order to achieve 
these goals. 

2. RESEARCH METHODS 

Tests of boilers fired by solid fuel were executed in the Thermal equipment testing and 
experimenting laboratory in Lithuanian Energy Institute. It was done by using the test bench 
that fulfills the requirements of standard “LST EN 303-5:2000” [3]. This appliance is used to 
test boilers and other similar equipments fired by solid, liquid and gas fuel (central heating 
boilers, momentary and volume water heaters, air heaters, stoves, etc.). 

Nominal heat rating of these equipments should be less than 300 kW, water temperature 
in working conditions should be not higher than 95 °C, working pressure in the water system 
should be not higher than 6 bar. The equipments can be with atmospheric or compulsory air 
distention burners and air distention fans. Combution products that are ejected by these 
equipments can be condensed or not. 

By using test bench it can be determined: 
• thermal parameters: consumption of fuel, thermal power, thermal effectivenes, 

thermal loss; 
• pollutants’ level: O2/CO2, CO, NOx, CxHy, SO2; 
• hydraulic parameters: tightness and hardness of water system; 
• hermetics of Gaseous system and hermetics of combustion’s products exclusion 

system; 
• temperature of equipment’s surface, electrical and safety parameters.  
While making boilers‘ test according to standard “LST EN 303-5:2000” [3] boilers fired 

by solid fuel are divided into three classes by the limits of pollutants‘ emission, feeding of 
fuel, origin of fuel and nominal heat output (Table 1). Permissible limits of emission are 
different in all classes. The first class is the worst and the third one is the best.  
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Table 1. Permissible limits of emission of boilers fired by solid fuel [3] 
Emission limits 

CO HxCy Dust 
mg/m3at 10 % O2 * Stoking Fuel 

Nominal 
heat output 

kW 
class 1 class 

2 
class 

3 
class 

1 
class 

2 
class 

3 
class 

1 
class 

2 
class 

3 

Biogenic 

≤50 
>50 to 150 

>150 to 
300 

25000 
12500 
12500 

8000 
5000 
2000 

5000 
2500 
1200 

2000 
1500 
1500 

300 
200 
200 

150 
100 
100 

200 
200 
200 

180 
180 
180 

150 
150 
150 

Manual 

Fossil 

≤50 
>50 to 150 
>150 iki 

300 

25000 
12500 
12500 

8000 
5000 
2000 

5000 
2500 
1200 

2000 
1500 
1500 

300 
200 
200 

150 
100 
100 

180 
180 
180 

150 
150 
150 

125 
125 
125 

Biogenic 

≤50 
>50 to 150 

>150 to 
300 

15000 
12500 
12500 

5000 
4500 
2000 

3000 
2500 
1200 

1750 
1250 
1250 

200 
150 
150 

100 
80 
80 

200 
200 
200 

180 
180 
180 

150 
150 
150 Auto-

matic 

Fossil 

≤50 
>50to 150 
>150 to 

300 

15000 
12500 
12500 

5000 
4500 
2000 

3000 
2500 
1200 

1750 
1250 
1250 

200 
150 
150 

100 
80 
80 

180 
180 
180 

150 
150 
150 

125 
125 
125 

* referred to dry exit flue gas, 00 C, 1013 mbar 

Boilers with the same capacity were chosen for this investigation. They were compared 
by concenctration of carbon dioxide (CO2), carbon monoxide (CO), hydrocarbons (CxHy), 
dust and also by effectiveness.  

Types of tested boilers: 
• pellet boiler; 
• grate boiler with forced draught; 
• gas generative boiler. 
Pellet boiler is fully automated. It is operated with programmable controller which 

controls the process of combustion by regulating the feeding of fuel and primary and 
secondary air. The feeding of primary and secondary air is regulated by the amount of oxygen 
in a chimney. This allows to combust the fuel effectively and to minimize pollution. This type 
of boilers also requires little care. 

Grate boiler with forced draught is a boiler which burns the fuel on the grate. This type 
of construction is spread most widely. In this type of boilers the primary air is regulated by 
the thermo-regulator and the secondary air is regulated manually by combining and 
optimizing the mode of combustion.   

Gas generative boiler burns fuel in two stages. In the first chamber the fuel burns with 
the deficit of air. In this case combustible gas is generated. This gas combust finally in the 
second chamber by feeding the secondary air. The primary and secondary air are fed by air 
ventilator which is operated with programmable controller according to the temperature of 
output water and the speed of temperature‘s change. 

Wood pellets of net calorific value 18.317 MJ/kg, water moisture – 7–9% and wood of 
net calorific value 15.901 MJ/kg, water moisture – 13–17% were used for tests.  

3. RESULTS 

The concentrations of carbon dioxide (CO2) are shown in the Fig. 4. As it can be seen 
from this figure, the combustion of pellet boiler is stable. In this case the exhaustion of carbon 
dioxide varies in narrow limits during the entire test. The combustion is not stable in other 
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types of boilers. Therefore the concentration of CO2 varies in wide limits during all the 
combustion time.  

Carbon can react with oxygen in two ways during the combustion process: 
When the oxygen is enough and the complete combustion is in process: 
C + O2 = CO2 +33.6 · 103 kJ/kgC. 
When the oxygen is not enough the carbon combusts not completely:  
2C + O2 =2CO + 9.9 · 103 kJ/kgC. 
CO compound is combustible and reacts with oxygen:  
2CO + O2 =2CO2 + 10.15 · 103 kJ/kgCO. [5] 

 
Fig. 4. Carbon dioxide concentration of boilersat nominal heating rate 

A different view can be seen in a Figure 5 that shows the concentrations of carbon 
monoxide. The concentrations of carbon monoxide differ in all types of boilers. Gas 
generative boiler has the highest rate of carbon monoxide exhaustion. Carbon monoxide can 
appear in the smoke for a few reasons: 

• the imperfections of the construction of the primary and secondary air feeding canals 
and low productivity of ventilator; 

• the imperfect operating of programmable controller which calls the pulsations of the 
air flow made by ventilator and uneven combustion; 

• the primary air, that gets into combustion chamber, is heated not enough. 
These reasons could contribute to getting gas generative boiler into the worst first class 

by standard LST EN 303-5:2002. 
The exhaustion of carbon monoxide (CO) in grate boiler depends on regulating the 

feeding of primary and secondary air properly. The smoke-consumer which is installed in the 
chimney helps to ensure the constant draught and more stable combustion. Because of the 
quite perfect construction of this boiler the acieved results allowed let to put this boiler to the 
best class.   

It should be mentioned, that the jumps of carbon monoxide concentration depend on the 
time and type of the fuel’s combustion on the grate. The fallen fuel without the gaps of air 
combusts with the deficit of air. Therefore the concentration of carbon monoxide (CO) 
becomes higher [4].   
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Pellet boiler reaches the best results because it has constant and good combustion, 
qualitative fuel and good control. The pulsation (the jumps) can be seen in the diagram of 
carbon monoxide (CO) concentration of the pellet boiler. These jump appears because of the 
fuel‘s feeding into the combustion chamber. The fuel is fed by the specified doses. When a 
new dose of the fuel is fed the concentration of the carbon monoxide jumps up. It comes back 
when the combustion becomes constant. 

 

 
Fig. 5. Carbon monoxide concentration of the boilers at nominal heating rate 

The concentration of hydrocarbons (CxHy) can be seen in the diagram below (Fig. 6). As 
it can be seen the same tendency remains for the hydrocarbons (CxHy) as for the carbon 
monoxide (CO). The difference of the concentrations is for the same reasons as it was 
mentioned before. The gas generative boiler distinguishes from others extremely. The 
hydrocarbons‘ exhaustions of the pellet boiler are constant during all the test. 

 
Fig. 6. CxHy concentration of the boilers at nominal heating rate 
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As it can be seen from the diagram of the dust concentration (Fig. 7), the pellet boiler 
exhausts about four times smaller concentration of the dust. This difference appears because 
the pellet fuel has better properties and the pellet boiler combusts this fuel effectively. Gas 
generative boiler exhausts smaller concentrations of dust as compared with grate boiler. It is 
because the gas generative boiler has two stages of combustion. 

 

 
Fig. 7. The dust concentration of the boilers at 10% O2 

All the discussed results are shown in the diagram of efficiency below (Fig. 8). It can be 
seen that the pellet boiler has the greatest coefficient of efficiency as compared with other 
boilers. This coefficient can be greater than 90%. This is because the pellet boiler has a better 
fuel quality and this fuel can be combusted more effectively. Gas generative boiler is in the 
worst first class but it lags from the grate boiler not so much. Therefore it can be considered 
that the gas generative boiler could compete with the grate boiler after improving the gas 
generative boiler‘s construction. 

 

 
Fig.8. The boiler efficiency coefficient 
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4. CONCLUSIONS 

1. The greater attention should be paid to increasing the efficiency of boilers fired by wood 
fuel and to minimize their emission of pollutants. For example, the process of 
combustion can be mechanized and automated by using bonded wood fuel.  

2. Despite of the boiler type, better parameters of the combustion process can be achieved 
by improving the construction of the boiler‘s furnace and the construction of the air 
feeding canals.  

3. It could be said that the manufacturers in Lithuania should guarantee that their products 
fulfill the requirements of the second or third class of boilers by standard LST EN 303-
5:2000 in order to remain competitive in the market of boilers. 
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ABSTRACT 

The world-wide efforts to reduce the carbon dioxide emissions by replacing fossil fuels with 
renewable energy sources determine the interest of utilizing the large amounts of agricultural waste 
(primarily straw) for energy generation purposes. Utilization of straw for energy generation entails 
some specific technological aspects that should be addressed before the straw fired plants are 
competitive to traditional plants fired with fossil fuels. The aim of the article is to present these 
technological aspects and provide the basis for further straw fuel processing and combustion 
investigations. 

The article reveals the main physical characteristics of straw and their impact on the combustion 
behavior. Since the consistence of straw fuel is import for combustion processes, the issues of straw 
logistics, pretreatment and densification are approached. The peculiarities and main technologies of 
straw combustion are described. The reasons of straw ash formation, slagging and fouling and the 
impact of these processes on burning appliances are picked up. The characteristics of chimney 
emissions are revealed. 

Keywords: densification, slagging, fouling, initial smoldering, early flaming, late flaming, afterflame 
smoldering, glowing 

1. INTRODUCTION 

Agricultural residues emerge as a waste from agricultural activities. The straw is the 
main agricultural residue emerging from grain breeding processes in Lithuania. There are 
other types of agricultural residues, for example coffee or rice husks, sugarcane stems, etc. in 
other countries. 

The references provide different numbers about the yield of straw in Lithuania and 
fluctuate every year. The straw yield depends on the area and vegetative features of seeded 
crops, the crop fertility and farming practice used. While exact yield is not specified, it is in 
the range of 3.5–4.0 Mt/year. 

The share of straw that could be utilized as a fuel is another uncertain value which as 
the rule of thumb is taken 15–20% of the total amount. The rest is ploughed back into the soil, 
burnt on the field or used as bedding for animals. 

Straw available for utilization could provide the energy potential of about 3 200 GWh 
per year (about 12% of annual gross energy consumption in Lithuania). To make a 
comparison, in Denmark, there were 2.6 megatons of total 6.5 megatons straw yield utilized 
for energy generation, what constituted about 40% [1].  

The current utilization level of straw as a fuel is low despite the quite large generation 
quantities. Straw is produced in rural regions and since it has low density, high transportation 
costs emerge; it is often uneconomical to use it as the main fuel in large power stations. 
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Another reason is the lack of sufficient information and availability of the necessary 
technology concerning straw combustion. 

2. PHYSICAL CHARACTERISTICS AND THEIR IMPACT ON COMBUSTION 
PROCESS 

Unlike the conventional fuels, some physical and chemical properties of straw fuel 
complicate their processing and combustion. The main physical characteristics of straw are 
presented in Table 1 [2]: 

Table 1. Straw physical characteristics. 
No Physical characteristic Quantity 
1 Moisture content, % 10-20 
2 Volatile mater, % >70 
3 Ash content, % 3-4 
4 Ash melting temperature, °C 800-1100 
5 Calorific value wt, MJ/kg 14.4–15.0 
6 Calorific value mf, MJ/kg 18.2–18.7 

 
The higher moisture content – the poorer ignition, reduced the combustion temperature, 

which in turn hinders the combustion of the reaction products and consequently affects the 
quality of combustion. A larger quantity of flue gas is also formed during the combustion of 
high moisture content fuels. This leads to large dimensions of the flue gas treatment 
equipments. 

Higher contents of volatile matter indicate that the fuels are easier to ignite and to burn, 
although the combustion is expected to be rapid and difficult to control. The high volatile 
matter contents affect the overall combustion process – care must be taken to achieve 
complete combustion of the volatiles to ensure higher combustion efficiency and low 
emissions of CO, hydrocarbons and aromatic hydrocarbon. 

A peculiar ash problem, which is normally experienced during the combustion of straw, 
is the low melting temperature of the ash. This is due to the presence of specific chemical 
elements in the fuel. The problems attributed to low melting temperatures of the ashes from 
straw are bed agglomeration in fluidized bed as well as fouling, scaling and corrosion of the 
heat transfer surfaces. This issue will be revealed in details in chapter 5. 

3. LOGISTICS, PRETREATMENT AND DENSIFICATION 

The loose straw has very low density to compare it to coal or even wood. For 
transportation, storage, feeding into furnaces and combustion of straw, it may be necessary to 
upgrade the raw biomass by increasing its bulk density. This is achieved by densification.  

Densification is one of the residues handling processes which includes collection, 
storage and transportation and can also involve treating, grinding and drying. The advantages 
of densified biomass are: 

• the more uniform combustion can be achieved; 
• the possibility of unexpected combustion in storage is reduced; 
• the transportation, storage and feeding is made more efficient. 
The factors which determine the densification process are moisture content, particle 

size, form, fibrous and non-fibrous nature as well as lignin contents. 
Straw, has structural tubes of highly crystalline cellulose, protected by a waxy outer 

surface, and can be effectively densified only after destroying the structure through chopping 
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or milling [3]. Where possible, an addition of materials containing some natural binders such 
as sawdust, bark, corn stalk can lead to the production of higher quality briquettes and pellets. 
However, the basic problem often encountered in the use of densified straw is the cost of 
densification. The main densification techniques normally used are baling, briquetting and 
pelleting. 

3.1. Baling 

Generally the roll and cubic forms of straw bales (Fig. 1) are produced after the yield is 
reaped. 

   
Fig. 1. The roll and cubic forms of straw bails 

Common straw bale dimensions and weight are presented in Table 2. The bulk density 
is 70–150 kg/m3, the heating values: 260–360 kWh/m3. 

Table 2. Ordinary bale dimensions and weight 
No. Bale type Dimensions, m Weight, kg 

1 Roll bales Diameter: 1,2 – 1,8; 
Length:  1,2 – 1,5; 200-340 

2 Large cubic bales 1,2 x (0,7–0,9) x (2,35-3) 180-350 
3 Small cubic bales 0,5 x 0,4 x (0,8–1,2) up to 20 

 
The straw is collected and densified by automotive or pulled equipments (Fig. 2) [4].  

   
Fig. 2. The automotive pulled densifying equipments 

 
The straw can be chopped at the same time they are collected, but it is economically 

justified only if the transportation distance to storage place is rather short. 

3.2. Briquetting and pelleting 

Briquetting and pelleting (Fig. 3) technologies are more advanced, requiring more 
expensive equipment and energy and therefore raise the costs of the straw fuel. The 
application of these techniques must be economically feasable. 
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Fig. 3. The straw briquettes and pellets 

The purpose of briquetting and pelleting is to increase the bulk density required 
especially if transport and storage are the major concerns. For example, the bulk densities of 
straw briquettes and pellets are around 450–650 kg/m3 which are 5–10 times higher than 
baled straw and the energy content increases from 260–360 to 1800–2800 kWh/m3 [5]. 

Compared to briquetting, pelletization has several advantages (Table 3), including 
higher press output and acceptance of materials with wider range of moisture contents [5].  

Table 3. Comparison of straw pelletization and briquetting methods. 
No Factor Pelletization Briqueting 
1 Moisture content, % 10–20 10–15 
2 Maximum output of press, t 4–6 1–1.5 

3 Energy consumption (chopping 
and pressing), kWh/t 80–90 40–50 

4 Straw preparation must be finely chopped need not be finely chopped 

5 Combustion systems used automatized systems 
can be used 

the same combustion systems as 
for peat and wood can be used 

 
However, the raw materials for pelletization must be chopped and milled whereas for 

briquetting, chopping of straw may be sufficient. The design of briquetting machinery is also 
simpler. Fig. 4 presents a schematic layout of a briquetting press unit [6]. 

 
Fig. 4. Schematic layout of a briquetting press unit 

Besides the need of using densification technologies for straw fuel handling purposes 
there is demand for transportation vehicles and store premises. These items are not further 
revealed in this paper since their impact on straw fuel combustion processes is insignificant. 

4. COMBUSTION PROCESS 

Whatever form of straw is used for burning - unprocessed, baled, briquettes or pelleted – 
understanding of the combustion process is required in order to achieve higher efficiency and to 
effectively design and operate the combustion systems. The inter-related events through which 
solid fuel undergoes during combustion are drying, pyrolisis, gasification and final combustion. 
Combustion process for a small biomass particle is presented in Fig. 5 [7]. 
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Fig. 5. Combustion process for a small biomass particle 

Drying and pyrolysis/gasification will always be the first steps in straw combustion 
process. The relative importance of these steps will vary, depending on the combustion 
technology implemented, the fuels properties and the combustion process conditions. A 
separation of drying/pyrolisis/gasification/gas and char combustion, as in staged-air 
combustion, may be utilized. 

4.1. Drying 

Moisture evaporates at low temperatures (< 100°C). Since vaporization uses energy 
released from the combustion process, it lowers the temperature in the combustion chamber, 
which slows down the combustion process. 

4.2. Pyrolysis (devolatilization) 

Pyrolysis can be defined as thermal degradation (devolatilization) in the absence of an 
externally supplied oxidizing agent. The pyrolysis products are mainly tar and carbonaceous 
charcoal, and low molecular weight gases. In addition, CO and CO2 can be formed in 
considerable quantities. Temperature, pressure, heating rate and reaction time are all variables 
that affect the amounts and properties of the products formed. 

4.3. Gasification (devolatilization) 

Gasification can be defined as thermal degradation (devolatilization) in the presence of 
an externally supplied oxidizing agent. However, the term gasification is also used for char 
oxidation reactions with, for example. CO, or H2O. While pyrolysis is usually optimized with 
respect to a maximum char or tar yield, gasification is optimized with respect to a gas yield. 
Temperatures of 800–1100°C are used. The gas contains mainly CO, H2O, H2, CH4 and other 
hydrocarbons. Gasification can be carried out with air, oxygen, steam or CO2, as oxidizing 
agents. 

4.4. Final combustion (oxidation) 

Combustion can ideally be defined as a complete oxidation of the fuel. The hot gases 
from the combustion may be used for direct heating purposes in small combustion units, for 
water heating in small district heating boilers, to heat water in a boiler for electricity 
generation in larger units, as a source of process heat, or for water heating in larger district 
heating systems. Drying and pyrolysis/gasification will always be the first steps in a solid-fuel 
combustion process. 
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5. ASH FORMATION, SLAGGING AND FOULING 

Straw have high contents of chemical elements that determine the low melting point 
which may lead to various problems during combustion. The chemical composition of straw 
is presented in Table 4 [2].  

Table 4. The chemical composition of straw (%). 
No. Straw type C H O N S 
1 Wheat 48,53 5,3 39,08 0,28 0,05 
2 Barley 45,67 6,5 38,26 0,43 0,11 
3 Rape 35,93 4,6 38,48 0,57 0,34 
4 Maize 47,09 5,4 39,79 0,81 0,12 

Deposit formation can be classified as either slagging or fouling [8]: 
• slagging refers to the deposits in a molten or highly viscous state, found in the 

flame section of the furnace and therefore subjected to radiant heat; 
• fouling refers to deposits built up largely by species that have vaporized and then 

condensed, and it occurs in the cooler furnace region where the heat exchanger 
equipment is located (Fig. 6). 

 

   
Fig. 6. Slagging and fouling deposits formed during straw combustion 

The undesirable effects of deposits formation are [9]: 
• retardation of heat transfer and the decrease of the capacity and efficiency of the 

boiler; 
• restriction of flow through the boiler and cause of mechanical damage; 
• accumulation of deposits in hoppers and on grates in forms that are unmanageable 

by the de-ashing facility, leading to shutdown; 
• those deposits are associated with corrosion. 
Straw contain Si and K as their principal ash-forming constituents; in addition they also 

have higher Cl content relative to other biomass fuels. These properties generally lead to 
severe ash deposition and problems at high or moderate combustion temperatures. The 
primary sources of these problems are: 

• reaction of alkali with silica to form alkali silicates that melt or soften at low 
temperatures (usually > 700ºC); 

• reaction of alkali with S to form alkali sulphates on combustor heat transfer 
surfaces; 

K is the dominant source of alkali in most biomass fuels and it has a central role in both 
processes. An increasing K concentration in straw tends to accompany increasing ash content, 
thus indicating an inherent source of K. In addition, many of the agricultural byproducts 
contain high K concentrations - up to 0.021%, depending on nutrition used [7]). 
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6. COMBUSTION TECHNOLOGIES 

The purpose of the combustion system is to supply fuel and combustion air such as to 
facilitate the distribution and mixing of the fuel with air, to initiate ignition and maintain 
combustion, to dry and volatilize the fuel, to position the flames in areas where heat release is 
needed and to reach a high burn-out at low pollutant emission. The design of the appropriate 
equipment depends on the type, the amount and the characteristics of the fuel and the desired 
energy form (heat, steam, electric power). Further design aspects concern the relationship of 
the residue combustion system to other systems in the same plant (i.e. independent or 
integrated operation), the disposal methods needed for the residues and environmental factors. 

For the design of efficient large-scale straw combustion systems a lot of parameters 
have to be taken into account. These parameters are the mean value and the variability of 
moisture, the volatile matter content, ash content, ash composition, agglomeration 
characteristics and the energy content of the fuel. Further, the furnace design will depend on 
the emission limits that have to be kept. 

There are two main categories of straw combustion burners, according the fuel supply 
manner – the periodic fuel supply burners and continual fuel supply burners. 

6.1. Periodic fuel supply burners (PFSB) 

PFSB usually burn baled straw. The air for combustion is supplied by natural draught or 
by fan. The example of such kind of furnace is presented at Fig. 7 [10].  

 
Fig. 7. Furnace with PFSB. 1 – door; 2 – combustion chamber; 3 – fan; 4 – air supply duct;  

5 – heat exchanger; 6 – valve; 7 – sensors; 8 - chimney nipple 

The advantage of PFSB is quite simple construction, low investments, the possibility to 
burn solid bales. The major disadvantages however are quite significant – the fuel load burns 
out quite fast, the combustion process is uneven, the burners are heavily automated, the 
efficiency is lower than of continual fuel supply burners. These disadvantages determine that 
PFSB burners are used for residential heating purposes only. 

6.2. Continual fuel supply burners (CFSB) 

These types of burners usually are designed to combust chopped or densified straw. 
Pellet-fired burners usually consist of the following components [11]. 

• fuel supply system with auger; 
• storage hopper; 
• electric supply air fan; 
• combustion chamber with burner; 
• ash collecting and removal system; 
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• control, measurement and safety elements. 
The combustion is organized in combustion chamber where the fan blows pressurized 

air and pushes the fume to the upper chamber zone. The combustion process is intensive and 
concentrated in a small burning volume Fig. 8. 

 

Fig.  8. Pellet burner 

Combustion of chopped straw as a single fuel is not widely practiced, but co firing it 
with other fuels such as wood or coal is quite common. The range of combustion technologies 
is presented in Fig. 9 [7]. 

 

 
       a)                          b)                         c)                                 d) 

Fig. 9. Combustion technologies: a) fixed bed; b) bubbling fluidized bed; 
c) circulating fluidized bed; d) pulverized fuel 

Fixed bed combustion systems include grate furnaces and underfeed stokers. Primary 
air passes through a fixed bed, in which drying, gasification and charcoal combustion take 
place. The combustible gases produced are burned after secondary air addition has taken place 
usually in a combustion zone separated from the fuel bed. 

Within a fluidized bed furnace, biomass fuel is burned in a self-mixing suspension of 
gas and solid-bed material into which combustion air enters from below. Bubbling fluidized 
bed (BFB) and circulating fluidized bed (CFB) combustion can be distinguished depending on 
the fluidization velocity. 

Pulverized fuel (PF) combustion is suitable for fuels available as small particles 
(average diameter smaller than 2mm). A mixture of fuel and primary combustion air is 
injected into the combustion chamber. Combustion takes place while the fuel is in suspension 
and gas burnout is achieved after secondary air addition. 

7. CHIMNEY EMISSIONS 

It is of great importance to study the emissions of specific organic compounds to air 
during combustion before straw can be widely used as residential or industrial fuel. The 
smoke contains many different compounds which can affect health and the environment. 
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Emissions from incomplete combustion reflect the chemical composition of the fuel and 
indicate the compounds that can be emitted during, e.g., start-ups and temporary disturbances. 

Chimney emissions depend on chemical composition, moisture content of straw and the 
combustion process. Table 5 presents the highest level of straw combustion pollutants 
observed [12]. 

Table 5. Straw combustion pollutants. 
Automatic load boilers with 

continual combustion 
Recurring load 

boilers No. Pollutant 
mg/m3 kg/MWh mg/m3 

1 Carbon dioxide CO2 517939 1357 517939 
2 Carbon monoxide CO 500–2000 5,240 1000–4000 
3 Sulphur dioxide SO2 170 0,445 170 
4 Nitrogen oxides NOx 400 1,048 400 
5 Airborne particulates (dust) 150 0,393 200 

 
Organic compounds in the emissions from incomplete combustion of straw were 

determined in M. Olson (2006) laboratory study [13]. M. Olson stated that the straw pellet 
combustion can be divided into five sequential stages. The pictures of these stages are 
presented in Fig. 10. 

 

Fig. 10. Straw pellet combustion stages 

Characterizing features and chimney emissions during combustion stages are described 
below: 

1. Moisture evaporated and volatile compounds were released during the first stage, 
initial smoldering. The total concentrations of organic compounds were high in 
comparison with the subsequent stages. The highest concentrations of furan and 
furan-related compounds such as 2.5 – dimethylfuran, 2 – furaldehyde and 5 – 
hydroxymethyl-2-furaldehyde were found during this stage. Furan-related 
compounds are decomposition products of the polysaccharides of the fuels 
(mainly cellulose, hemicelluloses and starch). Furan and benzofuran are possibly 
carcinogenic to humans. The concentrations of furans decreased with more 
efficient combustion. 

2. Considerable amount of the virgin fuel was still visible during early flaming. The 
highest combustion efficiencies were measured, calculated as (CO2)/(CO2+CO). 
The highest concentrations of carbon dioxide were found during early flaming. 

3. There was no virgin fuel left, only charred surfaces in the late flaming stage. The 
early and late flaming stages both lasted for 1–2 min. During the early and late 
flaming stages, the concentration of oxygen in the smoke was 16–17%. The 
concentrations of organic compounds were generally very low during the late 
flaming phase, although somewhat higher for peat/wood pellets. Major 
compounds emitted were methane, phenol and vanillin (GuCHO). Generally, the 
emissions from early and late flaming were low. 
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4. When flaming ceased, the short afterflame smoldering stage was entered. The 
concentrations were higher for after-flame smoldering than for initial 
smoldering. Predominant organic compounds emitted were methane, ethane, 
ethene, propene, benzene, methylbenzene, naphthalene and phenol. Of the 
compounds studied, some have serious effects on health and the environment. 
When considering these factors, after-flame smoldering gave rise to the highest 
concentrations of hazardous compounds. However, these compounds are only 
formed during a short time period, which results in low total emissions. 

5. Following the after-flame smoldering stage, the final glowing stage began. This 
continued for up to 20 min. Concentrations of organic compounds during the 
final glowing stage of straw and softwood pellets were very low, with methane, 
ethyne, benzene and vanillin (GuCHO) as the only prominent compounds. The 
carbon monoxide concentrations of all pellets were high during this stage, 
although this was not indicative of high concentrations of other compounds. 

The results of this study indicated that straw is a fuel with relatively low deleterious 
emissions almost as low as the concentrations found in smoke from softwood pellets. 

One possible way to decrease the total emissions from combustion is to keep 
combustion at the flaming combustion stages (2 & 3), with high efficiency and low emissions, 
as much as possible and to avoid unnecessary after-flame smoldering (4). 

8. CONCLUSIONS 

The issues concerning the utilization of straw for energy generation purposes have been 
presented in this paper. The article revealed the available energetical potential of straw in 
Lithuania, main straw physical characteristics and their impact on combustion, the process 
and forms of densification of straw, combustion process, the problems related to low melting 
temperatures of the ash of straw such as slagging and fouling, straw combustion technologies 
and emission characteristics. The following conclusions can be drawn: 
1. The energetical potential of straw is about 3 200 GWh per year (about 12% of annual 

gross energy consumption) in Lithuania. This amount, if utilized, is very significant for 
Lithuanian energy sector. 

2. The higher moisture content, higher contents of volatile matter and low ash melting 
temperatures are characteristics that must be considered when designing straw 
combustion appliances. 

3. The bulk density of straw is low. Therefore densification may be required for effective 
transportation, storage and firing. Three forms of densification can be used – baling, 
briquetting and pelleting. 

4. Combustion process consists of drying, pyrolisis, gasification and final combustion 
stages. These stages must be taken to account when designing combustion heat 
utilization systems. 

5. A major difficulty that affects the burning of straw is the low melting point 
characteristic of ash. This property poses serious design and operation problems. 

6. The way to decrease the total emissions from straw combustion is to keep it at the early 
and late combustion stages as much as possible and to avoid unnecessary after-flame 
smouldering. 
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ABSTRACT 

This paper analyzes the theoretical possibilities of performance measurement systems’ application in 
the electricity sector. The main goal of this analysis is to review the most popular modern 
performance measurement systems and evaluate their potential application in the electricity 
manufacturing companies. In order to achieve this goal, the disadvantages of traditional performance 
measurement systems as well as features and design’s requirements of modern performance 
measurement systems are discussed in the article. Especially paper focuses on four the most widely 
spread systems in the world such as balanced scorecard, performance pyramid, performance prism and 
European foundation for quality management excellence model. In order to get deeper understanding 
about potential application of these performance measurement systems in the electricity sector 
companies, the specification of those companies’ performance are discussed too. Finally, taking into 
account the features of these companies’ performance, advantages and disadvantages of potential 
application of described systems in the electricity sector companies were analyzed. 

Keywords: electricity sector companies, performance, performance measurement systems, application  

1. INTRODUCTION 

Strategic management in a constantly changing competitive environment has an 
important role in management of organization. In order to gain an advantage and new 
opportunities, organizations must be accept changes in their environment and respond to them 
more quickly than competitors. Therefore, the organizations must constantly monitor and 
analyze their performance and evaluate the results of the strategic goals’ implementation. 
According to Rantanen et al., [1], strategic goals‘ evaluation has become a widespread 
strategic management tool, and the demand to assess the results of company‘s strategy 
implementation is still growing. However, often the question arises what strategy is the most 
rational and suitable for organization and how reliably evaluate its implementation at any time 
and in any company‘s operational level [1], [2], [3]. 

According to Slatkevičienė and Vanagas P. [6], the company‘s performance 
measurement is inseparable from the management function. The performance measurement 
systems was started to develop as a tool for strategic management regulating two decades ago 
[3], [4]. It was understood that the traditional indicators of measurement mainly based on 
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financial analysis were insufficient to assess all value creating factors in fast changing 
environment [4], [5], [6]. Considering the disadvantages of ‘classical’ systems, it was created 
much more advanced systems including wide spectrum of financial and nonfinancial, internal 
and external indicators. Each of these indicators has its own advantages and disadvantages. 
Therefore, one of the main challenges is to choose a set of indicators that would clearly reflect 
organization’s performance and effectiveness of its implementation [3], [7], [8]. 

Recently, Lithuania is undergoing profound changes (electricity sector restructurization) 
in the sector of electricity. Implementation of European Union legislation’s requirements is 
causing new performance conditions for this sector‘s companies [19]. The almost finished 
gradual process of liberalization of electricity generation, transmission and supply and the 
energy strategy’s goals to connect electricity networks of Lithuania to Scandinavian countries 
and Poland not later than the end of 2016 allows presuming of increasing competition. 
Therefore, because of started market liberalization, the development and implementation of 
individual strategy of electricity companies will achieve a much greater role. However, such 
changes of performance conditions for the companies’ which operated in regulated electricity 
sector for a long time can be a considerable challenge to increase their efficiency of 
performance through the strategic positioning. Because of activity‘s conditions changes, it is 
very important to find new means, which would be strategy effectively. 

In the scientific literature it can be found a lot of articles analyzing various problems of 
performance measurement systems. However, the possibilities of performance measurement 
systems’ application in the electricity sector were less analyzed. Haapasalo H., et all., [2] 
analyzed the use of Balanced Scorecard in the Finnish energy sector. Bromley M. et all., [21] 
described the successful example of implementation of an in-house version of the balanced 
scorecard in one of the UK’s largest electricity companies ‘EDF Energy’. Therefore, the 
evaluation of performance measurement systems’ appropriateness in electricity sector remains 
the actual problem in Lithuania. 

The goal of the paper – to review the most popular modern performance measurement 
systems, to evaluate and assess their opportunities of application in the electricity sector. 

Tasks – to discuss the features of modern performance assessment system, to discuss 
the electricity sector companies operating features; to analyze the performance measurement 
systems for the electricity sector companies, to find their advantages and disadvantages. 

Methods – analysis and synthesis of scientific publications. 

2. THE EVALUATION AND REQUIREMENTS FOR MODERN PERFORMANCE 
MEASUREMENT SYSTEMS 

The problem how to assess company‘s performance was one of the biggest challenges 
for many years. For a long time it was believed that financial indicators are the only one 
reliable information source describing the company. And a performance measurement was 
mainly understood as effectiveness and efficiency assessment process [8]. Modern 
performance measurement systems were widely developed since 1990. They supported 
strategic management functions. It was understood that only financial indicators of 
technological environment cannot assess the implementation of strategy [9], [10], [11]. 
Automation and computerization of managed processes have reduced a large part of operating 
costs (from 50 percents to less than 10). Therefore, the traditional accounting systems, 
proposing only financial rates, was no longer sufficient to evaluate company‘s performance, 
provide information and to make rational management decisions. Many authors acknowledge 
that despite the fact that financial indicators are defined, accurate and comparable, they have a 
lot of disadvantages [9], [11], [12], [13]: 

• lacking strategic focus; 
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• encouraging local optimism and not being externally focussed;  
• they tend to be insular or inward-looking;  
• they fail to include the less tangible factors such as service quality, customer 

satisfaction, employee morale and so on; 
• they are lagging indicators (they show what has happened in the past, and are poor 

predictors of tomorrow’s performance); 
• they provide not enough information on how to achieve company’s operating goals 

or how to improve them.  
Taking into account disadvantages of traditional indicators it was created modern 

performance measurement systems which were orientated to the strategic goals in fast – 
changing competitive environment [11]. One of the most important modern performance 
measurement systems‘ features are that all indicators are closely related to the companies’ 
values and strategic goals in all levels of the implementation. These indicators include the 
main factors of company’s performance assessment [2]. The results of performance show how 
successfully the company implements its strategic goals. Evaluation report takes a variety of 
different indicators. Some of them, such as financial analysis indicators, are the same for all 
organizations in order to compare the achievements of business opportunities. The other parts 
of indicators are unique, which depend on the goals of the organization and its environment, 
e.g. indicators covering internal business processes, customer relationships, employee 
training, development, company growth and etc., evaluation [4], [7]. Indicators integrated to 
the general performance system enables to get all necessary information for management 
decisions. All of this suggests that critical indicators of performance assessment have the 
main task to transform performance measurement system into the effective means of 
implementation of strategic goals.  

However, it does not mean that in order to obtain clear picture about company’s 
performance it is necessary to involve all performance indicators, which company is able to 
assess [8], [12]. Performance assessment would become inefficient, consuming a lot of time, 
because of searching and analyzing all of the results. It would be very difficult to control all 
the parameters. In order to get more efficient system it is necessary to have a indicators s 
simple as possible which can focus only on a real impact of company‘s management [6], [14]. 
Such as assessment of system optimization must guarantee operational feedback to 
company‘s leaders and employees.  

Modern performance measurement system must be dynamic in time and the 
environment [5]. The indicators should be regularly reviewed and modified if necessary, in 
order to achieve that performance measurement system will always provide realistic data on 
the company‘s performance. This improvement of assessment system is one of the most 
important features of modern company‘s. According to Vanagas P. and Slatkevičienė G. [6] it 
is important to identify and stimulate company‘s development, to assess and improve 
achievements. 

Slatkevičienė G. and Vanagas P. [6], analyzing performance measurement systems, 
highlight that performance assessment systems must be closely related to quality 
achievement. According to them, the business processes of continuous improvement, needs 
business process monitoring and assessment of the results. Therefore, according to these 
authors, modern performance measurement system must integrate the quality evaluation of 
organization’s performance. 

In conclusion, it can be stated that the measurement system and its requirements were 
changing together with technological and competitive environment. Technological progress 
and growing intangible capital‘s deposit to value – added process, has highlighted the 
importance of nonfinancial indicators and has set new requirements for performance 
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measurement system. All of this has formed one of the most important company‘s strategic 
goals. 

3. THE SPECIFICS OF COMPANIES IN ELECTRICITY SECTOR 

In order to find the most suitable performance measurement systems for the companies 
operating in the electricity sector, it is very important to analyze their common features of 
performance. Considering the characteristics of this sector performance, it will be able to 
identify the most influenced factors for the companies’ performance and based on them to 
determine the main indicators of companies’ performance. It will allow to choose 
performance measurement system which would be closely linked to company‘s performance 
and it‘s goals [15]. 

All main operating characteristics of electricity companies are closely linked with each 
other. Electricity system consists of electricity generation, transmission, distribution and 
consumption companies. They operate in the same technical environment. This is due to the 
fact that electricity generation and consumption operate at the same time. Because it is not 
possible to store large amounts of electricity, it is very important to forecast it‘s demand. 
Electricity system must work reliably and safely, ensuring adequate power quality. Although 
the power system is not very flexible, especially in case of producers, it must ensure 
costumers’ demand effectively. 

The operation of electricity companies is regulated under strict rules, legislation, 
European Union (EU) directives, regulating different types of activity: trade, generation, 
import, reliability of electricity supply, electricity supply interruption, environmental and 
other conditions. Implemented EU directive on the electricity market liberalization has 
changed operation conditions in general [16], [18]. Therefore, power companies inevitable 
need to adapt to the competitive conditions of liberazed electricity sector. Also all costumers 
have opportunity freely to choose electricity suppliers since 2007. Competition between 
electricity companies is increasing, creating preconditions for declining electricity prices [17]. 
Customers can not select transmission and distribution networks, because of a natural 
monopoly. Lithuanian electricity connection to Scandinavian and Polish electricity networks 
will give opportunity for electricity producers to trade electricity not even in the Baltic region, 
but also throughout the EU market. This will provide more opportunities and increase 
competition. Lithuanian producers will have to compete with foreign producers [2]. 
Therefore, it is important to assess their possibilities and to choose a competitive performance 
strategy. 

In Lithuania the main electricity producers are - Lithuanian power plant, Vilnius CHP, 
Kaunas CHP, Klaipėda CHP and Mažeikiai CHP. They generate the biggest part of electricity 
in Lithuanian. Essentially, it can be stated that in the Lithuanian electricity market dominate 
large power plants. In the future it could appear new “players” in the electricity market - new 
nuclear power plant, wind farms, new CHPs.  Competition between market “players” will be 
sufficiently large. Lithuanian electricity producers will have strongly to compete with each 
other on both – internal and external markets. The generating companies should prepare to 
work under the new circumstances [19]. 

For successful electricity companies’ work it is necessary to provide the funds needed to 
maintain, renew and expand infrastructure (electrical equipment maintenance and repairing, 
new elements of system installing). 

No less important for energy companies is to have highly qualified staff who can 
constantly reach better results and to impose funding for personal training (to have an 
effective system for the promotion and successful work). Highly qualified personnel, rational 
management of all organizational levels let to attain its targeted goals [19]. 
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Considering constantly changing electricity market situation, it is very important for 
companies to forecast their future factors (electricity demand, generating power, primary 
energy prices). Increased forecast accuracy factors can reduce costs. 

The successful or not successful performance of electricity sector companies may be 
defined by the company‘s performance indicators and highlighting the following key 
indicators: 

• income; 
• profit/losses; 
• constant and variable costs; 
• commitments (debts, taken/given credits); 
• investments; 
• statistics of emergencies and breakdowns; 
• amount of produced electricity; 
• staff alteration; 
• wages – fund. 

4. MAIN PERFORMANCE MEASUREMENT SYSTEMS 

In order to assess advantages, disadvantages and alternatives of company‘s performance  
the most common and modern performance systems are analyzed. 

4.1. Balanced scorecard (BSC)  

Balanced scorecard is one of the most popular performance measurement systems in the 
world developed by R. Kaplan and D. Norton [7]. This is a strategic planning and 
management system that is used extensively in business and industry, government and non-
profit organizations worldwide to align business activities to the vision and strategy of the 
organization, improve internal and external communications, and monitor organization 
performance against strategic goals [7]. According to Anderson K. and McAdam R. [12], 
BSC’s strength lies in the way it integrates different classes of organizational performance – 
financial and non-financial, internal and external. Sližytė A. [20] states that it is the first 
organization’s performance measurement system, which in addition to the financial indicators 
that reflect past results’ evaluation includes the evaluation of non-financial indicators 
determining the future performance of the organization. This system aims to provide 
managers and supervisors by more “balanced” view on their activities and concentrate on 
critical areas of the organization’s activities [20]. 

The balanced scorecard enables organizations to translate a company's vision and strategy into 
implementation, working from 4 perspectives [7]: 

Financial perspective. Kaplan and Norton do not disregard the traditional need for 
financial data. Timely and accurate funding data will always be a priority, and managers will 
do whatever necessary to provide it. 

Customer perspective. Recent management philosophy has shown an increasing 
realization of the importance of customer focus and customer satisfaction in any business. In 
developing metrics for satisfaction, customers should be analyzed in terms of kinds of 
customers and the kinds of processes for which company is providing a product or service to 
those customer groups. 

Internal business process. This perspective refers to internal business processes. Metrics 
based on this perspective allow the managers to know how well their business is running, and 
whether its products and services conform to customer requirements. The indicators used to 
measure this perspective measures achievement in the key processes that have the greatest 
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impact on customers’ satisfaction and the organization’s financial goals. The examples of 
internal business processes’ perspective can be the achievement of quality, costs, time and 
specified external requirements and other indicators level. 

Learning and growth perspective. This perspective includes employee training and 
corporate cultural attitudes related to both individual and corporate self-improvement. In a 
knowledge-worker organization, people - the only repository of knowledge – are the main 
resource in the modern competitive environment. In this perspective metrics can be put into 
place to guide managers in focusing training funds where they can help the most. 

Hence, balanced scorecard seeks that short-term financial goals would not become the 
indicators of company’s performance. In this case, the financial measurement is only on of the 
perspectives. According to Kaplan S. and Norton P. [7], the balanced scorecard allows 
avoiding the gap between strategic goals and daily performance of organization, to evaluate 
and respond to stakeholders’ needs and expectation, to evaluate strategy and to make 
necessary adjustments and optimize all internal process. 

The failures of balanced scorecard are considered the lack of strategy for integration 
with everyday operations, the disregard of evaluation of workers and suppliers (as the 
stakeholders of organization) and the lack of methodology of perspectives’ measurability 
[14]. 

4.2. Performance prism (PP)  

Performance prism is a measurement system indicating the main factors of the 
organization effecting performance to be included in the performance measurement [20]. 
According to Anderson K. and McAdam R. [12], this system is very flexible and can be 
focused on both the narrow and general organization’s performance aspects. Performance 
prism consists of five interrelated perspectives: stakeholder satisfaction, strategies, processes, 
capabilities and stakeholder contribution [12], [20]. Each of these perspectives has its own 
components, e.g. the strategy can be analyzed on the level of corporation, business unit, brand 
or service level, or even operational level. Together, these five perspectives provide a 
comprehensive and indeed an integrated framework for thinking about organizational 
performance. 

According to Sližytė A. [20], under the performance prism the most important object of 
evaluation is stakeholder’s satisfaction, i.e. the first it is necessarily to find out what is the 
stakeholders of organization and their requirements. As stated by Anderson K. and McAdam R. 
[12], nowadays the competitive success depends on management taking an inclusive approach 
on meeting the needs indeed, requirements of all stakeholders. Only the creation of value for 
stakeholders is a way to implement the strategy, to determine its processes of implementation 
and identify capacity of organization. Therefore, the main focus should be given on the 
satisfaction of stakeholders rather than the achievements of strategy evaluation. According to 
Sližytė A. [20], it cannot start from the implementation of strategy yet and therefore, that 
strategy is not a goal of organization, it is just a mean for achievement of the goals 
determining of how organization should perform that it would satisfy the requirements of 
stakeholders. This performance prism’s feature is a contrary to the most other performance 
measurement frameworks’ attitude that the strategy is the primary factor determining the 
measurement indicators At the same time this is performance prism’s oneness. 

Performance prism point of view, the strategy must be adapted to the organization’s 
processes. Therefore, it has to be assessed capacity of the organization (personnel, experience, 
available technology, infrastructure and et al.) necessary for these processes perform and to 
create value for stakeholders [20].  
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The lack of performance prism is that it provides little information on how to identify 
appropriate indicators and how to use them that they would provide the most benefit. 

4.3. Performance pyramid system (PPS)  

Performance pyramid system (or Strategic Measurement Analysis and Reporting 
Technique - SMART) is a performance measurement framework that distinctly ties together 
the hierarchical view of business performance measurement with the business process view 
[11]. According to this framework, the hierarchical level of each unit has goals that are 
focused on the implementation of strategy and the increase of organisation’s external and 
internal usefulness. 

Performance pyramid prism consists of five levels: in the highest level there are strategy 
and vision of organisation. Organization determines the role of every single business unit and 
allocates resources. In the second level it is determined financial and competitive goals for 
every business unit. In the third level goals are tied in with customer satisfaction and 
measurement of flexibility or productivity. In the forth level that is design to measure units of 
organization, satisfaction of consumers, flexibility and productivity are expressed in quality, 
delivery, cycle time and lost assessment criterions. Last level presents the evaluation of day-
to-day operations. According to performance pyramid system’s model, the lowest level 
criterions are the main elements that determine the implementation of strategy. Therefore, in 
order to implement the strategy management efforts during evaluation must be direct from 
bottom up [19]. 

According to Anderson K. and McAdam R. [12] and Sližytė A. [20], the main 
advantage of the performance pyramid system is ability to describe how objectives are 
communicated down to the troop and how measures can be rolled up at various level in the 
organization. Every unit has its own goals and knows its responsibility. Lower hierarchical 
lever units’ performance must satisfy the goals of higher level units. Also very important 
peculiarity of this framework that it makes explicit the difference between measures that are 
of interest to external parties; customer satisfaction, quality and delivery, and measures that 
are primarily of interest within the business’s products, cycle time and waste. According to 
mentioned authors, the main problem with performance pyramid system is that it fails to 
specify, in any detail, either the form of the measures or the process for developing them, with 
no apparent scope for lead measures of performance. 

4.4. European Foundation for Quality Management (EFQM) Excellence Model  

The EFQM Excellence Model is a framework for organisational management system 
promoted by the European Foundation for Quality Management in 1992 and designed for 
helping organisations in their drive towards being more competitive. It is a practical tool to 
evaluate organisations’ performance, identify areas for improvement and then stimulate for 
solutions [20]. It is enough flexible and can be used in various types of organisations large 
and small, in the public as well as the private sectors. This model can be used in four ways:  

1. to help organizations develop their vision and goals for the future in a tangible, 
measurable way; 

2. to help organizations identify and understand the systemic nature of their business, 
the key linkages and cause and effect relationships; 

3. as a process which allows organizations to recognize its most successful customer 
experience (internal and external) and promote them to achieve the organizational 
target guided by their mission statements; 

4. as self-assessment. 
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The EFQM Excellence Model is a non-prescriptive framework based on nine criterions 
that are divided into the “enablers” and “results”. The “enabler” criterions such leadership, 
people, policy / strategy, partnership / resources and processes cover what an organization 
does. The ‘results” criterions such as people results, customer results, society results and key 
performance results cover what an organization achieves. Innovation and learning is a 
continuous criterion throughout the model, arising from performance “results” and feedback 
acting “enablers” criterion. In EFQM Excellence Model importance of criterions is assessed 
by percentage (the greater importance, the greater impact on operational efficiency). 

According to Sližytė A. [19], EFQM Excellence Model is more appropriate as 
diagnostic evaluation mean the operational rather than strategic level. However, even at the 
operational level EFQM Excellence Model measures the organization as a whole by focusing 
on a systematic approach to performance measurement, performance criterions are identified 
by the causal relations. 

Slatkevičienė G. and Vanagas P. [6] identify such shortcomings of EFQM Excellence 
Model: 

• it can measure performance of organization only episodically, the intervals between 
measurements are quite long. While organization implementing the principle of 
persistent improvement, it is important to continuously measure its results of 
performance; 

• there is no methodology for how to consistently measure by the individual criteria 
blocks and hierarchical levels of organization. 

5. COMPARISON OF PERFORMANCE MEASUREMENT SYSTEMS  

In order to ascertain potential opportunities of applications of modern performance 
measurement system for the electricity sector companies comparative analysis of earlier 
discussed performance measurement systems was done. Performance measurement systems 
were analyzed in two steps: 

• Performance measurement systems compared by criterions of evaluation; 
• Performance measurement systems compared by performance specification of 

electricity sector companies. 
The first section of performance measurement system comparison is the comparison by 

their criterions. In order to do analysis it is distinguished elements so called objects of 
organization’s performance measurement that were described in the overview of systems 
(chapter 4). According to Sližytė A. [20], there is no unanimous opinion which objects of 
organization’s performance measurement have to be included in the framework of 
organization’s performance measurement.  

As we can see in the Table 1, financial rates, implementation of strategy, satisfaction of 
consumers and internal processes of organization were the most frequently involved objects in 
the systems. Although financial rates are evaluated controversially, financial assessment is 
very important in all systems. According to Sližytė A. [20], financial rates reflect results of 
performance and have to be used by formulating goals of organization. However, they cannot 
be used as the main and the only one object of performance measurement of organization. 
Although PMP system is more orientated to measurement of stakeholders’ satisfaction, the 
measurement of strategy implementation is one of fundamental objects of performance 
measurement of organization in all four performance measurement framework. The 
consumers are one of the most important stakeholders of organizations; their satisfaction is 
one of the success factors of organization. Internal processes of organization are particularly 
important, because successful development of organization is possible if they are concerted. 

The object of workers’ evaluation was identified in 3 of 4 systems (PMP, SMART, EFQM).  



             CYSENI 2010, May 27–28, Kaunas, Lithuania 
             ISSN 1822-7554, www.cyseni.com 
 

III-116 
 

Stakeholder cooperation, capabilities of organization and resources, other stakeholder 
satisfaction, and innovations were identified in 2 of 4 systems. According to Sližytė A. [19], it 
is necessary to consider these measurement objects’ influence and position in the performance 
measurement of organization then creating performance measurement system. According to 
the mentioned author, satisfaction of stakeholder is related to the participants’ satisfaction of 
chain value influencing the productivity of chain value by investors’ satisfaction that is 
determined by general result of organization’s performance and so on. 

Other objects such as quality, perfection, flexibility, external organization’s process, 
learning, leadership, general results, social results, productivity, cycle of adaptation and the 
loss are identified in only 1 of 4 frameworks. Therefore they are not analyzed separately. 

To safeguard electricity companies’ functioning, it would be necessary to mention the 
main policies: 

• in electricity market it is important to find consumers, to trade large amounts of 
electricity (if possible – in higher prices); 

• finding of new fuel suppliers and ability to buy at lower prices and forecast trends in 
these markets; 

• organizing the optimal performance of company allows to minimize operating costs, 
insures it‘s successful work. 

Table 1. Objects of performance measurement systems 

Performance measurement systems Objects of organization’s 
performance measurement BSC PMP SMART EFQM 

Financial rates * * * * 
Strategy implementation * * * * 
Stakeholder satisfaction * * * * 
Internal business process * * * * 
Workers - * * * 
Competition and goals - - * - 
Capacity of organization, recourses - * - * 
Other stakeholder satisfaction - * - * 
Quality - - * - 
Innovation * - - * 
Perfection * - - - 
Flexibility - - * - 
External business processes - * - - 
Learning * - - - 
Stakeholder contribution - * - * 
Leadership - - - * 
General results - - - * 
Social results - - - * 
Productivity - - * - 
Delivery time - - * - 
Cycle time - - * - 
Loss - - * - 
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Depending on the analysis of scientific literature became evident that the evaluation of 
performance measurement systems in electricity sector has varied continually with the 
companies technological and competitive environment. After analysis, often used in modern 
approach, performance measurement systems, (the second thing which) became evident that 
there is no single comprehensive performance measurement system. While each of them has 
its own advantages and disadvantages, modern approach, performance measurement systems, 
depending on the needs of the company, are considered as a tool for strategic goals’ 
implementation. After inspected operating characteristics and conditions of electricity sector 
companies, it was made a conclusion that modern approach, performance measurement 
systems covers for the most part of measurement elements. It is also made the assumption that 
the gradual implementation of free Lithuanian electricity market, gain an important role of the 
individual strategy in electricity sector companies. This suggests that all analyzed modern 
performance measurement systems for electricity companies can be used as a tool of the 
strategy’s implementation. This also encourages to analyze performance measurement 
systems of electricity companies more detail. 

To complete the review of performance measurement systems as the tool of strategy’s 
implementation in Lithuanian electricity generation, transmission and distribution companies, 
important: 

• to clarify the implementation of a free electricity market impact of Lithuanian 
electricity generation, transmission and distribution companies, their strategy 
formulation and implementation; 

• to analyze the peculiarity of performance measurement systems in electricity 
companies; 

• to define the operational elements, indicators and strategic goals which have 
influence for the electricity companies; 

In order to clarify these things it should be done the empirical researchs. 

6. CONCLUSIONS 

1. The understanding about performance measurement systems and its requirements has 
changed throughout time with changing technological and competitive business 
environment. According to the modern approach, performance measurement systems are 
considered as a tool for strategic goals’ implementation of the company. Therefore, it 
must be flexible to the strategic changes and precisely reflect all organization’s internal 
and external business process including both financial and non-financial also qualitative 
and quantitative criterions in order to get comprehensive view of organization’s 
performance and implementation of strategic goals. Moreover, it has to be related to the 
evaluation of performance’s quality, integrated through all levels of organization and to 
encourage its permanent perfection in order to ensure the effectiveness of organization’s 
performance and strategy’s implementation. 

2. It was analyzed four of the most popular modern performance measurement systems in 
the paper in order to present their specifications. Balance Scorecard particularly focuses 
on implementation of strategy. It helps vision and strategy transform to organization’s 
goals and criterions. According to Performance prism, the most important object of 
measurement is the satisfaction of all stakeholder therefore it is very important to find 
out their requirements. Performance Pyramid allows tying together distinctly the 
hierarchical view of business performance measurement with the business process view. 
Finally, EFQM Excellence Model seeks to evaluate organisations’ performance, identify 
areas for improvement and then stimulate for solutions. 
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3. The analysis of performance measurement systems showed that all of them include the 
measurement of financial rates, implementation of strategy, satisfaction of stakeholder 
and internal business processes. However, other objects of organization’s performance 
measurement differ in all systems. Therefore, it is possible to state that there is no 
performance measurement system that would include all objects of organization’s 
performance.  

4. There is no single comprehensive performance measurement system. All these systems 
have their advantages and disadvantages. 

5. All analyzed modern approach, performance measurement systems for electricity 
companies, can be used as an implement of the strategy realization. 

6. In exceptional cases, if there is a need to use more evaluation systems it is necessary to 
know what additional indicators must be evaluated and what disadvantages of the 
system are used. 
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ABSTRACT 

The paper gives overview of methodology for calculations of reliability and outage probability of 
switchgears. The parameters of reliability for some types of 110kV substations` switchgears are 
calculated at the work. There are also compared switchgear schemes with different types of isolation – 
Air Insulated Switchgears (called AIS) and Gas Insulated Switchgears (called GIS). The calculations 
approved that two-busbar switchgear has higher reliability comparing to other schemes of 
switchgears. Calculations performed in the paper can help in making decision about usage of 
particular switchgear for each specific substation.  

Keywords: outage probability, power supply, reliability, dependability, air insulated switchgear, gas 
insulated switchgear 

1. INTRODUCTION 
110kV substations are big power supply centres of cities and substations switchgears` 

reliability affects power supply reliability of large consumers’ amount. Because of the fact, it 
is necessary to have information about switchgears` reliability. Consumers experience 
reliability of power supply, but for power supplying company more common term, related to 
reliability, should be used. The term, that can be used for power supply companies, is – 
dependability. That is so because dependability is characterised by such parameters: reliability 
performance, maintainability performance and maintenance support performance, and if 
reliability and maintainability performance depends on equipment, maintenance support 
performance depends on company’s possibilities to ensure maintenance. Taking into account 
that possibilities of companies differ, in the work only reliability of switchgears is examined.  

If the load of new or renovated substation and the parameters of dependability, 
including reliability and costs of equipment, it’s maintainability performance and company’s 
opportunities to ensure maintenance, for particular switchgears are known, it is possible to 
choose the best switchgear type for substation from technical and economical point of view. 
Sometimes technically more advanced switchgear has practically no advance in reliability 
comparing with not so advanced switchgears, e.g. switchgear with two busbars (4 lines) and 
switchgear with one busbar (two sections and 4 lines). However, difference in costs of such 
schemes can be considerable because of difference in number of elements (e.g. circuit-
breakers) and in amount of maintenance works. Therefore, capital investments and 
dependability depend on each other and calculations of reliability should be performed. 

In this article we will analyze reliability of some types of 110kV switchgears – Air 
Insulated Switchgears (further in text called – AIS) and Gas Insulated Switchgears (further in 
text called – AIS), in order to bring out the optimal type of switchgear for substations. As 
soon as maintenance staff and repair crews in Latvia, which realize maintenance of 110kV 
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substations, are not permanently located at substations, and there are no persons on duty at 
substations, importance of reliability of 110kV substations increase.  

As motive to carry out the analysis of reliability of switchgears was the fact that 
Distribution System Operator (DSO) of Latvia – JSC “Augstsprieguma tīkls” did not have 
any calculations as ones mentioned in the paper and no one could precisely (quantitatively) 
evaluate outage probability of 110 kV switchgears. 

At the beginning of the paper there are given some facts about power supply networks 
of different European cities and exploitation of elements of the network. Some terminology is 
given too. Then methodology of calculations of reliability (this term has number of 
description 191-12-01 in [2] and is located in section 191–12 – Reliability performance 
measures), is given. After the methodology there are placed formulas for calculation of outage 
probability of the most popular 110 kV switchgears used in Latvia. At the end of the 
paragraph results of the calculations are demonstrated. Discussion of results and conclusions 
follow the results. 

2. REVIEW OF POWER SUPPLY NETWORKS AND RELIABILITY 
AFFECTING FACTORS 
Reviewing power supply schemes of Stockholm, Berlin, Moscow, Vilnius, Tallinn and 

Riga, we found some similarities, for example, high voltage transmission lines round the 
cities have a ring structure. There are diagonal interconnections between substations in the 
cities and radial lines from ring to the centre of city  too. In Vilnius and Tallinn power supply 
network is created using two-chain power transmission lines. Such a structure of scheme is 
created to ensure high level of reliability of power supply because there is only one nominal 
voltage high voltage ring around the city. All other cities have more than one (usually two) 
high voltage “ring” and these “rings” have different nominal voltages. Overhead lines as well 
as cable lines are used in the cities, but in the future it is planned to create network using 
cables only. Usually two power transformers are installed at substations in those cities. 

Efficiency (quality) of power network is determinated by group of properties that cause 
the ability of the system to perform needed functions. Usually such properties of power 
system are: reliability, economy, safety (security) and sometimes vitality of the system [1]. 

Requested reliability level for power network element is designed by engineers, realised 
in life by manufacturers and is maintained during exploitation. Element of power supply 
network is any part of the network that is used to produce, transform, transmit, distribute and 
to transform it to another kind of energy. Such elements are: generators, power transformers, 
autotransformers, reactors, current and voltage transformers, overhead and cable lines, 
distribution elements, transformer substations etc. 

All elements mentioned above usually are brought under impact of different factors, 
which could be divided into four groups: mistakes in design and mounting, some factors of 
exploitation, environment factors and some other probabilistic factors like flashover to 
transport (cars, trains etc.), break of overhead line’s pillar because of road accident, etc. 

According to [2] there are such explanations of the terms: 
• Dependability (191-02-03) – The collective term used to describe the availability 

performance and its influencing factors: reliability performance, maintainability 
performance and maintenance support performance. NOTE: dependability is used 
only for general descriptions in non-quantitative terms. 

• Availability (performance) (191-02-05) – The ability of an item to be in a state to 
perform required function under given conditions at a given instant of time or over 
a given time interval, assuming that the required external resources are provided. 
NOTES: 1 – This ability depends on the combined aspects of reliability 
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performance, the maintainability performance and the maintenance support 
performance. 2 – Required external resources, other than maintenance resources 
do not affect the availability performance of the item. 3 – In French the term 
“disponibilite” is also used in the sense of “instantaneous availability” (see 191-
11-01 in [2]). 

• Reliability (performance) (191-02-06) – The ability of an item to perform a 
required function under given conditions for a given time interval. NOTES: 1 – It 
is generally assumed that the item is in a state to perform this required function at 
the beginning of the time interval. 2 – The term “reliability” is also used as a 
measure of reliability performance (see 191-12-01). 

• Maintainability (performance) (191-02-07) – The ability of an item under given 
conditions of use, to be retained in, or restored to, a state in which it can perform a 
required function, when maintenance is performed under given conditions and 
using stated procedures and resources. NOTE: The term “maintainability” is also 
used as a measure of maintainability performance (see 191-13-01 in [2]). 

• Maintenance support performance (191-02-08) – The ability of a maintenance 
organisation, under given conditions, to provide upon demand, the resources 
required to maintain an item, under a given maintenance policy. NOTE: The given 
conditions are related to the item itself and to the conditions under which the item 
is used and maintained. 

• Reliability (symb. R(t1, t2)) (191-12-01) – The probability that an item can perform 
a required function under given conditions for a given time interval (t1, t2). 
NOTES: 1 – It is generally assumed that the item is in a state to perform this 
required function at the beginning of the time interval. 2 – The term “reliability” is 
also used to denote the reliability performance quantified by this probability (see 
191-02-06). 

3. METHODOLOGY OF CALCULATIONS OF RELIABILITY 
Reliability of power supply for customers depends on power system element’s 

reliability and on structure of power network. It means that having the same customers and 
the same amount of generated power, power supply reliability can be different, e.g. for 
network formed by cable lines with a lot of interconnections and for network formed by 
overhead radial lines without interconnections. Duration and number of power supply 
interruptions also depends on equipment maintenance works. Reliability of element is 
determinated by quantity of failures of element during some period of time (e.g. one year) and 
fault repair time – Trepair. Usually term “failure rate” is used to quantify number failures of 
some type of elements during some period of time. Symbol used for Failure rate is λ. For 
cable or overhead lines λ is determinated by quantity of failures at 100 km of line. λ for an 
element and line can be calculated by using equations (1) and (2) respectively [3]: 

 tn
m
⋅

=λ , (1) 

 tl
m
⋅

=λ , (2) 

where  λ – failure rate; 
m  – number of failures of n  elements per t  years (typically per 1 year) (for elements) 
or number of failures of line per t  years (typically per 1 year) and per l  km (for lines); 
n  – number of monitored elements; 
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l  – length of monitored line(-s), km (for calculations usually use l=100 km); 
t  – time of monitoring, year. 

Usually λ value is bigger at the beginning and at the end of exploitation of an element. 
At the beginning of exploitation failures usually are caused by mounting mistakes or defect of 
any element. In case if equipment have been produced for long period of time and if mounting 
personnel has big experience of mounting works the first phase of exploitation could have the 
same λ value as the second phase. At the end of exploitation period failures appear because of 
wear of equipment. The diagram of failure rate λ  dependence on time is shown at Fig. 1. 

 
Fig. 1. Failure rate λ  dependence on time 

Calculations of outage probability will be performed using data from the second phase 
of exploitation. 

In case if λ and Trepair values are known it is possible to calculate time of down-state Tdn 
and outage probability χ (see equations (3) and (4)). For Eqs. (3) and (4) Trepair is expressed in 
hours and it is assumed that failure rate λ is calculated for time period of 1 year, i.e. 8760 
hours. 

 repairT Tdn ⋅= λ  (3) 

 8760
λ

χ
⋅

= repairT
 (4) 

Usually electrical equipment and network consists of many elements. Because of that 
network usually is shown as diagram or structural scheme to show how elements interact and 
what will happen if one or more elements are damaged and have failure. 

In case if some elements are connected in series, as shown at Fig. 2, failure rate of such 
chain can be calculated using Eq. (5). Outage state probability for connection shown at figure 
2 can be calculated using Eq. (6). 

 21 λλλ +=series , (5) 

where  λ1 – failure rate for the first element; 
λ2 – failure rate for the second element. 

 21 χχχ +=series , (6) 

where  χ 1 – outage probability for the first element; 
  χ 2 – outage probability for the second element. 

  1 2  
Fig. 2. Series connection of elements 

In case if some elements are connected in parallel, as shown at Fig. 3, failure rate of 
such chain can be calculated using Eq. (7). Outage state probability for connection shown at 
figure 3 can be calculated using Eq. (8). 
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 1221 χλχλλ ⋅+⋅=parallel , (7) 

where 21 χλ ⋅  – failure rate for the first element; 
 12 χλ ⋅  – failure rate for the second element. 

 21 χχχ ⋅=parallel  (8) 

where χ 1 – outage probability for the first element; 
χ 2 – outage probability for the second element. 

 

1

2  
Fig. 3. Parallel connection of elements 

 Sometimes elements are physically connected in parallel, but at diagram they should 
be connected in series like it is shown at Fig. 2. Such situation can be for two generators 
working in parallel. Together they can provide as much power as we need, but if one of them 
fails, the second will be overloaded and should be disconnected too. 

More complicated situation for calculations of outage probability and reliability is for 
schemes with bypass as shown at Fig. 4. Structure of such type of schemes determinates using 
mathematical logic (De Morgan’s laws). Evaluation of reliability of such scheme is realized 
using theory of probability [4]. As logical link between elements during calculations is used 
sign of conjunction ∧  (also known as: logical multiplication or AND operation) or sign of 
disjunction ∨  (also known as: disjunction operation or OR operation). Calculating reliability 
for schemes with bypass usually make some variants with the shortest ways of transmitting 
energy. For making the shortest ways for energy transmitting some different hypotheses 
(called “incompatible hypotheses”) are used. For one hypothesis one element is expected to 
be absolute reliable, but for another hypothesis the same element is expected to be with 
failure. 

G1

G2

D1

D3
D0

D2

D4

C
on

su
m

er
s

 
Fig. 4. Power supply scheme: G1 and G2 – generators, D1, D2, D3, D4 – circuit breakers, 

D0 – switched busbar circuit-breaker 

Using scheme shown at Fig. 4 we can see, that consumer can get power from any of two 
generators and by any feeder. So in this case there are only the following ways: 

• generator G1, circuit-breakers D1 and D2; 
• generator G2, circuit-breakers D3 and D4; 
• generator G1, circuit-breakers D1, D0 and D4; 
• generator G2, circuit-breakers D3, D0 and D2. 
Using method of incompatible hypotheses, reliability (probability of proper work 

without failures) of an object can be determinated using equation (9). 

 )()()( i
i

i YPHPtP ⋅= ∑ , (9) 
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where P(Hi) – probability of implementation of hypothesis i; 
P(Yi) – probability of all elements` working state for hypothesis i. 
Some elements before and after busbars and switched busbar circuit-breaker could be 

joined as series connected elements as explained above. At Fig. 5 there is shown scheme with 
joined generators and circuit-breakers. It also could be called functional scheme of scheme 
showed at Fig. 4. 

C
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GD1
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D2

D4

D
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Fig. 5. Functional scheme of power supply scheme 

From Fig. 5 we can see that scheme is not series connected, nor parallel connected. Let 
us make two incompatible hypotheses for element D0: 

• H1 – D0 is absolutely reliable; 
• H2 – D0 has failure. 

Structural scheme for calculations for hypothesis H1 is shown at Fig. 6. Working state 
requirements for this situation are given by Eq. (10). 

 

 

 

 

GD1

GD3

D2

D4  
Fig. 6. Structural scheme for calculations for hypothesis H1 

 )42()31(1 DDGDGDY ∨∧∨= . (10) 

Structural scheme for calculations for hypothesis H2 is shown at Fig. 7. Working state 
requirements for this situation are given by Eq. (11). 

 

 

 

 

GD1

GD3

D2

D4  
Fig. 7. Structural scheme for calculations for hypothesis H2 

 )43()21(2 DGDDGDY ∧∨∧= . (11) 

Reliability of the object can be determinated by Eq. (12) according to Eq. (9). 

 )()()()()( 2211 YPHPYPHPtP ⋅+⋅= . (12) 

For example described above: 
• probability of  implementation of hypothesis H1: P(H1)=P(D0) – probability of D0 

perform a required function; 
• probability of  implementation of hypothesis H2: P(H2)=Q(D0)=1-P(D0) – outage 

probability of D0; 
• probability of working state of scheme in case of hypothesis H1: 
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 )]1()1(1[)]1()1(1[)( 42311 DDGDGD PPPPYP −⋅−−⋅−⋅−−= , (13) 

where 1GDP , 3GDP , 2DP , 4DP  – probability of elements GD1, GD3, D2, D4 to perform a 
required function; 

• probability of working state of scheme in case of hypothesis H2: 

 )]1()1(1[)( 43212 DGDDGD PPPPYP ⋅−⋅⋅−−= . (14) 

Eqs. (13) and (14) can be explained using De Morgan’s laws. For Eq. (13) “not (P or Q) 
= (not P) and (not Q)“ law is used for expressions in parenthesis, because scheme for 
hypothesis H1 will not work only in case if both GD1 and GD3 or D2 and D4 will not work. 
For equation (14) “not (P and Q) = (not P) or (not Q)“ law is used for expressions in 
parenthesis, because scheme for hypothesis H2 will not work in case if at least one element in 
each chain (chain GD1 and D2 and chain GD2 and  D4) will not work.  

The final Equation for calculations of reliability of discussed object can be written using 
equation (12): 

 +−⋅−−⋅−⋅−−⋅= )]1()1(1[)]1()1(1[)0()( 4231 DDGDGD PPPPDPtP  

 )]1()1(1[))0(1( 4321 DGDDGD PPPPDP ⋅−⋅⋅−−⋅−+  (15) 

4. CALCULATION OF OUTAGE PROBABILITY OF SCHEMES OF 110KV 
SWITCHGEARS 

To calculate the possibility of a full loss of power supply for 110kV substation (because 
of damage of 110kV switchgear), some assumptions are used: 

1) Switchings are made in one hour 
8760
*1 ∑=

λ
χ ; 

2) One defect (fault) can be eliminated in 12 hours 
8760
*12 ∑=

λ
χ ; 

3) Once a year 110kV transformer has maintenance for 8 hours; 
4) Once in 25 years 110kV transformer has overhaul, that lasts for two weeks; 
5) Once in 4 years for 16 hours 110kV line or 110kV line’s connection has 
maintenance. This time is used only for overhead lines. The same time in needed to 
repair busbar; 
6) All 110kV lines are cable or overhead lines. All lines have equal length (for cable 
and overhead lines length is different); 
7) All substations are equipped with identical equipment; 
8) All outgoing lines are connected to power supply centres. 
The aim of using different colours for different parts of Eq. (16) is to tell what kind of 

activity is done after each type of failure. Depending on equation’s part colour, such activities 
should be performed: green – switchings should be performed, red – defect (fault) should be 
eliminated, blue – repair works for busbar or maintenance works for line or line’s connection 
should be performed, pink – transformer repair or maintenance works should be performed. 

Calculations are performed for outage probability χ, because it is easier to make such 
calculations (in this case subtraction is not needed, e.g. (1-PD0)= χ D0). 

At Fig. 8 and 9 there are given 4 types of schemes of switchgears usually used in Latvia 
for 110kV substations. 
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a)           b) 

Fig. 8. Schemes of 110kV switchgears: a) Substation with one busbar (two sections) without 
switched busbar circuit-breaker (two 110kV lines); b) Substation with one busbar (two 

sections) with switched busbar circuit-breaker (two 110kV lines) 

 
Fig. 9. Schemes of 110 kV switchgears: a) Substation with one busbar (two sections) with 

switched busbar circuit-breaker (four 110 kV lines); b) Substation with two busbars and bus 
coupler circuit-breaker (four 110 kV lines) 

Table 1 illustrates failure rate’s λ values for different elements of 110 kV switchgears. 
Different failure rate’s λ values for some elements (e.g., spark gap, voltage/current 
transformer, etc.) depending on type of switchgear (AIS or GIS) are explicable by better 
environmental conditions for elements used with GIS. Using GIS, all elements, including 
voltage/current transformers, disconnectors etc., are located in metal enclosure filled by SF6, 
so, air humidity, icing and other weather occurrences almost do not affect these elements. 
Data in software’s LDM-AD`04 database are based on statistics of exploitation of high 
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voltage equipment of substations in Latvia. As there are only few (not more than 15) GIS 
substations is Latvia and time period of exploitation of such substations is insignificant, λ 
values for GIS elements are based on information provided by manufacturers (presentation of 
GIS equipment of SIEMENS company in Institute of Physical Energetics). 

Table 1. Failure rate’s λ values for switchgear equipment from software’s   
LDM-AD`04 database [5] 

λ 

Element Description (AIS / GIS) Air 
Insulated 

Switchgears 

Gas 
Insulated 

Switchgears
Line Overhead line (cable line), for length – 100 km 8.6 (0.86) 
Spark gap PBC-110 / PEXLIM R,Q,P,E 0.01 0.0036 
Voltage/current 
transformer EJOF-123 / CPA/CPB 0.001 0.0007 

Disconnector PLHD-2-110/2000 / HAC-EV 0.08 0.0026 
Circuit-breaker BBY-110/40-2000 / LT3AP1 (Siemens) 0.07 0 
Busbar - 0.01 0.01 

Transformer Sum of transformer`s, spark-gap`s and multi-
purpose transformer parameters 0.024 0.024 

 
Calculations for scheme shown at Fig. 8 a): 

8760*8760
12*12

1 =χ *[(λL1+λP1+λSP11+λAt11+λJ1+λAt12+λSP1+λK1+λAt13+λM11+λJT1+λT1) * 

* (λL2+λP2+λSP21+λAt21+λJ2+λAt22+λSP2+λK2+λAt23+λM12+λJT2+λT2)] + {1} 

+ 
8760

1 *[(λJ1+λAt12+λSP1+λK1+λAt13+λJT1+λM11+λM12+λJ2+λAt22+λSP2+λK2+λAt23+λJT2) + 

+ (
8760*8760
12*12 *(λT1*λJT1 non.op.))+ (

8760*8760
12*12 *(λT2*λJT2 non.op.)) + (

8760*8760
12*12 * 

* (λL1+λP1+λSP11+λAt11) *λJ1 non.op.) +(
8760*8760
12*12  * (λL2+λP2+λSP21+λAt21) *λJ2 non.op.)] + {2} 

+ (χL1maint.. + χL1conn.maint.)*
8760
12 *(λL2+λP2+λSP21+λAt21+λJ2+λAt22+λSP2+λK2+λAt23+λM12) + {3} 

+ χK1maint. * 
8760
12 *(λL2+λP2+λSP21+λAt21+λJ2+λAt22+λSP2+λK2+λAt23+λM12+λJT2+λT2) + {4} 

+ χT1maint. * 
8760
12 *(λAt22+λSP2+λK2+λAt23+λM12+λJT2+λT2) + {5} 

+ (χL2maint. + χL2 conn.maint.) *
8760
12 *(λL1+λP1+λSP11+λAt11+λJ1+λAt12+λSP1+λK1+λAt13+λM11) + {6} 

+  χK2maint. * 
8760
12 *(λL1+λP1+λSP11+λAt11+λJ1+λAt12+λSP1+λK1+λAt13+λM11+λJT1+λT1) + {7} 

+ χT2maint. * 
8760
12 *(λAt12+λSP1+λK1+λAt13+λM11+λJT1+λT1) {8},                  (16) 

where {1….8} describes outage probability of switchgear shown on Fig. 8. 
{1} – describes outage probability that is caused by fault of one element clashing with 

another element’s fault. At least one element should restore it’s capability; 
{2} – describes outage probability that is caused by fault of one element or fault of one 

element clashing with another element’s fault. Switchings should be made. 
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{3} – describes outage probability that is caused by fault of one element clashing with 
line’s L1 or it’s connection maintenance; 

{4} – describes outage probability that is caused by fault of one element clashing with 
busbar section’s K1 maintenance; 

{5} – describes outage probability that is caused by fault of one element clashing with 
transformer’s T1 maintenance; 

{6} – describes outage probability that is caused by fault of one element clashing with 
line’s L2 or it’s connection maintenance; 

{7} – describes outage probability that is caused by fault of one element clashing with 
busbar section’s K2 maintenance; 

{8} – describes outage probability that is caused by fault of one element clashing with 
transformer’s T2 maintenance. 

Calculations for other schemes have been performed using the same principles in 
Microsoft Office Excel software. Table 2 gives us results of calculations. 

Table 2. Full-load loss probability and time of outage state for various switchgear schemes for 
air insulated and gas insulated cases 

Cable lines (length – 5 km) Overhead lines (length – 50 km) Switchgear 
(according to 

figure) χ Time of outage 
state, min/year χ Time of outage 

state, min/year 
1 busbar, no 

circuit breaker, 2 
lines 

9.7926*10-5 
(4.81147*10-6) 

51.4 
(2.5) 

1.57*10-4 
(5.6270*10-5) 

82.5 
(29.6) 

1 busbar, 1 circuit 
breaker, 2 lines 

1.29032*10-5 
(5.87724*10-7) 

6.8 
(0.389) 

7.19253*10-5 
(5.20464*10-5) 

37.8 
(27.4) 

1 busbar, 1 circuit 
breaker, 4 lines 

1.16407*10-5 
(3.56668*10-7) 

6.1 
(0.187) 

1.16747*10-5 
(3.88451*10-7) 

6.1 
(0.204) 

2 busbars, 1 
circuit breaker,  4 

lines 

1.1222*10-5 
(2.3454*10-7) 

5.9 
(0.123) 

1.1222*10-5 
(2.3454*10-7) 

5.9 
(0.123) 

5. DISCUSSION OF RESULTS 

From the results we can see, that, as it was expected, the most reliable switchgear is 
switchgear with two busbars and bus coupler circuit-breaker between busbars, but the worse 
switchgear, from reliability point of view, is one busbar switchgear with two sections without 
switched busbar circuit-breaker between sections. 

In case of network formed by cable lines number of connected lines, if it is more than 
two lines, do not affect reliability level a lot. Another situation is with overhead lines, where 
number of connected lines affects result a lot. 

Comparing outage probabilities for switchgear with two busbars and bus coupler 
circuit-breaker and four 110 kV lines with switchgear with one busbar (two sections) with 
switched busbar circuit-breaker and four 110kV lines in spite of network structure – cable or 
overhead lines, it is clear that such scheme doesn’t give us much better outage probability 
value. Therefore, it would be useful to use such switchgear scheme only for 110 kV 
distribution points and for 330/110 kV substations. Such scheme can be used for substations 
where three transformers are installed. 

According to the results usage of GIS instead of AIS helps to improve reliability level a 
lot in cities and countryside. Usage of GIS in city substation improves reliability level 
dramatically. For rural substations, where network is formed mainly with overhead lines, 
reliability level increases, but, unfortunately, reliability level doesn’t increase so fast as in 
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cities, because of big role of reliability of overhead lines on power supply interruptions. 
Taking into account rising land prices, shortage of land and high power loads, usage of GIS in 
cities is necessary and reasonable. If power transit through substation is needed, scheme 
shown at figure 8 b) should be used and in case of GIS, high voltage network practically does 
not affect power supply reliability. For rural substations, it could be better to install just 
circuit-breaker between sections to improve reliability level, because price of GIS is 
approximately twice higher than for AIS and GIS becomes economically inefficient. In this 
case economical calculations should be performed. Sometimes it is economically better not to 
improve reliability of power supply, but just pay penalty for energy not supplied. 

6. CONCLUSIONS 
The aim of calculations presented in the paper is to quantify outage probability of 

110 kV switchgears. Results showed that: 
1. Usage of circuit breaker between sections and GIS instead of AIS increases 

reliability dramatically for substations located in rural and countryside territories; 
2. Number of lines connected to substations, affect reliability of power supply a lot 

only in case of overhead lines and  if number of connected lines is under 4; 
3. Switchgear with two busbars and bus coupler circuit-breaker practically doesn`t 

have advantage in reliability of power supply. 
The research is very useful for transission network planning, becase results of 

calculations can be used to compare suitability of different types of switchgears for particular 
substation, taking into account objective judgement about reliability of the scheme of 
switchgear and it`s type (AIS or GIS). Results of calculations will be used further to assess 
reliability of power supply of cunsumers located in middle and low voltage network and to 
analyze impact of different types of reliability improvement enterprises to power supply 
reliability. All the results will be used in doctoral dissetration development. 

This work has been supported by the European Social Fund within the project „Support 
for the implementation of doctoral studies at Riga Technical University”.  
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ABSTRACT 

The household sector plays a major role in final energy use. Declining household size, increasing 
overall number of households, growing number of appliances means that household energy will 
continue to grow in Lithuania. Since 2000 electricity consumption has been increasing by 5% 
annually and during the period from 2000 to 2007 electricity consumption has risen by 40%, heating 
energy by 2% in Lithuanian household sector. It is estimated that electricity consumption in 
Lithuanian household sector will tend to grow. However, government policies aimed at reducing 
energy use have focused on technical elements rather than changes in behaviour. Informed how to 
save the energy and to use it efficiently energy consumers could help to reduce energy consumption.  

Therefore this study aims to analyze the Lithuanian energy consumption and energy saving behaviour 
in household sector. The research is based on quota sample survey and is backed up with some 
relevant studies.  

The results of survey show that 68% of respondents declared that in the last five years their electricity 
consumption increased, following the most significant increase in number of home appliances 
(81.4%). Despite rapid energy consumption growth, 60% of respondents in general claimed to be 
saving energy, 51.3% claimed to be saving the thermal energy for heating. However energy saving 
was determined by energy prices, incomes, but not by ecological awareness. Only 8.7% of 
respondents save energy concerning environment pollution, 16 % of respondents save concerning less 
use of resources. On the purpose to increase energy efficiency in household sector lifestyle changes, 
environmental education and promotion of energy efficient goods and services is necessary. 

Keywords: energy consumption, household sector, attitudes and behaviour 

1. INTRODUCTION 

Sustainable development has gained an international attentions in the lasts decades, 
aiming to decouple environmental impacts from economy growth [1, 2]. Increasing eco-
efficiency both: production and consumption is accepted to be appropriate, thought not 
sufficient strategy for sustainability goals. Very often eco-efficiency gains are offset by 
increasing consumption [3].  

Acknowledged values, cultural, social and psychological factors determine final 
decisions for purchasing and consuming [4]. Very often consumption is related not only to 
fulfillment of basic needs, but creates social meanings and becomes symbols of social values 
[5]. Unsustainable consumption patterns are especially characteristic to industrialized, 
developed countries. It is estimated that household consumption will double until 2030 in 
European Union (hereinafter – EU) [6]. About 70% of all environmental impact directly 
(using water and energy) and indirectly (using goods and services) is caused by households in 
EU [7, 8]. In EU, as well as in Lithuania, one third of all final energy used within economy is 
consumed in households, contributing to climate change, air pollution and related problems, 
as energy consumption issues are multidimensional. Questions of energy efficiency, energy 
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supply dependency, and energy price and fuel poverty are often discussed and are linked to 
political, social and environmental aspects [9]. 

As it was already mentioned, households consume one third of overall final energy and 
final energy demand is constantly increasing in household sector [10]. The main drive is 
considered to be increasing incomes. As some studies reveal, increase by 1% in incomes leads 
to 0.1–0.4% increase in final energy consumption [11]. Increase in final energy consumption 
is also driven by shrinking household size and growing number of home appliances (TV, 
DVD, computers and etc.). Usually at the same time the living space per person is increasing 
leading to the increase of thermal energy for heating and electricity consumption, too [2]. It is 
estimated, that one person consumes nearly twice more energy in a single person household 
than a person in three person household [12]. Increasing age of populations also is one of the 
drivers for energy consumption. Older persons spend more time at home and therefore use 
relatively more energy [13]. H.C. Moll and K.J. Noorman and others (2005) estimated that 
due to this reasons older people more intensively use gas and electricity to compare to 
younger persons.  

As mentioned, technological gains in eco-efficiency alone are not enough as they are 
often offset by increased overall consumption. Here, very important role is played by personal 
values and attitudes. Therefore the social factors are becoming of importance and the need to 
reshape lifestyles and attitudes as well as behaviour in daily lives is needed [6, 14, 15].  

Therefore, this paper aims to analyze the main changes in household final energy 
consumption, to discuss main drivers as well as attitudes and behaviour of consumers 
regarding energy saving and energy efficiency in Lithuanian households. The paper is 
organized as follows. Firsts, some methodological issues are presented, and then, some 
insights about changes in final energy consumption in household sector of Lithuania are 
given. Some attitudes and behaviour regarding energy efficiency of the consumers are 
presented in the third section, and, finally, conclusions are drawn.  

2. DATA AND METHODOLOGICAL ISSUES 

Paper is based on the data from Statistical Office of Lithuania and quota sample survey. 
Analysis of the energy consumption trends covers 1990–2007 year period. To reveal on going 
changes year 1990 is treated as a base year.  

To reveal the main trends in consumers’ attitudes and behaviour towards environment a 
consumer survey was conducted. As the results of quota sample survey often follow the 
results of representative surveys, the quota sample survey was conducted in 2006 (May-
August). 343 respondents (52.6% female and 47.4% male) filled in the questionnaire prepared 
by the authors. The sex structure and the age structure (with some deviations) of the 
respondents correspond to that of Lithuania. Though results of the survey do not represent the 
whole population of Lithuania, some conclusions on prevailing trends of consumers’ attitudes 
and behaviour could be done. The number of respondents is sufficient to secure significance 
of the results nearly by 95%. It should have been mentioned that energy issues constituted 
only one part of the questions in conducted survey.  

Analysis is mainly based on descriptive statistics. The analysis of possible drivers is 
based on the interrelation analysis (Kendall’s τ-b correlation coefficients). Correlations were 
considered to be statistically significant at p <0.05. SPSS 12.0 for Windows and Microsoft 
Excel software was used for data analysis and presentation. 
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3. HOUSEHOLD ENERGY CONSUMPTION IN LITHUANIA 1990–2007 

After the collapse of former Soviet Union, changes in political, economical and social 
life highly influenced the consumption patterns of households in Lithuania. When looking to 
the final energy consumption in household sector (Fig. 1) in overall terms decreasing trends 
are observed. During the analyzed period overall final energy consumption decreased by 27%. 
The main drivers for these positive changes were introduction of appropriate metering 
measures, increased control and fast growing prices especially for the district heating (the 
biggest share of energy consumed in households is for heating purposes (70%), about 14% is 
consumed for hot water preparation, and 12% for lighting and electronic devices at home [6]). 
Only since 1995 the price for the district heating for final household consumers increased 
about 4 times, natural gas – more than 2 times and consumption of thermal energy for heating 
in household sector decreased nearly twofold (43%).  

Then analyzing separately thermal energy for heating and electricity consumption, quite 
different trends are observed during economy growth period especially from 2000. After 
continuously decrease during 1990–2000, consumption of thermal energy for heating (not 
adjusted to the outdoor temperature) showed some stabilization and minor fluctuations from 
2000. In addition to that, it should be mentioned that, energy consumption intensity in 
household sector is still very high. It is estimated that renovation of multi-blockhouses could 
reduce relative consumption of thermal energy for heating per square meter by 30% [16].  
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Fig. 1. Overall final energy, electricity and thermal energy for heating consumption trends in 
Lithuanian household sector 1990–2007 (based on: Statistical Office of Lithuania) 

Some opposite trends are seen when electricity consumption is analyzed. After slight 
decrease during transitional decline, electricity consumption in Lithuanian household sector 
was on continuous increase. And recent growth of this indicator by 40% from 2000 is 
challengeable from the point of sustainability. This tendency was driven by decreasing size of 
household. From 1995 household size in Lithuania decreased by 15% from 2.76 to 2.39 
persons per household while per capita living area increased by 21%. Also households 
became more luxurious with more home appliances (increased by 83%), more electronic and 
communication tools (increased nearly twofold) that require more and more recourses of 
electricity to fulfill daily needs. Despite the fact that the eco-efficiency of these appliances is 
constantly increasing and their exploitation requires less energy, the number of durable goods 
is increasing and electricity consumption is growing in Lithuanian household sector [17]. Still 
as compared to EU-15 there are less home appliances per 100 households in Lithuania. 



             CYSENI 2010, May 27–28, Kaunas, Lithuania 
             ISSN 1822-7554, www.cyseni.com 
 

IV-134 
 

Having in mind discussed drivers, it is estimated that electricity consumption in Lithuanian 
household sector will tend to grow by 4.1–5% per year depending on economy growth rates 
[18]. 

4. ATTITUDES TOWARDS ENERGY ISSUES AND BEHAVIOUR OF 
HOUSEHOLD CONSUMERS 

As it was already discussed, technological efficiency gains are often offset by increased 
consumption. Therefore trying to increase energy efficiency not only production phase, but 
consumption phase should be addressed, too. Consumers’ lifestyle, attitudes, individual 
perceptions and behaviour play very important role in achieving sustainability.  

The results of our survey highly correspond with the consumption trends discussed in 
the previous section then we indicated relatively fast growth of electricity consumption and 
number of home appliances. More than a half of respondents declared that in the last five 
years their consumption increased and the most significant was increase in number of 
household appliances (81.4%), followed by 67.1% increase in electricity consumption 
(Fig. 2). The relationship analysis showed than significantly faster number of household 
appliances grew in households with higher incomes (τb = -0.153, p <0.05) and in households 
of younger respondents (τb = -0.202, p <0.05). 
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Fig. 2. Changes in consumption during last five years in respondents’ households in % of all 
households under analysis (based on survey results) 

 

Nevetheless, increase in incomes would lead to the further consumption increase not 
only for cultural and social needs of respondents, but will determine further growth of 
household appliances in 30% of households of the respondents as our results reveal (Fig. 3). 
In the separate question whether respondents are planning to buy some new household 
durable goods, 36.2% of the respondents confirmed these intensions, some of them, 14.7% 
were not sure about this. However, these tendencies let us make some assumptions that 
electricity consumption is going to grow further, as it was also indicated by V. Miskinis 
(2004) and other authors [18].  
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Fig. 3. Consumption activities induced by higher income (based on survey results) 

Despite rapid electricity consumption growth, general energy saving activities declared 
by the respondents should be evaluated positively from the point of sustainable consumption. 
60% of respondents in general claimed to be saving energy, 51.3% claimed to be saving the 
thermal energy for heating, 50% – gas (Fig. 4). This could be induced by relatively high 
heating prices, as 70% of all energy consumed goes for the heating in the household sector 
and proportionally heating bills are much higher. On the other hand, thermal energy for 
heating and gas had the largest share on the respondents only seldom or never performing 
saving activities. Though high heating prices is one of the drivers for saving thermal energy, 
deeper analysis revealed that respondents who were not likely to save heating energy lived in 
blockhouses and were provided by district heating. The attitudes and behaviour of these 
respondents to some extend could be determined by the fact, that usually, individual saving 
activities are very limited in the flats of blockhouses. To addition to that, there is no 
individual metering system applied in such old-fashion blockhouses. This situation to some 
extend creates no incentives for saving thermal energy for heating and limits the willingness 
to save. Therefore, not only technological issues, but information (in this case on building 
renovation, modernization of thermal energy distribution units and on other possibilities) is 
very important as Dagiliute et al. (2009) state [19]. 
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Fig. 4. Frequency of saving activities in respondents’ households (based on survey results) 
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On the other hand, those who claimed to save energy were driven mostly by economical 
reasons. As results show, energy saving was determined by energy prices, incomes, but not by 
ecological awareness (Fig. 5). Only 8.7% of respondents save energy concerning 
environmental pollution, 16% of respondents save concerning less use of resources. Those 
respondents were living in private houses, using gas or firewood for the heating. Therefore 
this is also mostly driven by economic motives, than really environmental perceptions.  
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Fig. 5. Incentives for final energy saving in respondents’ households (based on survey results) 

On the purpose to increase energy efficiency in household sector lifestyle changes, 
environmental education and promotion of energy efficiency goods and services is necessary. 
As results show, consumers often lack information on environment and energy efficiency 
related issues (eco products and etc.). Together with these measures some technological 
solutions and adequate supporting measures should be applied, enable consumers to express 
their environmental and saving perceptions. This complex approach is needed if significant 
improvements in energy and especially electricity consumption are to be achieved. 

5. CONCLUSIONS 

1. In Lithuanian households consumption of thermal energy for heating during economy 
growth period was stabile and minor fluctuated, however, electricity consumption was 
continuously increasing during the period under analysis.  

2. The results of the survey correspond to the electricity consumption trends in Lithuanian 
households. 68% of respondents declared that in the last five years their electricity 
consumption increased, following the most significant increase in number of home 
appliances (81.4%). Striving for life styles and life quality of the West might lead to the 
further increase in electricity consumption in Lithuanian households, driven by growing 
number in home appliances, even having in mind improvements in their energy 
efficiency and price growth for electricity. 

3. Thought technological, technical and economical instruments are of importance for 
energy efficiency increase; final household consumers play a major role when making 
saving and purchasing decisions. As study reveals more than half of Lithuanian 
consumers declare to be saving energy and this is mostly driven by economic factors 
(prices for energy, incomes).  

4. Existing infrastructural, technical and legislative conditions, as well as the lack of 
information very often limits consumer possibilities to save final energy, especially in 
multi-blockhouses. Information, education and promotion of energy efficient goods and 
services could be the major factors for increasing energy efficiency. Clearly and timely 
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provided information on possible options and their effectiveness could induce 
consumer’s energy saving activities (via behaviour, via chosen technological solutions, 
products and services), that could lead to increased energy efficiency and mitigation of 
energy related social, economic and environmental problems.  
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ABSTRACT  

Heat losses reduction through building walls is an actual question. It allows improving energy 
effectiveness of buildings structures. In this paper the results of heat-insulating paint efficiency 
estimation are presented. The estimation is performed on the basis of distance thermophysical 
diagnostics which is complex investigation of the object thermal state by infrared thermography and 
analysis of thermophysical properties of wall components including the paint itself. The problem is 
solved at different ambient conditions. Heat flux was accepted as the criterion of heat-insulating 
material applicability. The material is admitted as improper if calculated value of heat flux exceeds 
standardized one. Comparative analysis is carried out for three different structures really applied in 
building construction. The cases when paint was coated on plaster with underlaid heat-insulating 
material (two sorts of paint are considered) and directly on concrete panel are regarded. The optimal 
values of thermal conductivity are denoted for heat-insulating material and paint. The paint layer 
thickness is also determined. The results are important for achievement and improvement of required 
thermal parameters of buildings structures. 

Keywords: heat loss, heat-insulating material, heat-insulating paint, thermal conductivity 

1. INTRODUCTION 

Improvement of building structures energy efficiency is important problem and many 
scientists and engineers try to solve it by different ways. But the aim is the same - heat losses 
reduction through buildings walls. As for heat losses they could be reduced due to good 
thermal insulation. There are no materials which can turn back heat flux fully but there are 
ones which can restrict it more or less effectively.  

A lot of heat-insulating materials are proposed on building materials market. Most 
unordinary of them is heat-insulating paint. It is a compound of special binding polymeric 
material on water basis and hollow evacuated glass-ceramic balls 10–100 μm in diameter. 
Paint layer dries to strength dense water-proof membrane. Peculiarities of the membrane give 
energy-saving properties to the paint coat. Glass microspheres serve as a filter for heat flux in 
infrared spectrum reflecting and scattering a part of heat. 

In the paper presented we consider heat-insulating paint as addition or even alternative 
to other traditional heat-insulating materials. We have determined geometrical and 
thermophysical parameters of different materials which will provide building walls heat-
saving enhancement. 

2. METHODOLOGY 

We suggest the distance thermophysical diagnostics as the method of building materials 
and structures efficiency analysis. This diagnostics is complex investigation of the object 
thermal state by infrared thermography and its mathematical modeling under different 
conditions. In some cases thermal control might be active that is to say additional temperature 
gradient is created between inner and outer walls of structure [1]. Thermophysical properties 
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of multilayer structure components could be determined by solving of inverse problem of 
thermal conductivity under condition that the object temperature is known from 
thermographic data. The results of thermographic inspection imply that: 

1) one-dimensional steady-state heat transfer is realized inside of the wall at the 
moment of inspection; 

2) internal (external) air temperature is constant along inner (outer) surface of the wall; 
3) surface temperature is uniform that is defectless wall is regarded; 
4) convective heat transfer coefficient is uniform on external surface of the wall. 
To describe the object thermal state mathematically the thermal conductivity equation is 

used. In the case of multilayer object the equation is assigned to each layer characterized by 
its own parameters. Temperatures and heat fluxes are assumed to be equal on the boundaries 
of layers.  

Standardized temperature inside building (domestic one) is equal to 18 oC. Thermal 
state of building walls is estimated at different thermal properties of insulation, ambient 
temperatures and wall-air convection conditions. Heat flux is accepted as the criterion of heat-
insulating material applicability [2]. The material is admitted as improper if calculated value 
of heat flux exceeds standardized one. Heat flux through the unit of area allowing for surface-
air heat transfer and one across the whole width of the wall can be calculated according the 
equation: 

 
R

tt
q ei −= , (1) 

where  ti – internal air temperature, te – external air temperature, R – heat transfer resistance. 
Standardized values (in Belarus) of heat transfer resistance at different ambient temperatures 
are presented in Table 1.  

Table 1. Heat transfer resistance for domestic building's wall at different ambient temperatures  

te, оС -25 -15 -10 -5 

R, m2⋅оС/W 3.12 2.56 1.75 1.75 

 
Boundary conditions for the problem under solving allow for radiative and convective 

heat transfer between outer wall surface and air. Emissivity ε of outer wall surface determines 
radiative heat transfer. It can be valued from special tables or from Table 2 for materials 
regarded in the problem under solving. Heat transfer across the whole width of the wall is 
determined by thermal conductivity λ of used materials. The values are presented in Table 2.  

Table 2. Physical properties of building materials 

Material Concrete panel Plaster 

ε 0.92 0.92 

λ, W/m⋅оС 1.75 0.80 

 
The program Elcut® 5.1 Professional Edition [3] is used for modeling of two-

dimensional fields by the method of finite elements. Among modeled fields are temperature, 
its gradient, heat flux and heat losses.  

Only blind walls are considered in modeling. It is assumed that the wall consists of 
several layers made to be a tight. Due to this fact we can give condition of temperature 
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contingency on layers boundaries. It causes some degree of approximation in calculations 
because real surfaces are rough so close-contact is almost impossible and there is air space 
between layers. Air space reduces equivalent thermal conductivity of multilayer wall because 
of low air thermal conductivity. The lower thermal conductivity is the lower heat losses 
through the wall are. So we neglect air space existence. 

The building wall considered here consists of (Fig. 1): 1 – concrete panel, wall 
thickness is 0.30 m; 2 – heat-insulating material, wall thickness is 0.12 m; 3 – plaster, 
thickness is 0.004 m; 4 – heat-insulating paint, thickness is 0.001 m. Heat-insulating paint of 
two sorts was examined in the paper.   

 

 
 
 
 
 
 
 
 

Fig. 1. Building wall under consideration 

Thermal conductivity of heat-insulating material is varied to determine more optimal 
value and ones of 0.050; 0.045; 0.040 W/m⋅oС are considered. The values correspond to 
materials proposed on Belorussian market. Plaster and paint (of sort 1) thermal conductivities 
equal 0.8 W/m⋅оС and 0.15 W/m⋅оС correspondingly. 

3. RESULTS AND DISCUSSION 

Values of maximal heat flux q through the unit of domestic building wall surface area at 
different ambient temperatures (peculiar to Belarus) are presented in Table 3.  

Table 3. Maximal heat flux through building wall at different ambient temperatures 

te, оС 10 0 -10 -15 

q, W/m2 4.57 10.29 16.00 12.89 

 
Then we determine heat flux through the wall at different convection conditions. Heat 

flux is calculated for each convective heat transfer coefficient at different ambient 
temperatures. In Fig. 2 graphs of heat flux against ambient temperature are presented for heat-
insulating materials of different thermal conductivities. Convective heat transfer coefficient α 
are assumed to be equal а) 5 W/m2⋅оС, b) 23 W/m2⋅оС, c) 45 W/m2⋅оС. Both in Fig. 2 and on 
following figures the values of maximal heat flux through building wall at corresponding 
ambient temperatures are denoted as color points (in the legend it can be seen as “normal”). 

It can be seen that values of heat flux don’t exceed standardized ones at all ambient 
conditions considered here. But if we take heat-insulating material with thermal conductivity 
of 0.050 W/m⋅оС then calculated heat flux is 98% of standardized value at ambient 
temperature 15 оС and wind velocity 10 m/s. So, if ambient conditions would be more 
rigorous the structure regarded wouldn’t enough energy-effective. So, heat-insulating material 

  ti te 1                                2         3   4
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with thermal conductivity of 0.045 W/m⋅оС or less should be chosen. Decrease of thermal 
conductivity from 0.050 to 0.045 W/m⋅оС leads to heat flux through the wall fall by 10%. 

 

0

2

4

6

8

10

12

14

16

18

10 0 -10 -15

te, 
оС

q,
 W

/m
2

0
2
4
6
8

10
12
14
16
18

10 0 -10 -15

te, оС
q,

 W
/m

2
0

2

4

6

8

10

12

14

16

18

10 0 -10 -15

te, 
оС

q,
 W

/m
2

0,05

0,045

0,04

нормnormal

 
                       a)                                          b)                                          c) 

Fig. 2. Heat flux versus ambient temperature 

More modern sorts of heat-insulating paints have less value of thermal conductivity – 
0.001 W/m⋅оС [4–6]. It should be noted that it is not natural thermal conductivity. Heat-
insulating paint gives quasi-vacuum layer of insulation which almost blocks heat flux. It is 
due to rarefied air in microspheres. Radiative part of heat losses is reduced significantly due 
to high reflection. The paint surface emits three times as less as brick or concrete. To take into 
account both of heat transfer mechanisms so called “effective thermal conductivity” was 
introduced. It is calculated value. 

In Fig. 3 the results of heat flux calculation are presented for structure from Fig. 1 with 
paint coat of sort 2 (with low thermal conductivity). The results correspond to wind velocity 
of 10 m/s. Wind velocity variation doesn’t cause heat flux calculated value excess over the 
standardized one more than 70%.  
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Fig. 3. Heat flux versus ambient temperature at different values of thermal  

conductivities of heat-insulating material 

 
Thermal field (by Elcut®) inside of building wall is shown in Fig. 4 (thermal 

conductivity of heat-insulating material equals 0.045 W/m2⋅оС). Ambient temperature is -
15 оС, wind velocity is 10 m/s. Temperature gradient in the layer 1 (inner concrete wall from 
the side of living space) is no more than 2 оС. That is to say the heat-saving effect of this 
structure is acceptable. 
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Fig. 4. Thermal field inside of structure «concrete panel – heat-insulating material –  
plaster – heat-insulating paint of sort 2  

The comparative analysis of three walls heat-saving effect was carried out (Table 4): 1 – 
concrete panel – heat-insulating material – plaster; 2 – concrete panel - heat-insulating material – 
plaster – heat-insulating paint of sort 1; 3 – concrete panel - heat-insulating material – plaster – 
heat-insulating paint of sort 2. Heat-insulating material thickness is 12 cm, its thermal 
conductivity is 0.045 W/m⋅оС. 

Table 4. Heat flux through the wall at different convection conditions  
(for ambient temperature of -15 оС). 

q, W/m2 

building wall α, W/m2⋅оС 
1 2 3 

5 11.15 10.94 8.23 
23 11.46 11.41 8.49 
45 11.52 11.49 8.54 

 
We can see that using of heat-insulating paint of sort 1 leads to negligible reduction of heat 

losses (within 2%) through the wall. While other paint (sort 2) exhibits better heat-saving – heat 
losses are 25% reduced. The maximal calculated heat flux doesn’t exceed 70% of standardized 
one. 

Low thermal conductivity of paint sort 2 determines its appropriate heat-saving effect. 
So it’s an actual task to simplify the wall structure considered here. Such paints can be coated 
directly on concrete panel. Paint thermal conductivity is assumed to be equal 0.001 W/m⋅оС. 
The paint layer thickness which is necessary for appropriate heat saving is determined. We 
can see from Fig. 5 that paint sort 2 with layer thickness of 3 mm provides heat flux values 
through unit of the wall area within the mark.  

Temperature, K 
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Fig. 5. Heat flux versus heat-insulating paint thickness 

4. CONCLUSIONS 

So the distance thermophysical diagnostics as complex investigation of the object 
thermal state by infrared thermography and its mathematical modeling under different 
conditions allows estimating of structural integrity and efficiency of structure at the moment 
and foreseeing of its thermal state changes at different conditions and properties of 
components.  

Heat-insulating paint coating with thickness of 3 mm leads to reduction of heat flux 
through building wall. If paint thermal conductivity is λ = 0.001 W/m⋅оС the value of heat 
flux doesn’t exceed the 70% of standardized one.  

Coating the paint directly on concrete panel simplifies structure of the wall. The layer 
with thickness of 3 mm provides heat flux values through unit of the wall area within the 
mark.  
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ABSTRACT 

Nowadays buildings consume more energy than any other sector of the European economy. It is 
recognized that they account for around 40% of energy consumption. The building sector offers the 
largest potential for energy savings, which can reduce the negative impact on the environment. 
Therefore, building designers have to focus on the energy performance of their building designs. This 
means that they have to consider new buildings constructions, improve energy efficiency of buildings 
and energy systems, develop low energy (sustainable, passive) building concepts and promote 
renewable energy sources. 

The design of the low energy building requires parametric studies via simulation tools in order to 
optimize the design of the building envelope, heating, ventilation and air conditioning systems. 
Therefore, the article’s subject is the tools, which are used for computing the energy performance of 
the buildings and finding out the optimal solutions to select the best system configuration and energy 
sources mix. Also, this article shows an example of low energy building project in Lithuania that 
minimizes the use of energy for heating in cold period and promotes the multi-energy systems, which 
integrate renewable energy sources. 

Keywords: low energy buildings, multi-energy systems, optimization, energy performance, simulation 

1. INTRODUCTION 

As buildings account for 40% of total energy consumption in the EU, reduction of 
energy consumption and the use of energy from renewable energy sources in the buildings 
sector constitute important measures needed to reduce the EU’s energy dependency and 
greenhouse gas emissions [1]. The EU addressed the problem by introducing Energy 
Performance of Buildings Directive (EPBD), which was updated on 29th of January in 2010. 
The new definition for „nearly zero energy building” has been presented and it means a 
building with a very high energy performance and a significant share of energy supply from 
renewable energy sources. One of the targets is that all new buildings in EU should be "nearly 
zero energy building" by the end of 2020 [2]. However, it means that the design of a low 
energy building requires a common calculation methodology of the energy performance of 
building; also Member States of EU shall to set the minimum requirements for energy 
performance of building at a national level and building elements. Furthermore, the design of 
a low energy building should comply with the environmental impact, indoor thermal comfort 
and internal quality, investment cost, etc [3]. Equally, the parametric studies via simulation 
tools have to be performed in order to optimize the design of the low energy building 
envelope and HVAC systems considering the local climatic conditions of the concrete case 
study. 

Therefore, this paper aims to set up a research that shows a variety of simulation tools 
which can help the designers to choose the optimal solution regarding building thermal 
insulation, building orientation, glassed surface area, windows type, envelope air-tightness, 
building thermal inertia, efficiency of equipments and HVAC systems, renewable energy 
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sources, etc. Also, this article shows a case study of low energy building in Lithuania that 
promotes the multi-energy systems, which integrate renewable energy sources, in order to 
cover the thermal loads of a building. This case study shows several examples of multi-energy 
source building systems, which combine thermal solar energy, heat pumps, ventilation unit 
with heat recovery. 

 

2. OVERVIEW OF BUILDING ENERGY PERFORMANCE SIMULATION 
PROGRAMS 

The most appropriate calculation and simulation tools of low energy buildings and 
passive houses, which are available today, are described in Table 1. 

Table 1. Features and capabilities of building energy performance simulation programs 
Program Data requirements Capabilities, 

simulation features 
Calculation 

scope 
Validation

Energy 
Plus 

Weather data 
(climate data of 
Kaunas is 
available), detailed 
building input data 

Simulation manager, heat and 
mass balance simulation module 
and building systems simulation 
module [4] 

Simulation of 
building 
energy 
performance 
and designing 
of energy 
efficient 
systems 

IEA SHC 
Task 12, 
IEA SHC 
Task 22 

TRNSYS Weather data 
(climate data of 
Kaunas is 
available), building 
input data, 
definition of the 
energy systems 

Detailed multi-zone building 
model, including solar thermal 
and photovoltaic systems, low 
energy buildings, HVAC systems, 
renewable energy systems, 
cogeneration, fuel cells [5] 

Designing of 
energy 
efficient 
systems 

IEA SHC 
Task 12, 
IEA SHC 
Task 22 

SIMIEN 
(Norwegian-
developed) 

Climate data (only 
for 30 different 
locations in 
Norway [7]), 
building input data 

Dynamic simulation and 
calculation of heat and cooling 
effects, power demand, heat 
balance, energy supply for months 
or whole year, energy savings, 
energy costs [7] 

Simulation of 
indoor climate 
and energy use 
in buildings 

NS 3031 

Passive 
House 
Planning 
Package 
(German-
developed) 

Surface areas of 
envelope, thermal 
characteristics of 
materials, thermal 
bridges, ventilation 
system, efficiency of 
heat recovery, 
location of building 

Energy calculations, design of 
ventilation system, sizing of the 
heating and cooling loads, the 
heating and DHW systems, 
calculations of auxiliary 
electricity, primary energy 
requirements [7] 

Planning and 
verifying the 
passive houses 

LST EN 
ISO 
13790: 
2008 
(original 
EN 
832:1998)
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Table 1. Features and capabilities of building energy performance simulation programs 
Program Data requirements Capabilities, 

simulation features 
Calculation 

scope 
Validation

BSim 
(Danish-
developed) 

Weather data (no 
climate data for 
locations of 
Lithuania is 
available), building 
input data, 
equipments and 
energy systems 

Simulation and calculation of 
thermal indoor climate, energy 
consumption, daylight conditions, 
moisture and energy transport in 
constructions and spaces, 
electrical yield from building 
integrated photovoltaic systems 
[5] 

Energy design 
of buildings 
and moisture 
analysis 

IEA SHC 
Task 12 

IDA ICE 
(Swedish-
developed) 

Weather data, 
building input data, 
internal loads and 
schedules, 
equipments and 
energy systems 

Dynamic multi-zone simulation of 
the building, its systems, and 
controllers [6] 

Modelling 
thermal indoor 
climate and 
the energy 
consumption 
of the building 

IEA SHC 
Task 12, 
IEA SHC 
Task 22 

DEROB-
LTH 
(Swedish-
developed) 

Weather data, 
building input data, 
internal loads and 
schedules, 
equipments and 
energy systems 

Calculations of peak loads, energy 
demand, temperatures, thermal 
comfort for a building, the 
influence of solar isolation and 
shading devices on the energy 
balance in the building [8] 

Modelling 
thermal indoor 
climate and 
the energy 
consumption 
of the building 

(is not 
explored) 

PolySun 
(Swiss –
developed) 

Weather data, 
geographic location, 
energy load profile, 
hydraulic scheme, 
costs, horizon 
characteristics 

Calculation of the efficiency of 
the single components of solar or 
photovoltaic systems, selection of 
the most appropriate components 
[7] 

Simulation of 
thermal solar 
collectors, 
photovoltaic 
systems, heat 
pumps 
 

LST EN 
12975-
2:2006 

Heat 2, 
Heat 3 

Using the generated 
inputs 

Modelling heat transfer, transient 
simulations, 
automatic calculation of the linear 
thermal transmittance [7] 

Modelling 
thermal 
bridges, U-
values for 
building 
construction 
parts, surface 
temperatures, 
heat losses to 
the ground 
from a house 

LST EN 
ISO 
10211: 
2008, 
LST EN 
ISO 
10077-2: 
2006 

 
Considering the availability of the weather data for the certain location, the capabilities 

of the tool and the ability to explore the software as a primer user at the beginning of 
modelling, Energy Plus has been chosen to perform the energy performance simulation for the 
presented case study. EnergyPlus software and weather data for Kaunas have been 
downloaded at no cost from the EnergyPlus web site. 

3. CASE STUDY 

In this case a created model of a single family house is presented as low energy 
building. It has been assumed, that this building is located in Kaunas. The plan of the house is 
shown in Figure 1. The total living area is 140 m2, the hight of the rooms is 3.0 m. 
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Fig. 1. Case study – low energy building 

3.1. Climate data 

Kaunas, located at latitude N 54° 52', has an average yearly temperature of 6.3ºC [9]. 
The heating degree days for Kaunas are 3789, representing the cold climate region. In this 
cold climate, meeting the energy targets set for the high-performance buildings requires that 
the building envelope, including the windows, has to have a very low U-value, a very little 
infiltration, so good air quality has to be ensured using mechanical ventilation with heat 
recovery. 

The cold climate creates special limitations on supplying energy from solar gains. 
KAUNAS – LTU IWEC Data has been used to simulate monthly average temperatures and 
solar radiation with EnergyPlus software [16]. Calculated monthly average temperatures and 
solar radiation are shown in Fig. 2. 
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As can be seen from Fig. 2, most of the solar radiation occurs in summer. The annual 
amount of sunshine hours is 1751 [10]. Total annual solar energy (direct and diffuse) amount 
fallen on the horizontal surface in Kaunas is 976 kWh/ m2. 

3.2. Building description 

Low-energy house has been chosen for this case study. This building fulfills the 
following requirements [11]: 

• an annual heat demand for heating is 47 kWh/m² per year. Cooling of this building 
is not considered in this case; 

• total primary energy consumption for heating, hot water and electricity is 
101 kWh/m² per year. Household electricity is not included as a part of the energy 
targets; 

• an air tightness of building construction is 0.6 h-1 at 50 Pa, resulting in 
approximately 0,05 h-1 infiltration rate under normal conditions; 

• a heat recovery ventilation system, with a heat recovery rate of over 80% and 
high-efficiency electronically commutated motors (ECM), is used to maintain air 
quality; 

• specific fan power efficiency rating (SFP) is 1.5 kW/(m3/s); 
• since the building is essentially airtight, the rate of air change is 1.0 h-1. All 

ventilation ducts are insulated and sealed against leakage; 
• average internal gains, caused by lighting, electrical equipments and people, is 

4 W/m2; 
• the internal temperature is 21°C, in order to maintain thermal comfort in the 

rooms. For studies of energy demand and peak load, the maximum allowed 
internal temperature is 25°C. Above this temperature, the occupants are assumed 
to reduce the air temperature by using shading devices. 

The exterior walls and roof of the building are in wooden lightweight frame 
construction with mineral wool as insulating material. Superinsulation is used to significantly 
reduce the heat transfer through the walls, roof and floor compared to conventional residential 
buildings. The windows are chosen with exceptionally low U values, triple-pane insulated 
glazing (with a good solar heat-gain coefficient, low-emissivity coatings, krypton gas fill, and 
'warm edge' insulating glass spacers) with air-seals and specially developed thermally-broken 
window frames. The U values of the building components are shown in Table 2. 

Table 2. The U-values of the low energy building components 
Building component U value (W/m2K) 

External walls 0.078 
Roof 0.068 
Floor 0.132 
Windows 0.746 
External door 0.80 

 

All these requirements for low energy residential buildings have been implemented and 
used for the energy performance simulations in EnergyPlus. 
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3.3. Energy performance of the building 

3.3.1. Space heating demand 

The monthly space heating demands of the building, calculated according to [12], are 
shown in Fig. 3. 
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Fig. 3. Monthly space heating demand 

As can be seen from Fig. 3, for the heating season from September to May, the annual 
space heating demand is 6640 kWh, or approximately 47 kWh/m2a, when the design internal 
temperature is 21°C. Useful solar gains and internal gains in the low energy building shoul be 
calculated by a verified calculation method, accordingly they are not taken into consideration 
during the calculation of annual space heating demand. 

3.3.2. Peak load for space heating 

Total building heat loss is 2650 W, when external temperature is -22°C in Kaunas and 
maintained internal temperature of the rooms is 21°C. Transmission heat loss and ventilation 
heat loss were evaluated, when total building heat loss were calculated, according to the 
requirements of [12]. 

The balance point temperature is used in order to indicate the energy performance of a 
building. The balance point temperature is the outdoor temperature at which a comfortable 
indoor temperature can be kept without running the heating system [13]. The simulation of 
the internal temperatures of the building has been performed using EnergyPlus (see Fig. 4), 
when the heating system is not working. The simulation is performed without direct solar 
radiation. 
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Fig. 4. The simulation of the internal temperatures of the building 

According to the results of the simulations, the balance point temperature is 
approximately 8°C at which internal temperature of the rooms will be 20°C. As can be seen 
from Fig. 4, the peak loads occur in January and February, when the heat load for heating is 
2650 W. Also near peak loads occur some hours in March, likely in December. From the 
middle of May shading devices and mechanical ventilation have to be used, in order to reduce 
excess temperatures. 

3.3.3. Domestic hot water (DHW) demand 

The net DHW heat demand is approximately 21 kWh/(m2 a) or 2940 kWh/a for two 
adults and two children, who are living in a single family house [13]. The DHW temperature 
is set to 55ºC and the average DHW consumption per person is 40 litres per person per day. 
Consequently, the model single family house consumes 160 litres of domestic hot water per 
day [13]. 

3.3.4. The solutions of multi-energy systems 

The required heat load for the heating of the low energy building is very low, so the 
particular energy source has to be selected, although renewable energy sources have to be 
used, when there are such low loads. Therefore, the possibility to integrate the thermal solar 
energy system is shown in this case study. 

In order to assure the required air quality, a balanced mechanical ventilation system 
with heat recovery is chosen in the both introduced solutions (see Fig. 5). 
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Fig. 5. Designed mechanical ventilation system of the low energy building 

The multi-energy systems are foreseen in the low energy building, in order to maintain 
heating, ventilation and preparation of domestic hot water.  

3.3.4.1. Compact ventilation and heating device with integrated exhaust air heat pump 
(CVHD) and thermal solar system 

One of the solutions of the multi-energy systems can be a compact ventilation and 
heating device with integrated exhaust air heat pump (CVHD) and thermal solar system, 
shown in Fig. 6. 

²

 
Fig. 6. Compact ventilation and heating device with integrated exhaust air heat pump 

(CVHD) and thermal solar system 

The air is supplied with an air-to-air heat exchanger, which has a heat recovery 
efficiency of 85%, according to the pruducer. The ventilation rate is 0.5 h-1 or the amount of 
supplied and exhaust air is 410 m3/h. Additional heat for supply air is distributed by a 
waterborne heating battery with a capacity of 3.55 kW (25 W/m2). The maximum supply air 
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temperature is 41°C, when the design external temperature is -22°C. The remnant heat in the 
exhaust air after the air-to-air heat exchanger does not yield very much heat. However, when 
there are no peak loads, the heat demand is very low, that it can be realised almost completely 
by the remnant exhaust air enthalpy. This discovery was published in 1995 by Wolfgang Feist 
[14]. Also, earth warming tubes (200 mm diameter, 40 m long at a depth of 1.5 m ) is buried 
in the soil to act as earth-to-air heat exchanger and pre-heat the fresh air for the ventilation 
system. Compact ventilation and heating device with integrated exhaust air heat pump has the 
posibility to connect thermal solar system. Therefore, 7,5 m2 of flat-plate solar collectors are 
foreseen at an angle of 30° and a storage tank of 500 l is assumed according to the results of 
sensivity analysis to key solar active parameters, performed by [13]. The electric heating 
element is integrated in the storage tank, when peak loads occur. The solar collector area is 
assumed for achieving 100% coverage of the heat demand during summer. 

3.3.4.2. Outdoor air - water heat pump with thermal solar system 

The second solution of the multi-energy systems can be an outdoor air - water heat 
pump with thermal solar system, shown in Fig. 7. 

²

 
Fig. 7. Outdoor air - water heat pump with thermal solar system 

In this case, the outdoor air-water based combi plant supplies heat to domestic hot water 
preparation and space heating. The heat is distributed in the building by a low temperature 
heat distribution system (underfloor heating). The heat pump heats the water from 45°C to 
85°C according to producer. As heating demand in the low energy building is low, the heat 
pump achieves high coefficient of performance (COP) and also covers a maximum share of 
hot water needs, when the outdoor temperature is higher than -10°C according to the technical 
data of producer. The heat pump has the posibility to connect thermal solar system. Therefore, 
7.5 m2 of flat-plate solar collector are foreseen at an angle of 30° and a storage tank of 500 l is 
assumed. The electric heating element is integrated in the storage tank, when peak loads 
occur. The solar collector area is assumed for achieving 100% coverage of the heat demand 
during summer. In order to ensure indoor air quality, mechanical ventilation system with heat 
recovery (85%) and electrical heating battery (880 W) are foreseen. 
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3.3.5. Energy demand 

These two alternatives described above can be compared according to the energy 
consumption. The required energy demand includes space heating, domestic hot water 
demand and electricity for mechanical systems (fans, pumps, compressors). Household 
electricity is excluded. The energy consumption results are shown in Fig. 8. 
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Fig. 8. Total energy consumption of two proposed solutions 

As can be seen from Fig. 8, the energy consumption of these two multi-energy systems 
is similar. However, the useful collector output and the remaining auxiliary demand, needed 
to cover the DHW and space heating demands, have to be evaluated. More comprehensive 
studies have to be performed during the evaluation of the total energy use of the multi-energy 
systems [15]. 

4. CONCLUSIONS 

1. The case study of the low energy building has shown that well-insulated and air-tight 
construction of the building envelope are the crucial factors for achieving low energy 
demands, i. e. the peak load for space heating is only 2650 W. 

2. Air-tight construction of the low energy building requires to keep a good air quality in 
the rooms, therefore the balanced ventilation system with heat recovery is esential in 
both proposed solutions of multi-energy systems. 

3. The introduced solutions of multi-energy systems can be implemented only in the low 
energy buildings, which have low energy demands. Otherwise, these systems will be 
insufficient and do not maintain the required thermal comfort in the rooms. Therefore, 
better insulated buildings have to be designed than that required according to current 
building standards, in order to implement Renewable Energy Strategy. 

4. The annual space and domestic water heating demand is low (11830 kWh/a for solution 
with CVHD and 11780 kWh/a for solution with outdoor air – water heat pump), the 
capital investment in the heating system has to be kept small. Therefore, the solution 
with CVHD is more favourable, because the initial investments for installation of the 
current system will be lower. 

5. ABBREVIATIONS 

HVAC – Heating, Ventilation and Air Conditioning 
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LTU IWEC – International Weather of Lithuania for Energy Calculations 
DHW – Domestic Hot Water 
CVHD – Compact ventilation and heating device with integrated exhaust air heat pump 
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ABSTRACT  

This paper describes energy efficient building management system development for heating, 
ventilation and air conditioning equipment in buildings. Building management system has survived 
three development stages: a) decrease of necessary labour amount; b) decrease of necessary time for 
fault diagnostics and maintenance; c) energy efficiency. A lot of objects in Latvia are built with 
building management system (BMS), but just few of them correspond to all requirements. Very 
important is BMS user interface for effective control of units, which includes control parameters 
(on/off, time schedules, setpoints), regulation parameters (PID regulators coefficients, min / max 
values), trendlogs and event messages.  

We have done research in three objects in Latvia, two of them are trading centres (located in Riga and 
Madona); one object is office building (located in Riga).  

Our experience in office building in Riga showed, that corresponding usage of BMS functions (time 
schedules, energy management) is very important for building owner. From year 2007–2008 BMS 
was used to achieve very good comfort in premises without caring about energy consumption and unit 
working hours. After economical crises in Latvia (middle of 2008), office-building owner invite us to 
help limit energy consumption, but still required good comfort conditions in office building during of 
working hours. We made corrections to time schedules, heating and cooling systems control 
algorithms (BMS is done with Alerton controllers). Energy consumption analyse (2007–2009) 
showed, that energy consumption after all improvements in BMS can be decreased by 20%. 

Results of our investigations are definition of all necessary BMS functions and unit control 
algorithms. Paper results can be used for installation of new BMS in office and trading centre 
buildings. According to our investigation results, we made appropriate BMS for Madona trading 
centre.  

Keywords: building management system, energy efficiency, control algorithms 

1. CONTROL SYSTEM ANALYSE OF SHOPPING CENTRE IN RIGA 

Our experience in Shopping centre in Riga showed, that BMS work efficiency depends 
not only from controllers producer (Trend control systems), but from installation company 
and programmers work quality. We were invited to analyse reasons of high temperature in 
premises during a winter (more than 23 degrees Celsius) and high-energy consumption (more 
than in another similar shops). Our investigation showed, that BMS did not corresponds to 
any above mentioned requirement of good control systems. 

Our investigation showed, that existing BMS has several serious problems: 
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• inadequate ventilation equipment adjustment (not correct time schedules, no supply 
air volume regulation);  

• an incorrect algorithm for calculating supply air temperature; 
• insufficient air-handling equipment control parameters from BMS visualisation 

software; 
• not correct heating centre regulation according to outside air temperature; 
• mistakes in indoor and outdoor lighting control. Lighting control was turned to 

"HAND" regime and was controled from security.   
Due to Trend dealer inability to fix all mistakes, we made replacement of existing 

control system to DEOS controllers and software. 
These systems where connected to DEOS control system: 
a) two air handling units (AHU1 and AHU2); 
b) heating centre with four heating circuits (for radiators, air curtains, ventilation and 

hot water); 
c) lighting control (3 groups of indoor premises lighting, 9 groups of outdoor lighting). 

Table 1. The main parameters of air handling units 
Description AHU I AHU II 

Electrical power of supply / exhaust fans, kW 4/2.2 15/11 
Total pressure supply / exhaust fans, Pa 784/646 1005/588 
Air flow of supply / exhaust fans, m3/h 6360/4560 25500/23000 

Temperature  efficiency of heat exchanger 61.1% 42.7% 
Nominal heating power of water heating coil, kW 41.4 53.4 

 
We used energy efficient and tested algorithms for control of air handling units, heating 

centre and lighting [2], [3], [5]. The main goals for savings was: 
a) CO2 detector installation in air handling units exhaust air ducts. Air volume of air 

handling units was calculated according to CO2 level un premises. Setpoint of CO2 
was 650 ppm. Minimal speed of supply and exhaust fans was determined as 30 Hz; 

b) cascade temperature regulation of air handling units. Air handling units supply air 
temperature was calculated according to room temperature. Minimum supply air 
temperature was determined as 15oC; 

c) air handling units work according to time schedules, synchronized with shop 
working time; 

d) finding of correct heating curves for each heating circuit with temperature decrease 
during a night; 

e) indoor lighting control according to time schedule, synchronized with shop working 
time. Time of BMS is synchronized with internet time; 

f) outdoor lighting control according to outside light detector measurements. Each 
group is turned on by individual setpoint of light level. Each group has time 
schedule, which gives opportunity to turn on light just in shopp working time or 
during a night.  
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Fig. 1. Cascade regulation of air handling unit 

Used abbreviations in Fig. 1. 1 – exhaust air temperature controller; 2 – exhaust air 
temperature setpoint device; 3 – exhaust air temperature sensor; 4 – controller output signal; 
5 – supply air temperature control; 6 – supply air temperature setpoint; 7 – supply air 
temperature sensor; 8 – controller output signal; 9 – heating valve; 10 – heat recovery; 11 – 
mixed air dumper; 12 – cooling valve.  

BMS visualisation software gives all information about air handling unit sections and 
operation data. 
 

 
 

Fig. 2. Air handling unit control from BMS software 
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1.1. Energy consumption analyse 

Replacement of existing control system to DEOS controllers with energy efficient 
algorithms was connected with our confidence about energy savings potential. Possible 
energy savings were calculated with Matlab and Simulink software [4], with A. Krumins 
developed simulation software, described in [1]. Before control system replacement we got 
data of consumed electrical and gas energy for each month. Our aim was to reduce energy 
consumption by 20%. 

Control system was replaced in August 2009.  
 

 
 

Fig. 3. Electrical energy consumption comparing in years 2008–2009 
 

Fig. 3 shows that, the new control system allows to reduce electrical energy 
consumption by 16%. The main energy saving is achieved with decrease of air volume 
exchange in shops and correct lighting control. 

 

 
 

Fig. 4. Gas consumption comparing in years 2008–2009 
 

KWh 
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Fig, 4 shows that, the new control system allows to reduce gas consumption by 17%. 
The main energy saving is achieved with decrease of air volume exchange in shops, cascade 
temperature control (during a day shop is heated by lights, which allows to decrease supply 
air temperature) and correct heating curves for heating centre. 

Table 2. Energy consumption from August  till end of December in years 2008–2009 
Energy consumption 2008 2009 

Electrical energy consumption, kWh 653793 550104 
Gas consumption, m3 19271 16008 

 
Electrical energy price per kWh in 2009 is 0.071 Ls/kWh, price for gas is 0.25 Ls/ m3. 

Total saving at the end of 2009 was about 8000 Ls. Installation cost of DEOS control system 
was 8325 Ls with VAT. We can see that payback time was 5 months. 

2. CONTROL SYSTEM ANALYSE OF OFFICE BUILDING IN RIGA 

Building management system controls and supervises: 
• 5 air handling units; 
• three chillers; 
• heating centre; 
• 2 gas boilers ; 
• climate control of 61 rooms (control of room temperature); 
• control of lighting. 
Building management system was started in 2007. Building management system had 

correct control algorithms for climate control and HVAC units control. BMS installator 
company instructed about all possibilities of algorithms to building owner service department. 
Unfortunately service department was more concerned about stable climate in premises rather 
than energy economy. Such functions as time schedules, temperature decrease during a night, 
where not used. At the end of 2008 there were a change of home owner and we were invited 
to help new home owner to run building more efficiency. 

Investigation of current setpoints, unit working hours and temperatures of premises 
during a night and day was done by trendlogs. 

Trendlogs were used to find out possibility to decrease temperature during a night in 
premises. It was neccessary to find out room climate preperation time, because we had to save 
energy without influence on comfort. 

 

 
 

Fig. 5. Trendlogs  
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2.1. Energy consumption analyse 

After analyse of trendlogs, several energy efficient steps were done: 
1) time schedules corrections for air handling unit operation; 
2) temperature decrease of rooms during a night; 
3) cooling system deactivation during a night; 
4) optimal startup of room climate systems (radiators, fancoils); 
5) correction of lighting control time schedules and light level setpoints. 
Energy savings was achieved starting from year 2009. 
 

 
 

Fig. 6. Consumption of electrical energy  
 

 
Fig. 7. Consumption of gas 
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Fig. 6 and Fig. 7 show electrial energy and gas consumption in years 2007–2009. 
Building was fully occupied at the end of 2007. In July of 2009 additional building was 
completed and that we can see also in energy consumption figures. 

It is possible just to compare energy consumption in period from February till end of 
June in years 2008–2009.  

Table 3. Energy consumption from February till end of June in years 2008–2009 
Energy consumption 2008 2009 

Electrical energy consumption, kWh 308838 264097 
Gas consumption, m3 41150 36377 

 
Results shows, that BMS can be used as energy saving tool. Electrical energy 

consumption is decreased by 14%, gas consumption is decreased by 12%. Total saving at the 
end of 2009 was about 4300 Ls. 

3. DEVELOPMENT OF APPROPRIATE BUILDING MANAGEMENT SYSTEM 

Our investigation shows, that results of Building management system working 
efficiency depends from installator proffessional working skills, used control algorithms for 
HVAC systems, and friendly user interface. Usually local personal is responsible for energy 
savings, and they shall understand all functions of BMS. 

This main idea was implemented in development of BMS for Madona trading centre. 
 

 
 

Fig. 8. Time Schedule 
 

Each BMS function has help button "?". For example, pressing this button for time 
schedule function, user can get all necessary information about all regimes, for example, what 
means "Hand", "Off", "Auto". We made very high attention to used algorithms and their 
possibilites to save energy consumption without changes in comfort. We worked together 
with local personal and tried to explain all functions and possibilities of BMS. 



             CYSENI 2010, May 27–28, Kaunas, Lithuania 
             ISSN 1822-7554, www.cyseni.com 
 

IV-163 
 

BMS supervision software has additional functions as "Event server". In case of alarm, 
inadequates temperatures or other parameters, alarm message is transferred to mobile phones 
as SMS and e-mails. This function allows to decrease problem solving time and also saves 
energy. 

4. DISCUSSION 

Installation, programming and maintenance of BMS are complex job. Usually in Latvia 
a lot of local companies are using different BMS controllers and software. It means that after 
BMS installation home user can ask for service just from this company. If home user wants to 
ask help from other companies, then mainly it is not possible, because other companies are 
not familiar with existing BMS and functions. 

5. CONCLUSIONS 

Necessary BMS functions, control algorithms, communication protocols shall be 
described in one common regulation. In Latvia there is no such norm, and that is in favour of 
BMS Installation Company, not homeowner. We think, that next job is to make regulation for 
all necessary BMS functions, control algorithms, visualisation software capabilities, and 
energy saving functions. Our experience show, that BMS can save up to 17% of consumed 
energy without changes in mechanical system. 
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ABSTRACT 

The purpose of the Energy Performance of Buildings directive implementation in EU was to reduce 
the energy consumption in building sector and make it more efficient. The calculated energy 
consumption was chosen as an indicator of energy performance certification for implementation of the 
Energy Performance of Buildings directive in Lithuania. The calculated energy consumption and real 
energy consumption of few buildings was compared. The calculated energy consumption was 
evaluated by the Lithuanian norm STR 2.01.09:2005 „Building Energy performance. Certificate of 
energy performance“. The real energy consumption was recalculated to normal year. The average of 
two years of the real energy consumption was taken into account for comparison. Old administrative 
and residential buildings were analyzed. All objects were partially renovated. The difference of results 
and the reasons for it are presented in the article. The building energy consumption following energy 
certificate is only theoretical value, which depends on building envelope, but not on engineering 
systems. The main reasons of different results are: insufficient evaluation of engineering systems and 
ineffective building energy management systems.  

Keywords: energy certification, energy rating, building, energy consumption 

1. INTRODUCTION 

Energy consumption in buildings was one of the concerns in Europe 20 years ago, and 
still the energy performance in the building sector is a sore point today. The Energy 
Performance of Buildings directive 2002/91/EC (Directive) [1] was implemented to reduce 
energy consumption and to increase efficiency of energy usage in the building sector. One of 
the Directives objectives was the building energy performance certificate (building 
certificate).  

Lithuania started the life as an independent country 20 years ago. All regulations and 
norms were yet to be created. Started from scratch, the regulations were new and innovative. 
The regulations of district heating stated, that heat meters should be installed in every 
segment of the heat supply chain [2]. Since district heating supplies heat for 63% of the 
buildings in the cities of Lithuania, today there are heat meters in most of the buildings across 
the country, and it is possible to evaluate real heat consumption in each building. 

It is noted in the Directive, that certificate should be calculated according to the 
technique based on “the amount of energy actually consumed or estimated to meet the 
different needs associated with a standardized use of the building, which may include, inter 
alia, heating, hot water heating, cooling, ventilation and lighting.” [1]. Therefore, each 
country can choose to evaluate actual or estimated energy consumption. In the European 
standard EN 15217:2005 “Energy performance of buildings – Methods for expressing energy 
performance and for energy certification of buildings” [3] these methods are described as 
operational rating (OR) (rating based on energy use) and asset rating (AR) (rating based on 
calculations of the energy used). The terms operational rating and asset rating are used, as it is 
described in [3]. 
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In this paper the methods of energy certification for buildings are analysed, and results 
of energy performance certificates of few administrative and residential buildings in Lithuania 
are presented. The calculated energy consumption and real energy consumption of these 
buildings were compared. 

2. ENERGY RATINGS 

In 2005 European countries chose the rating methods for certification in order to 
implement the Directive. Some countries chose the asset rating (AR) (Lithuania was among 
them) some chose the operational rating (OR). The certificate can be based on either the 
operational or the asset rating. Both methods have their advantages and disadvantages.  

An asset rating highlights the intrinsic potential of the building while a measured rating 
makes it possible to take into account the impact of building management: 

− For new buildings OR is not available, so AR based on design data is the only way 
to rate. The same problem is for certification of the project (not build yet), so the AR 
should be used; 

− OR certificate will no longer be valid after a change of building occupant or a 
change of the style of building management, but the AR does not include these 
indicators at all; 

− AR does not depend on actual weather and indoor conditions [4], [5].  
Countries which had older energy efficiency policy history chose the operational rating 

(OR) as the main rating and AR for new buildings only. Among these are Belgium, Germany, 
France, Ireland, Sweden, United Kingdom [6]. In those countries, where both ratings (AR and 
OR) are available or required, the energy certificate should have two columns [3]. In 
accordance with recommendations [3], building energy certification scheme for existing 
buildings should be implemented by the use of operational rating (OR). 

3. CERTIFICATION RESULTS VIS A VIS OF REAL ENERGY CONSUMPTION 
IN LITHUANIA  

Lithuania has chosen the asset rating, and the Lithuanian norm STR 2.01.09:2005 
„Building Energy performance. Certificate of energy performance“[7] was created 
accordingly. Four buildings with different purpose were chosen for the calculation: two 
administrative and two residential buildings. The calculated energy consumption or AR was 
evaluated by the Lithuanian norm for certification STR 2.01.09:2005 [7], using the software 
for certification “NRG-sert”. According to this norm, the delivered energy for heating, 
preparation of domestic hot water and electricity was taken into account. The parameters used 
for asset rating and described in [7] are: 

− indoor temperature for all types of the buildings analyzed in the paper is 20°C; 
− mean outdoor temperature of the heating season is 0,6°C; 
− duration of heating season – 220 days. 
The real heat consumption, alias OR, was recalculated to normal year [8] using the 

method of degree-days. The OR was evaluated by metered real consumption of 2 years. The 
period of meters was 1 month. The consumption of heat for hot water preparation was 
evaluated by the consumption of hot water in cubic meters and multiplied by norm 
0.051 MWh for 1 m3 hot water preparation [9]. The recalculation to normal year was done 
using normal and real indoor temperature equal 18°C.  

By evaluating the real consumption, the delivered energy for heating, preparation of 
domestic hot water and electricity was summed in order to compare it with the AR. The 
average of two years of real energy consumption was taken into account.  
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All objects were built before 1992 and at the time of evaluation, had been partially 
renovated. The characteristics of buildings are below:  

− automatic regulation, dependent on outdoor temperature had been installed in all 
substations for heat preparation of buildings; 

− new tight windows (Heat transfer coefficient U=1.7 W/m2K) and doors had been 
installed; 

− all other part of the envelope had typical heat transfer coefficients for buildings built 
before 1992; 

− ventilation system was natural only; 
− heating system was without regulation. 
This section represents the results of both OR and AR calculations for administrative 

and residential buildings. 

3.1. Results of administrative building 

Two administrative buildings where analyzed, and results of OR and AR calculations 
are presented in Fig. 1.  
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Fig. 1. Comparison of OR (operational rating) and AR (asset rating) of administrative 

buildings 

In administrative building No 1, the sum of delivered energy for AR is approximately 
40% higher than the sum for OR. The amounts of heat between the AR and OR differ twice. 
The value of heat for hot water has the smallest effect for the difference, and the actual 
electricity consumption is 3 times higher than that, evaluated for AR. 

Analyzing the results of the building No 2, the sum of delivered energy for AR is 250% 
higher than the sum for OR. The main reason of the difference is the difference between 
amounts of heat, same as for the building No 1. Hot water in this (No 2) building is prepared 
using electricity and in the OR is evaluated together with the amount of electricity. That is the 
reason why the value of the real electricity consumption is higher then in AR.  

3.2. Results of residential building 

Two residential buildings where analyzed, and results of OR and AR calculations are 
presented in Fig. 2.  

Both residential buildings are dormitories, where habitants are students, and the bills for 
tenancy do not depend on consumed energy. The calculations where done by using the 
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software “NRG-sert”. The type of the building was chosen “other residential buildings”. The 
same calculation where done assuming that type of the building is “hotels”. The estimated 
energy rate for both types of buildings was the same, so the dormitories where attributed to 
other residential buildings, because it is more logical.  

In residential building No 3, the sum of delivered energy for AR is approximately 33% 
lower than that of OR. However, the evaluated amount of heat in the AR is higher by 70% 
than the real consumption. The values of heat used for preparation of hot water and electricity 
have unusual differences – the measured consumption of heat for preparation of hot water is 
almost 6 times higher than the evaluated, and electricity consumption is 4 times higher than 
the evaluated by AR. The aforementioned differences can be caused by ineffective use of hot 
water and electricity. 
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Fig. 2. Comparison of OR (operational rating) and AR (asset rating) of residential buildings 

Analyzing results of building No 4, the sum of the delivered energy for AR is 30% 
higher than the sum for OR. The evaluated amount (AR) of heat is twice as high as the real 
consumption (OR), and the real consumption of heat for preparation of hot water and the 
consumption of electricity is twice as high than that of AR. Such difference is caused by 
ineffective use of hot water and electricity, as in the Building No 3.  

Columns of both buildings in total look different, but tendency is the same: the real 
consumption of heat in both buildings (columns OR) is less than is AR columns, and 
electricity and heat for hot water consumptions are high than in AR columns.  

3.3. Conclusions of the results 

Concluding the results presented in sections 3.1 and 3.2 it is seen, that the real 
consumption of heat for preparation of hot water and electricity depends mostly on behavior 
of the inhabitants and the building management system. It is not enough to evaluate the 
purpose of the building, because the habitants of different buildings with the same purpose 
can have different awareness and knowledge about energy efficiency.  

The results show, that the evaluated amount of heat following energy certificate is only 
theoretical value, which depends on building envelope, while the influence of engineering 
systems is undervalued. The simplified charts of heat balance for AR and OR are presented in 
Fig. 3. 
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It is seen that the calculated heat balance consist of heat losses through the envelope, 
heat losses caused by infiltration, heat gains and energy used in ventilation system. It is 
difficult to make the same balance for actual heat consumption, because the meter is in the 
heat substation only, and exact evaluation of each part of the heat balance is impossible, 
however, assumptions can be made, and evaluated according the reading of a meter.  

In the beginning of this section it was stated, that all analyzed buildings have only 
natural ventilation. Therefore, the amount of heat lost through ventilation and infiltration 
should actually be lower, than evaluated by [7]. Another factor can be low infiltration in the 
building. All analyzed buildings had new tight windows, and sufficient infiltration for natural 
ventilation can be achieved only by opening windows (factor of inhabitant’s behavior) [10]. 
And if windows are tightly closed all the time, the value of heat losses through the infiltration 
will be lower. 
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Fig. 3. Calculated (1st column) and recalculated actual (2nd column) heat balance 

In case of administrative buildings, it is complicated to evaluate actual heat gains, since 
during office hours inner heat gains can possibly be higher. 

The main difference is in heat losses through the envelope. When type of constructions 
is known in old buildings, it is not difficult to evaluate heat transfer coefficients with 
sufficient accuracy. The difference can be less than 10%. The one of the factors for difference 
in heat losses should be the actual indoor and outdoor temperatures. The actual heat 
consumption is recalculated to normal year using mean indoor temperature (18°C in this case) 
during heating season and monthly mean outdoor temperatures. So the actual number of 
degree days is not accurate. It is exceptionally complicated to evaluate mean indoor 
temperature in administrative buildings, where people are present for at most 60 hours per 
week. In case heating season lasts 200 days, disparity of 2 °C in temperatures difference will 
cause more than 10% disparity in the amount of degree days. 

Therefore assumptions and adjustments, used for real consumption heat balance, are: 
− insufficient air infiltration – heat losses caused by infiltration are twice as lower; 
− inner heat gains are 20 % higher than those calculated theoretically; 
− heat losses through the envelope were adjusted in order to get the heat balance. 

Adjustment was made with the assumptions, that actual mean indoor temperature 
is lower than the evaluated in degree days (difference in 13%) and the values of 
heat transfer coefficients of the envelope are smaller by approximately 10%.  

Considering energy, the energy balance should be followed all the time, despite the 
procedure or technique accomplished. Assumptions and thermal rates should be adjusted to 
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the real energy consumption of few years, in order to get the energy balance. Otherwise the 
calculations will not indicate the real status, and should not be trusted. 
The main factors of difference in results OR vis a vis AR are: behavior of inhabitants, energy 
management and actual indoor and outdoor temperatures. The behavior of inhabitants and 
intelligent building management can effect energy consumption, because such factor as 
number of people and activity, regulation possibilities (thermostats), equipment usage, natural 
ventilation, hot water demand and etc. are strongly dependent on the occupants or manager of 
the building and can result energy use in large variations, even for the same climate and 
building type [4], [10]. It is complicated to evaluate the aforementioned factors using AR, but 
more precise evaluation of engineering systems and their types of regulation can make these 
differences smaller.  

4. CONCLUSIONS  

Countries which had older energy efficiency policy history had chosen the operational 
rating (OR) as the main rating and AR is used for new buildings only. 

In Lithuania the ssset rating (AR) is used to evaluate energy performance of building. 
The delivered energy is evaluated and the sum of energy for heating, preparation of domestic 
hot water and electricity is taken into account. Such way of calculation can make evaluation 
of CO2 complicated, because different kinds of energy are summed without recalculation to 
primary energy source. 

The difference of results in comparison of AR and OR in Lithuania on the average is 
about 40%. The reason of this difference is that evaluation of AR does not take into account 
human behavior and energy management, and other thermal rates of the building are 
evaluated insufficiently.  

Indoor and outdoor temperatures have big influence for actual energy consumption. 
Especially the variation of indoor temperatures can show how intelligent is the building 
management and regulation of energy systems. These parameters should be evaluated to 
certificate of the building, because it shows the quality of building in context of energy use. 
Thereby, looking back in recommendations [3] the operational rating should be used for 
energy performance of existing buildings. 
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ABSTRACT 

There is no strict regulation how often buildings should be renovated. Today we face situation when 
depreciated buildings are not renovated due to the lack of financial resources and thus keeping these 
buildings in a state not complying with 6 essential requirements for buildings. Decisions to renovate 
buildings usually are based on economical evaluations, not taking into account energy and 
environmental benefits of the renovation. However such approach is not sufficient from the point of 
view of sustainable buildings maintenance. Economical evaluations are important while choosing 
different alternatives of the building renovation. However estimation how often and to what extent 
building should be renovated based only on economical evaluations is not sufficient. Energy and 
environmental components become relevant to be included into these evaluations. Goal of this study is 
to estimate optimal renovation periodicity of the two school buildings in terms of their life cycle 
energy consumption and greenhouse gas emissions. Results of the study showed that the most 
reasonable renovation periodicity of the buildings under consideration is 12–24 years depending on 
the initial energy performance of the building. 

Keywords: energy efficiency, building renovation, life cycle analysis, greenhouse gas emissions 

1. INTRODUCTION 

Inefficient use of energy is a topical issue which is encountered all over the world. Need 
to reduce energy consumption is induced by number of reasons. Scarce energy resources and 
increased energy dependency forces to look for the alternative energy sources and limit 
energy consumption. European Union is dependent on external energy suppliers [1]. In 
Lithuania this problem is even more relevant as approximately 90 % of primary energy is 
imported and almost all this energy is imported from one country. Stabilisation of climate 
change is very limited without stabilising energy consumption. Actions in energy efficiency 
field solve not just climate change problems, but also help to ensure security of supply and 
decrease energy dependency [1]. 

While seeking to increase energy efficiency, European Union set a goal to save 20 % of 
energy and reduce greenhouse gas emissions by 20 % by 2020 [2]. The last challenge of the 
European Union is to start building nearly zero energy buildings since 2020. 

In Lithuania as well as in the whole world 40 % of final energy is consumed in 
buildings [3, 4]. In European Union buildings contribute 36 % of greenhouse gas emissions 
[5]. The growth rate of new buildings added to the housing stock is currently estimated at 
around 1–1.5%, the number of buildings removed from the stock is about 0.2–0.5 %, and the 
number of refurbishments accounts roughly 2% of the housing stock a year [5]. In Lithuania 
statistics of construction of new buildings is similar; however increase of energy consumption 



             CYSENI 2010, May 27–28, Kaunas, Lithuania 
             ISSN 1822-7554, www.cyseni.com 
 

IV-172 
 

is higher than increase of the new building area [4]. These numbers show that it is important 
to pay more attention to the increase of energy efficiency in exiting buildings. 

Renovation is a phase of a building life cycle when energy performance of the building 
characteristics can be substantially increased. There is no strict regulation how often buildings 
should be renovated. Today we face situation when depreciated buildings are not renovated 
due to the lack of financial resources and thus keeping these buildings in a state not 
complying with 6 essential requirements for buildings set by the Directive 89/106/EEC [6]. 
Decisions to renovate buildings usually are based on economical evaluations. However such 
approach is not sufficient from the point of view of sustainable buildings maintenance. 
Benefits of the renovation are not limited just to the decrease of energy expenses and increase 
of building value. Renovation allows solving global problems such as energy dependency and 
negative impact on environment of the energy sector. 

Goal of this study is to estimate optimal renovation periodicity of the two school 
buildings in terms of their life cycle energy consumption and greenhouse gas emissions. 

2. METHODOLOGY 

Energy is used in all phases of the building life cycle – building construction, operation, 
maintenance, demolition. Therefore seeking for a comprehensive analysis it is relevant to 
analyse building using life cycle analysis. 

Life cycle analysis is widely used in design of industrial products [7]. It is also applied 
for buildings: to compare different construction materials [8, 9, 10]; to analyse different 
energy systems [11, 12, 13]; to analyse the whole building [14, 15]. However renovation 
separately usually is not analysed. 

In this study life cycle analysis is used for evaluation of the impact of the building 
renovation periodicity on its life cycle energy consumption and greenhouse gas emissions. 

Evaluation starts from analysis of the building structure and estimation of the possible 
building renovation frequency. This analysis is followed by energy and pollution calculations. 

In this study building construction, operation and renovation phases are considered. 
Building maintenance phase is not considered because of negligible its effect in comparison 
to the construction, operation and renovation. Building demolition phase is not considered as 
it is assumed that building lifetime can be extended beyond its standard lifetime. 

2.1. Analysis of the building structure 

Building life cycle evaluation starts with the analysis of the building structure. Before 
formation of the building life cycle building lifetime has to be estimated. Building is 
constructed of parts (passive and active technical systems) and elements (e. g. heating system 
is composed of piping, insulation, valves etc.). Every building part and element has its own 
lifetime [16, 17]. In order to keep building complying with 6 essential requirements for 
buildings, when the lifetime of the part or element of the building ends it has to be replaced or 
renovated. Lifetimes of structural parts and elements of the building forms maximal intervals 
between building major renovations (simultaneous replacement or improvement of the 
building passive and active technical systems with a view of major improvement of the whole 
building physical and energy performance). 

2.2. Building life cycle energy consumption 

Total energy consumption during building lifetime (TE, MWh) includes primary energy 
consumed for installation and renovation of the active and passive building technical systems 
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(embodied energy, EE, MWh) and operational energy (OE, MWh) used in active technical 
systems of the building: 

 ∑∑
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where: n – age of the building, years; i – year under consideration. 
Embodied energy consumption includes primary energy used for construction 

( cEE0 , MWh) and renovation ( ren
iEE , MWh) of the building: 
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Embodied energy is calculated as sum of the primary energy used for production of the 
building elements and materials and primary energy used for transportation of the building 
elements and materials to the building site: 
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where: m – number of elements or materials; j – element or material; M – amount of element 
or material, t, kg, m3, units; κe,pr – energy indicator of the production of the element or 
material (kWh/kg, kWh/m3, kWh/unit); l – length of transportation of the element or material, 
km; κe,tr – energy indicator of the transportation of the element or material, kWh/(t⋅km). 

Operational energy includes energy value of the fuel used for production of heat and 
electricity delivered to the building: 
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where: e
iOE  – annual consumption of electricity used for lighting, in equipment and 

technological processes, MWh; ep
iη  – annual electricity production efficiency; et

iη  – annual 
electricity transportation efficiency; h

iOE  – annual consumption of heat used for heating, 
ventilation and hot water preparation, MWh; hp

iη  – annual heat production efficiency; ht
iη  – 

annual heat supply efficiency. 
The most acceptable alternative is the one which total energy consumption is the lowest. 
Total energy consumption depends on the variation of characteristics of building energy 

performance and energy supply systems (efficiency of heat and electricity generation and 
transportation). Factors determining building energy consumption are divided into internal 
and external. 

Internal factors are characteristics of the building constructional parts and engineering 
systems and their elements. External factors are characteristics of the energy supply systems. 
These characteristics change due to technological progress, change of the regulations and 
consumers behaviour and their demands. 

2.3. Building life cycle pollution 

Analogically as total energy consumption the total pollution (greenhouse gas emissions) 
of the building lifetime is calculated. Greenhouse gas emissions are expressed in equivalent of 
amount of carbon dioxide. Total pollution (TP) includes operational greenhouse gas emissions 
(OP) and embodied greenhouse gas emissions (EP): 
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Embodied emissions include emissions which occur during construction ( cEP0 , tCO2eq) 
and renovation ( ren

iEP , tCO2eq) of the building: 
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Embodied emissions due to production and transportation of the elements and materials 
are calculated: 
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where: κp,pr – pollution indicator of the production of the element or material kgCO2eq/kg, 
kgCO2eq/m3, kgCO2eq/unit; κp,tr – pollution indicator of the transportation of the element or 
material, kgCO2eq/tkm. 

Operational emissions include emissions due to heat and electricity production: 
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where: e
iτ  – pollution indicator of the electricity production, tCO2eq/MWh; h

iτ  – pollution 
indicator of the heat production, tCO2eq/MWh. 

The most acceptable alternative is the one which total lifetime pollution is the lowest. 

2.4. Decision making 

In this study optimal building renovation periodicity is determined according to two 
criteria – total energy consumption and total pollution. In order to have one criteria for 
decision making, 3E (energy, economy and ecology) method [18] was used transforming it 
into 2E (energy and ecology) method. 2E criterion is calculated: 

 pnen spseE ⋅+⋅=2 , (9) 

where: en – non-dimensional value of the total energy consumption (non-dimensional value 
express the same results of the variants under consideration but in percents, e. g. zero value is 
set to the minimal result, one – to the maximum, other values are between zero and one); pn – 
non-dimensional value of the total emissions; se, sp – weight coefficients. Decision-maker 
assesses the weight coefficients of each criterion under consideration. 

Non-dimensional values are calculated: 
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In this study it is assumed that both energy and pollution criteria are equally important 

and each of their weight is equal 0.5. 
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3. RESULTS AND DISCUSSIONS 

3.1. Buildings characteristics and assumptions 

In this study two school buildings are analysed. Those buildings are different in date of 
design; size and construction (see Table 1). 

Table 1. Buildings characteristics 
 1st building 2nd building 
Location Vilnius Vilnius 
Year of design 1974 1986 
Number of pupils 1284 216 
Useful area, m2 6228 2306 
m2/pupil 5 11 
Work shifts 2 1 
Walls construction Concrete panels Clay bricks, mineral wool 
Heating system Water, radiators Water, radiators 
Ventilation of classrooms Natural Mechanical 

 
The analysed building lifetime is 100 years [19]. According to the construction of the 

building the maximal time until its renovation is 30 years. Calculations are made for the 
alternatives when renovation is performed every 10–30 years. When time intervals between 
renovations are 10 years, building is renovated 9 times during the considered lifetime. When 
time intervals between renovations are 24–30 years, building is renovated 3 times. 

Assumptions on external factors: 
1. Initial heat generator efficiency of the 1st building – 80 %, 2nd building – 84 %, 

after renovation – 94 %. 
2. Initial electricity production and transportation efficiency is 30 %. Electricity 

production efficiency increase by 0.3 %, o transportation – 0.1 % per year. 
3. Energy consumption and emissions of the materials and elements production and 

transportation are constant. Data for embodied energy and emissions calculations are taken 
from SimaPro data bases [20]. 

4. Heat production emissions 0.299 tCO2ekv / MWh, assuming that heat is produced 
in the boiler using natural gas. Electricity generation emissions 0.315 tCO2ekv / MWh. 

Assumptions on internal factors: 
1. Requirements on building thermal characteristics changes every 10 years. 

Calculations are made for three scenarios of the requirements of thermal characteristics 
tightening: values of the heat transmission coefficients decrease by 10 %, 30 % and 50 % 
every 10 year (minimal heat transmission coefficients of opaque envelopes is 0.08 W/m2K, 
windows – 0.70 W/m2K). Heat transmission coefficients of the buildings under consideration 
are presented in Table 2 and Table 3. 

2. Electricity consumption during buildings lifetime is constant. It is assumed that 
energy efficiency increase is compensated by new equipment installed in the building (pumps, 
fans, computers, air conditioners etc.). 

3. After the renovation heating systems are installed with thermostats, balancing 
valves and possibility to decrease internal temperature during non-working hours. 

4. After the renovation ventilation systems with heat recovery is installed in 
buildings. 

5. When heat gains exceed heat demand of the building, air heating system is 
installed and radiator system is left as a duty heating system. 
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6. During building renovation phase only those building parts and elements are taken 
into account which have big share in total material balance: heat insulation production, roof 
and walls facing materials production, windows production, heating pipes and devices 
materials production, ventilation ducts materials production, air-handling units production, 
water supply and sewerage pipes materials production, electricity pipes and cables materials 
production. 

Table 2. Heat transmission coefficients of the 1st building 
Heat transmissions coefficient, U (W/m2K) 

Decades Envelope Construc-
tion I II III IV V VI VII VIII IX 

 Values of the coefficients decrease by 10 % 
Wall 0.75 0.69 0.62 0.56 0.51 0.45 0.41 0.37 0.32 0.30 
Roof 0.77 0.69 0.62 0.56 0.51 0.45 0.41 0.37 0.33 0.30 
Floor 0.35 0.28 0.25 0.23 0.20 0.18 0.16 0.15 0.13 0.12 
Window 2.5 1.71 1.71 1.71 1.69 1.21 1.21 1.21 0.95 0.95 
 Values of the coefficients decrease by 30 % 
Wall 0.75 0.54 0.38 0.26 0.18 0.13 0.09 0.08 0.08 0.08 
Roof 0.77 0.54 0.38 0.26 0.18 0.13 0.09 0.08 0.08 0.08 
Floor 0.35 0.22 0.15 0.11 0.08 0.08 0.08 0.08 0.08 0.08 
Window 2.5 1.71 1.21 0.95 0.70 0.70 0.70 0.70 0.70 0.70 
 Values of the coefficients decrease by 50 % 
Wall 0.75 0.39 0.19 0.10 0.08 0.08 0.08 0.08 0.08 0.08 
Roof 0.77 0.39 0.19 0.10 0.08 0.08 0.08 0.08 0.08 0.08 
Floor 0.35 0.16 0.08 0.08 0.08 0.08 0.08 0.08 0.08 0.08 
Window 2.5 1.21 0.70 0.70 0.70 0.70 0.70 0.70 0.70 0.70 

 

Table 3. Heat transmission coefficients of the 2nd building 
Heat transmissions coefficient, U (W/m2K) 

Decades Envelopes Construc-
tion I II III IV V VI VII VIII IX 

 Values of the coefficients decrease by 10 % 
Wall 0.46 0.40 0.38 0.33 0.30 0.27 0.24 0.22 0.20 0.18 
Roof 0.40 0.37 0.32 0.29 0.26 0.24 0.21 0.19 0.17 0.15 
Floor 0.35 0.31 0.28 0.25 0.23 0.20 0.18 0.17 0.15 0.13 
Window 2.50 1.23 1.23 1.23 1.23 1.23 1.23 1.21 0.73 0.73 
 Values of the coefficients decrease by 30 % 
Wall 0.46 0.32 0.22 0.16 0.11 0.08 0.08 0.08 0.08 0.08 
Roof 0.40 0.28 0.20 0.14 0.10 0.08 0.08 0.08 0.08 0.08 
Floor 0.35 0.24 0.17 0.12 0.08 0.08 0.08 0.08 0.08 0.08 
Window 2.50 1.23 1.23 0.73 0.70 0.70 0.70 0.70 0.70 0.70 
 Values of the coefficients decrease by 50 % 
Wall 0.46 0.23 0.11 0.08 0.08 0.08 0.08 0.08 0.08 0.08 
Roof 0.40 0.20 0.10 0.08 0.08 0.08 0.08 0.08 0.08 0.08 
Floor 0.35 0.17 0.09 0.08 0.08 0.08 0.08 0.08 0.08 0.08 
Window 2.50 1.21 0.70 0.70 0.70 0.70 0.70 0.70 0.70 0.70 
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3.2. Results 

3.2.1.  1st building 

The lowest total energy consumption (28 161 kWh/m2) of the 1st building is counted 
when building renovation frequency is 12 years and standard heat transmission coefficients 
become lower by 50 % every 10 years. The highest total energy consumption 
(32 107 kWh/m2 – 14 % higher) is counted when building renovation frequency is 30 years 
and standard heat transmission coefficients become lower by 10 % every 10 years. 

The lowest total pollution (7 152 kg CO2eq/m2) is counted when building renovation 
frequency is 16 years and standard heat transmission coefficients become lower by 50 % 
every 10 years. The highest total pollution (7 721 kg CO2e/m2 – 8 % higher) is counted when 
building renovation frequency is 30 years and standard heat transmission coefficients become 
lower by 10 % every 10 years. 

Results of 2E criteria are presented in Fig. 1. The lowest 2E is when building renovation 
frequency is 12 years and standard heat transmission coefficients become lower by 50 % 
every 10 years. 

When standard heat transmission coefficients become lower by 30 % every 10 years, 
the lowest 2E criteria is counted when building renovation frequency is 12 years too. When 
standard heat transmission coefficients become lower by 10 % every 10 years, the lowest 2E 
criterion is counted when building renovation frequency is 10 years. 
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Fig. 1. 2E values of the 1st building 

In order to check how initial building energy performance influences the results, 
calculations are made for scenarios when initial building energy performance corresponds to 
the requirements of the regulations of the years 1999 [21] and 2005 [22]. Results are 
presented in Fig. 2 and Fig. 3. 

When initial building energy performance corresponds to the requirements of the 
regulation of the year 1999, the lowest 2E is counted when building renovation frequency is 
24 years. 

When initial building energy performance corresponds to the requirements of the 
regulation of the year 2005, the lowest 2E is counted when building renovation frequency is 
24 years and standard heat transmission coefficients become lower by 50 % every 10 years. 

When standard heat transmission coefficients become lower by 30 % every 10 years, 
the lowest 2E criteria is counted when building renovation frequency is 24 years too. When 
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standard heat transmission coefficients become lower by 10 % every 10 years, the lowest 2E 
criteria is counted when building renovation frequency is 25 years. 
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Fig. 2. 2E values, when initial energy performance of the 1st building corresponds to the 

requirements of the regulation of the year 1999 
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Fig. 3. 2E values, when initial energy performance of the 1st building corresponds to the 

requirements of the regulation of the year 2005 

3.2.2. 2nd building 

The lowest total energy consumption (18 147 kWh/m2) of the 2nd building is counted 
when building renovation frequency is 20 years and standard heat transmission coefficients 
become lower by 50 % every 10 years. The highest total energy consumption 
(21 533 kWh/m2 – 19 % higher) is counted when building renovation frequency is 30 years 
and standard heat transmission coefficients become lower by 10 % every 10 years. 

The lowest total pollution (5 081 kg CO2eq/m2) is counted when building renovation 
frequency is 20 years and standard heat transmission coefficients become lower by 50 % 
every 10 years. The highest total pollution (5 663 kg CO2e/m2 – 11 % higher) is counted when 
building renovation frequency is 30 years and standard heat transmission coefficients become 
lower by 10 % every 10 years. 
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Results of 2E criteria are presented in Fig. 4. The lowest 2E is counted when building 
renovation frequency is 20 years and standard heat transmission coefficients become lower by 
50 % every 10 years. 

When standard heat transmission coefficients become lower by 30 % every 10 years, 
the lowest 2E criteria is counted when building renovation frequency is 15 years. When 
standard heat transmission coefficients become lower by 10 % every 10 years, the lowest 2E 
criteria is counted when building renovation frequency is 16 years. 
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Fig. 4. 2E values of the 2nd building 

In order to check how initial building energy performance influences the results, 
calculations are made for scenarios when initial building energy performance corresponds to 
the requirements of the regulation of the year 2005. Results are presented in Fig. 5. 
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Fig. 5. 2E values, when initial energy performance of the 2nd building corresponds to 

requirements of the regulation of the year 2005 

When initial building energy performance corresponds to the requirements of the 
regulations of the year 2005, the lowest 2E is counted when building renovation frequency is 
24 years and standard heat transmission coefficients become lower by 30 % every 10 years. 

When standard heat transmission coefficients become lower by 50 % every 10 years, 
the lowest 2E criteria is counted when building renovation frequency is 24 years too. When 
standard heat transmission coefficients become lower by 10 % every 10 years, the lowest 2E 
criteria is counted when building renovation frequency is 25 years. 
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4. CONCLUSIONS 

1. It is relevant to evaluate building renovation periodicity according to the renovation 
frequency impact on its lifetime energy consumption and impact on environment. 

2. Taking into account tendency that requirements for buildings thermal characteristics 
tend to become more stringent, it is reasonable to renovate buildings while increasing 
their energy efficiency earlier then they totally depreciate. 

3. The lower initial building energy performance and scope of the renovation (in terms of 
energy efficiency increase) is the more frequent renovation is reasonable. The higher 
initial building energy performance and scope of the renovation is the more frequent 
building renovation becomes less reasonable. 

4. In case of the 1st building: 
- the lowest 2E value is counted when building is renovated every 12 years and 

standard heat transmission coefficients becomes lower by 50 % every 10 years; 
- when initial building energy performance corresponds to the requirements of the 

regulations of the years 1999 and 2005, the lowest 2E value is counted when 
building is renovated every 24 years and standard heat transmission coefficients 
become lower by 50 % every 10 years. 

5. In case of the 2nd building: 
- the lowest 2E value is counted when building is renovated every 20 years and 

standard heat transmission coefficients become lower by 50 % every 10 years; 
- when initial building energy performance corresponds to the requirements of 

regulation of the year 2005, the lowest 2E is accounted when building is renovated 
every 24 years and standard heat transmission coefficients become lower by 30 % 
every 10 years. 

6. While analysing building renovation and seeking to evaluate real energy and pollution 
reduction effect, it is reasonable to pay attention to the embodied energy consumption. 
Taking into account only operational energy consumption and emissions, frequent 
renovation is reasonable if it increases energy efficiency. Whereas embodied energy and 
emissions, which are the higher the more frequent is renovation, determines less 
frequent renovation expediency. 
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ABSTRACT 

Due to environmental and energy security reasons, an increasing need is being felt around the world to 
find  carbon neutral, efficient, cost-effective and sustainable energy solutions. This is also true for 
liquid fuel for transport purpose as the liquid fossil fuel resources are depleting fast with demand 
increasing day by day.  Biodiesel is one such alternative to fossil fuels for transportation purposes and 
it is being promoted by different governments through different policies. However, in spite of 
different policies implemented at large organizational and governmental levels, biodiesel market has 
not been able to reach a point where it can survive without support from governments in terms of tax 
rebates, subsidies etc. Further, sustainability of biodiesel has still got question marks. 

Germany has promoted biodiesel market by introducing tax rebates and subsidies and for some years 
such policies led to a steep growth in biodiesel production capacity and production in German 
industry. However, such growth remained short-lived and within a decade the market switched from 
almost exponential growth to a steady decline. In this study, German biodiesel market behavior has 
been analyzed by investigating the feedback dynamics in this sector in context of different policies, 
thereby throwing light on the sustainability issues and possibilities of the biodiesel sector. 

Keywords: Biodiesel, Fossil fuel, carbon neutral, Feedback Dynamics, Policies, Sustainability 

1. INTRODUCTION 

Need to explore and use alternative and renewable sources of energy is becoming 
critical as the world population and thus demand increases and fossil fuels get depleted. This 
holds true for all energy requirements – cooking, electricity, industry, transport fuel and 
heating. On top of that, growing concerns about global warming (which, in part, has been 
attributed to green-house gas (GHG) emissions from use of conventional fossil fuels) has led 
to increased concerns over habitable ecosystem conditions on earth. Further, even renewable 
energy may not necessarily be carbon-neutral. Thus, interest has been increasing towards 
finding alternative sources of energy which are renewable and ever more carbon-neutral than 
existing energy sources (including renewable and fossil fuels). Currently, for transport needs, 
only electricity and liquid bio-fuels (e.g., biodiesel) seem feasible. Electric or hybrid vehicles 
are still found to, indirectly, emit GHGs because the electricity used in their batteries is 
primarily generated from GHG emitting fossil fuels. Further, vehicles need to have 
completely new engines or modified engines to be able to use electricity.  Electricity is also 
consumed in many other areas of need and, therefore, large amounts of electricity needs to be 
generated (cheaper sources of which still are the ones which emit green house gases). On the 
other hand, biodiesel, which is a methyl ester of natural fatty acids produced via 
transesterification of fats and vegetable oils and is renewable, can be used directly in diesel 
engines. For Germany it is particularly a practical option as a number of vehicles in the 
country already use diesel engines. 

This case study is about German Biodiesel sector due to the fact that Germany has been 
the market leader in biodiesel all these years. German biodiesel sector developed at steady 
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pace since 1990 as the national and European biofuel policies took shape but it showed some 
signs of decline in the last 2-3 years (details later in the article). It is difficult to say whether 
this downturn is just normal as part of a larger cycle of industry development or whether it is 
an indication of a larger issue of the future. Several reports (mainly news reports and 
organizational report releases) have pinpointed on some reasons (e.g., the green fuel tax 
policy, the splash-and-dash tax loophole in USA etc.) for the recent issues in the German 
biodiesel market. However, such report about these trends can be, several times, biased 
towards certain categories of stakeholders and regions or political contexts and therefore an 
objective view with a scientific basis (natural, social, political) is needed. Further, although, it 
is possible to consider different parts of the whole issue seperately but it is hard to get a 
coherent understanding of the whole problem using that approach. Therefore, a systems 
understanding of the whole problem could be more effective as first step in identifying 
interlinked parameters and their dynamics. Therefore, this review article aims to analyze the 
German biodiesel market scenarios using systems approach. This is done by investigating the 
dynamics and interplay of reinforcing and counteracting feedback loops and delays in the 
German biodiesel market and supply chain system and suggesting possible hypotheses in 
context of different policies. 

1.1. German Biodiesel Market 

German biodiesel sector started to pick up as the national biofuel policy started to take 
effect to jumpstart the biodiesel market development around 1990. It started to show sharper 
growth from 1999-2001 period onwards as comprehensive European biofuel policy started to 
take shape (European Biodiesel board, 2009, [1]). Over the years, the German government 
has showed political will to support biofuel programs by introducing and continuing various 
policies including tax rebates and subsidies. Germany followed a fiscal policy of giving full 
tax exemption for unlimited volumes of biofuels to create a favourable and stable market 
condition for biodiesel (Thuji, van E., et al, 2006, [2]). The agricultural sector in Germany 
also firmly lobbied for the introduction of biofuels. In all, political commitement, active 
market actors, financial benefits (e.g., tax reduction) and growth of end-user market led to a 
booming biodiesel sector in Germany. These efforts steadily culminated in Germany 
becoming world’s largest producer and consumer of biodiesel. Several big and small 
companies increasingly invested towards increasing production capacity and production as 
consumption and sales forecast looked good. Production capacity, production and 
consumption grew steadily until 2005. However, it showed decline in production from 2007 
onwards one critical reason being increase of biodiesel tax by government to 9 Euro cents per 
litre with regulation to increase it step-wise to 45 Euro cents per litre by 2012 (Hogan, M., 
2007, [12]). This was followed by somewhat slower decline in Production capacity (Fig. 1).  

Although it is a bit early to say what kind of trend will follow in the coming years but it 
is certainly a concern for biodiesel related industries and organization. It is natural to worry 
about this trend because if the trend continues, it might culminate in monetary and job losses 
and possible company closures. Some companies have already started decreasing production 
but the production capacity has been taking time to level off due to the steps taken earlier by 
the companies in terms of investment in infrastructure and capital. Sustainability of German 
biodiesel market is a question mark in the light of current policies which the government 
changes and modifies from time to time. Such complex issues are rarely single-faceted but are 
multi-faceted. Sustainability of a sector depends on optimal policies which are developed 
after considering all possible parameters and their dynamics in the system. 
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Fig. 1. Biodiesel Production capacity and production trends in Germany (Production data for 

2009 is unavailable while production capacity was logged upto 5200000 tons which is a 
decrease from 2008 data. Concrete data unavailable before 2003.) (Source: European 

Biodiesel Board, 2009, [1]) 

Therefore, a system level analysis is done to identify key parameters and feedback loops 
in the system, dynamics of which could be an important endogenous factor for the current 
situation, apart from the exogenous factors. 

2. METHODOLOGY 

To have a holistic and integrated understanding of the whole situation, causal loop 
diagrams from the system dynamics methods have been used to reflect on the current 
situation. Causal Loop Diagrams (CLD) are an important tool for representing the feedback 
structure and capturing hypotheses about the causes of dynamics in systems (Sterman, J., 
2000, [3]). CLD consists of variables (parameters) connected (with positive or negative 
denotion) signifying the causal influences among them. A positive (+) link signifies increase 
of effect with increase of cause (and decrease of effect with decrease of cause) while a 
negative (-) link signifies the opposite (effect decreases if cause increases and effect increases 
if cause decreases). Thus, with several variables linked causally in the system, important 
feedback loops (reinforcing and counteracting) can be identified. Different sectors were first 
formulated separately into causal loops diagrams which were then integrated into a large 
causal loop system. This helped understand the various sectors and parameters in context of 
the whole system and vice versa. Some parameters have been aggregated into single 
parameters for the sake of simplicity. If a simulation model were to be built further, such 
aggregated parameters would be dis-aggregated into other parameters as per the needs, 
accuracy and boundary conditions of the model. 

3. RESULTS & DISCUSSION 

Upon decomposition of the system, different sectors and feedback loops were revealed. 
As is usual with different markets, a supply-demand sector always exists. In the case of 
Biodiesel also, "supply-demand" sector exist but it is not one supply and demand sector but 
three. These supply-demand sectors have altogether three reinforcing (positive) feedback 
loops. Another sector which we can call the "development sector" here has four balancing 
(counteracting / negative) feedback loops. The two sectors are inter-related and the feedback 
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loops interact endogenously and result in dynamics of the system. The sectors and feedback 
loops are discussed below: 

3.1. Supply-Demand Sector 

The supply-demand sector in this case has three sub – supply-demand sectors. In the 
biodiesel supply chain, the biodiesel supply-demand, the by-product supply-demand and the 
cost sub-sectors are the three main sub-sectors. These three sub-sectors are also part of three 
counteracting feedback loops (denoted by B5, B6, B7 in the following text) in this case. These 
loops are counteracting loops because effect of any parameter, if traced all through the loop, 
has a counteracting or balancing or negative effect on the growth of that parameter itself. 

3.1.1.  Biodiesel supply-demand sub-sector 

The supply chain of biodiesel starts with fuel crop cultivation (mostly rapeseed in case 
of Germany). Initially, the increase in fuel crop (rapeseed in case of Germany) cultivation 
leads to more production of vegetable oil which further leads to higher production of 
biodiesel. More biodiesel in the market leads to higher supplies and thus decrease in biodiesel 
price. Price is further decreased due to government support in the form of tax rebate and 
subsidies. A higher biodiesel price can decrease the attractiveness of biodiesel for customers 
(and vice versa) and if the mineral oil price is low, the attractiveness decreases further. The 
more the attractiveness, the higher the consumption and thus higher the biodiesel demand. 
Higher biodiesel demand leads to higher vegetable oil demand putting increasing pressure on 
fuel crop cultivation resources and thus increasing the cultivation cost. This higher cultivation 
cost can decrease the rapeseed cultivation. Fig. 2 shows the Biodiesel supply-demand sub-
sector and also counteracting feedback loop (B1) in this sector. Attractiveness of Biodiesel for 
Customers can be given by a simple equation (Equation 1) 

Attractiveness of Biodiesel for Customers = Mineral Diesel Price / Biodiesel Price (1) 
 

 
Fig. 2. Counteracting feedback loop B1 in the Biodiesel supply-demand sub-sector 
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3.1.2.  By-product supply-demand sub-sector 

Similar to the biodiesel supply-demand sub-sector, another counteracting loop (B2) 
exists in the by-product supply-demand sub-sector (Fig. 3). This sub-sector emphasizes the 
importance of by-products in the overall biodiesel sector and how revenues from by-products 
can influence the biodiesel price. The loop polarity in this case is also reinforcing because of 
the same reasons as explained above. 

 
Fig. 3. Counteracting feedback loop B2 in the By-product supply-demand sub-sector 

3.1.3. Cost sub-sector 

This sector (Fig. 4) signifies how high demand can put pressure on resources thus 
increasing their cost. The higher the resource cost, the higher the cultivation cost and the 
higher the cultivation cost, the higher the rapeseed cost and further German biodiesel cost 
which further leads to increase of the overall biodiesel price (affected by other exogenous 
factors which are discussed later). It is assumed, for simplicity sake, that German biodiesel 
production cost directly translates to German biodiesel price (which is further adjusted based 
on foreign biodiesel price, taxes etc). This also constitutes another counteracting loop (B3). 

 
Fig. 4. Counteracting feedback loop B3 in the Cost sub-sector 
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3.2. Development Sector 

Development sector is composed of one more balancing (counteracting) loop (denoted 
by B4) and three reinforcing feedback loops (denoted by R1, R2, R3). These loops are 
reinforcing because effect of any parameter, if traced all through the loop, eventually 
reinforces the growth of the said parameter. The sub-sectors in the development sector are 
production-attractiveness sub-sector, biodiesel production capacity sub-sector, rapeseed 
cultivation capacity sub-sector and by-product development sub-sector. 

3.2.1. Production-attractiveness sub-sector 

The balancing loop B4 plays the major role in this sub-sector (Fig. 5). This sub-sector 
signifies the role of higher prices in increasing the attractiveness for the industry to build 
more production capacity. Such higher production capacity further increases German 
biodiesel volumes thus increasing the supply. Higher biodiesel volumes in market can lead to 
lower prices which can further lower the attractiveness for producing biodiesel. 

 
Fig. 5. Counteracting feedback loop B4 in Production-attractiveness sub-sector 

 

3.2.2.  Biodiesel Production capacity sub-sector 

This sub-sector (with reinforcing loop R1) brings the customer perspective in the 
picture. The lower biodiesel prices can increase its attractiveness for customers thus further 
increasing consumption (in this case, it is assumed that price attractiveness (as compared to 
mineral diesel oil) is directly translated to product (biodiesel) attractiveness). Higher 
consumption leads to higher revenues which  lead to higher investments in upstream 
processes like towards increasing biodiesel production capacity which increases biodiesel 
volumes in the market thus decreasing price. Fig. 6 shows this sub-sector and the reinforcing 
loop R1. 
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Fig. 6. Reinforcing Loop R1 in Biodiesel Production capacity sub-sector 

3.2.3. Rapeseed Cultivation capacity sub-sector 

This sub-sector is similar to the biodiesel production sub-sector except that the higher 
revenues generated from higher consumption lead to higher investment in building higher 
rapeseed cultivation capacity which affects parameters further in the loop causing the overall 
loop polarity to be reinforcing (positive) This loop is R2 and the sub-sector is shown in Fig. 7. 

 
Fig. 7. Reinforcing feedback loop R2 in Rapeseed Cultivation capacity sub-sector 

 
3.2.4.  By-product development sub-sector 
 

This sub-sector is similar to the previous sector, except that by-products are involved in 
this sub-sector. Inclusion of by-products in the industry can help offset costs through the 
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revenue generated through sale of by-products. The higher the revenue from by-products, the 
lower the biodiesel price. This culminates into the reinforcing loop R3 (Fig. 8). 

 
Fig. 8. Reinforcing feedback loop R3 in By-product development sub-sector 

 
It is worthwhile noting that several exogenous factors play a role in these sub-sectors 

and feedback loops by controlling different parameters. In this case, these exogenous factors 
are identified to be Foreign biodiesel price, Biofuel tax rebate, Green fuel tax, Mineral oil 
price, Government farm subsidy and Government subsidy. The government support is 
considered exogenous here because it is not affected endogenously by any of the parameters 
in biodiesel sector but by political will and environmental concerns and possibly by the 
mineral oil sector's dynamics. The mineral oil price is considered exogenous here because in 
context of the current biodiesel sector status it is largely independent (at least at this time 
point) and depends mostly on its own supply and demand. Similarly, the Foreign biodiesel 
price is considered exogenous because it is influenced by the foreign countries' biofuel 
policies in terms of incentives and taxes which fuel growth or decline in those countries. 

These parameters are exogenous and as is evident they can have strengthening or 
weaking effects on different loops. For example, Biofuel tax rebate negatively influences the 
biodiesel price while Green fuel tax positively influences the Biodiesel price. Increase in 
mineral oil price increases the attractiveness of biodiesel for customers. Increase in 
Government subsidy increases attractiveness of producing biodiesel for companies. Similarly, 
Foreign biodiesel price positively influences the attractiveness of producing biodiesel for 
companies in the sense that it increases the chances of growth of indigenous industry due to 
price difference. Last but not the least, Government farm subsidy negatively influences the 
cultivation cost. Therefore, these are the first choice for governments as policy parameters for 
the puspose of affecting the behaviour of the whole system. An integrated causal loop 
diagram of the German biodiesel sector is shown in Fig. 9. It shows how the above described 
feedback loops interact with each other and how each of their dynamics could affect the other 
loops. 
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Fig. 9. Integrated Causal Loop Diagram of German Biodiesel sector (Loop names B1, B2, B3 
and B4 are counteracting loops. Loop names R1, R2, R3 are reinforcing loops. R1, R2, R3, 

B4 are in the Development Sector. B1, B2, B3 constitute the supply-demand sector) 

 
According to systems theory (Sterman 2000, [3]), reinforcing feedback loops are 

responsible for exponential growth behaviour while counteracting loops are responsible for 
goal-seeking behaviour. More than one balancing loop with "delays" in the process can lead 
to oscillatory behaviour. There are certainly several "delays" or "time-lags" in the biodiesel 
sector. These include both material delays and information delays. For example, it takes time 
to cultivate rapeseed and produce biomass (material delay) and it takes time to "perceive" 
demand and take action to fulfill that demand (information delay). There are several such 
delays in this system. From the graph in Fig. 1, it seems likely that initially the reinforcing 
loops were strong thus leading to almost exponential growth while in the last 2–3 years the 
balancing loops gained more strength (which is reflected in the goal-seeking behaviour of the 
production and production-capacity curves). The production-capacity curve does not show 
such fast goal-seeking behaviour as the production curve. This could be because of the fact 
that the capital and infrastructural investments are made in advance for production capacity 
based on market speculations (which until 2–3 years ago looked good). This dynamics 
correlates with the market and policy developments in the German biodiesel sector in the last 
10 years (approximately). Initially, the reinforcing loops were strong and became stronger 
because of tax rebates and farm subsidies because the Government (German and EU) had 
ambitious biodiesel targets. Several companies jumped in and the sector grew almost 
exponentially. However, over the last 3–4 years, the rapeseed prices increased manifold thus 
increasing the production cost for rapeseed oil and subsequently biodiesel. This was 
compounded by the new German biofuel tax (Evans, J., 2008, [4]) which decreased the price 
competetiveness of the biodiesel produced indigenously. It did not end there – several US 
companies started taking advantage of the loophole in the 2004 US energy legislation 
according to which the biodiesel companies in the US would get tax credit for biodiesel that is 
blended with petroleum diesel (1 cent per percent of biodiesel). With this, the US companies 
imported cheaper biodiesel from other countries, blended 1% petroleum diesel in that 
biodiesel (making it B99) and exporting it to Germany (popularly known as splash and dash). 
These companies thus got 99 cents in tax credits per litre of biodiesel which helped their 
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biodiesel to be sold much cheaper in Germany than the indigenous German biodiesel 
(Lancellotti, A, 2009, [5]). This further strengthened the balancing loops. 

In general, rising fuel crop prices (due to demand and competetion with food crops 
(Sandvik S., 2008, [6]; Elmendorf D.W. et. al., 2009, [7])), decreasing mineral oil prices, 
government biodiesel tax and other factors described above have been attributed for higher 
price of biodiesel (Krawczyk, T., 1996, [8]) and has led to decreasing consumption and 
production trends. This has led Germany to recently announce that biodiesel blends would be 
limited by mandate to 5.25% of total diesel sales instead of 6.25% announced in the past as a 
2009 target (Lane, J., 2008, [9]). Thus, continous changes of energy policy at short intervals is 
also assumed to be responsible for the uncertainty in the system and further leading to 
uncerainty in sustained and growth oriented investments in the biodiesel sector in Germany 
and overall sustainability of the biodiesel sector. 

From the above discussion, we can see that apart from exogenous factors, sustainable 
development and growth possibility could also arise when we consider some endogenous 
factors. For example, feedstocks (here rapeseed) could be substituted or diversified with some 
other biodiesel source and it could bring feedstock security in supply part of the market 
system. Similarly, it could be worth while considering the by-product supply chain for finding 
lucrative leverage in the whole system. Change of feedstock to non-food sources such as 
algae could be worth observing. Algae is already being experimented with in different 
organizations for the purpose of harnessing biodiesel from different strains of algae (Chisti, 
Y., 2007, [10]) (Algae has seperated resource needs as compared to rapeseed). Further, by 
simulations with proper bondary condition, it could be estimated as to “how much” tweaking 
with such parameters would yield “how much” change in behaviour of the overall system and 
whether there could be any “side-effects”. The likelihood of devising optimal policies could 
well increase based on such efforts. 

4. CONCLUSIONS 

The German biodiesel market scenarios were analysed by understanding the interplay 
and dynamics of feedback loops in the system. This review article analysed the German 
biodiesel situation from a systems perspective which had been lacking in most studies yet. 
The gap between different studies and analyses has been bridged by taking the systems 
approach. Some parameters were treated as exogenous to keep the focus on the particular 
issue of German Biodiesel market. It is not very difficult to see the role of such exogenous 
parameters and events and how these can be used for policy leverage. However, the systems 
view and understanding of dynamics of feedback loops and delays in this system also throws 
light at some endogenous parameters (e.g., feedstock source and diversity, by-products) 
which can be tackled for finding leverage in the system. 

This review study has resulted in a hypothesis about dynamics of feedback loops in the 
German biodiesel market system. Although basic behaviour can be predicted in this way to 
some extent, it is difficult to predict the future behaviour without system dynamics model 
simulation. This lays the foundation for future studies where in this hypothesis can be put into 
a system dynamics model (Sterman, J., 2000, [3]) which can be simulated to replicate the 
historic behaviour (to emphasize the accuracy of how the model captures the overall situation) 
(Forrester, J.W., 1969, [11]) and to predict future behaviour of key parameters in different 
scenarios (for example, changing of certain parameters to weaken or strengthen certain loops 
in realistic conditions). Simulation could help determine whether there will be cycles in the 
future or growth or further decline. The parameters which have been considered exogenous in 
this review article can be tested for their effects on the overall behaviour and checked whether 
there can be any endogenous causes of these and other parameters. Further, it can also be 
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checked whether endogenizing them makes much difference in how accurately the model 
captures the situation. New feedback loops might also emerge as the system is dis-aggregated 
further for modeling purpose. Such studies is being pursued currently by the author. 

In the end, I would like to emphasize that it is likely that due to high political and 
societal stakes and general commitment to reduce emission of GHGs, biodiesel sector won’t 
be allowed to vanish in Germany by responsible actors. However, in general, severe 
fluctuations in such sectors can have severe side-effects and therefore, optimal systems based 
policy need to be in place for sustainable development and growth of the biodiesel sector. 
Further, if some energy souce better than biodiesel (in terms of efficiency, feasibility, cost 
competetiveness, carbon neutrality and sustainability) is developed for transportation needs, 
such system models could be helpful in understanding and managing those sectors too and 
policies based on such models could be helpful in catalysing sustainable development of those 
sectors. 
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ABSTRACT  

A concept of sustainability became a core element of our modern-day life. Nevertheless our lifestyle is 
not nearly enough sustainable up to this day. Even our intellectual wealth is far away from the origin 
of everlasting approach. We all were witnesses last year when a crisis has reminded that we live in 
fragile world where not only the environment and ecosystems are vulnerable, but where nowadays 
economic growth and social activities are in the certain limits. National development strategy, the 
persistent structure of energy management institutions and the finance accounting system gives a 
priority to the economic growth and the management of the economy, while the environment 
protection and the sustainable development tasks are left aside as needful, but not of a primary 
importance. While economic activities show recovery signs the energy prices in Lithuania are 
dramatically increasing. Politicians and economists emphasize the closure of Ignalina nuclear power 
plant and dissolution of Leo LT partnership as the main factors of changes of energy prices. 
Nonetheless the main factors of energy sector growth ignore the environmental costs of economic 
activities. “Environmental accounting”, “green accounting”, “ecological footprint” methods provide 
basis to include such accountings into all kind of energy costs. Sustainable development paradigm 
extends accounting elements from pure economical to environmental and nature’s sources. It’s 
become true to evaluate and account all possible sources and cost, which are necessary for actual 
energy sector and will be necessary for future generations. Using concepts, ideas and indicators of 
sustainable development the comparison of energy accounting methods, their variations, possibilities, 
limitations, indicators and actuality of implementation will be examined. The most attentions of the 
article will be focused on identification of methodological problems of energy accounting economy in 
Lithuania and investigation of possibilities to use green accounting methods of sustainable 
development of energy sector.  

Keywords: sustainable development, accounting models, green accounting, environmental accounting, 
ecological footprint, renewable recourses, RES (renewable energy resources) 

1. INRODUCTION 

Nowadays became obvious, that human knowledge about nature, society and economy 
development and their interactions is   not sufficient for safe use them in practice. Natural 
resources eventually became the domain of economics, where the economy is an open system 
within the ecosphere, importing useful resources from the natural world and exporting wastes 
(pollution) back to the environment. The environment provides services that we must have 
and cannot supply. All economic activity is thus enabled by the natural environment and all 
economic production is actually consumption of natural resources. The economic growth 
suggests that the scarcest factor now is natural capital or natural resources, which with human 
economic activity continue to draw down. Our priority number one is to stop further depletion 
of natural resources as soon as possible. However essentially is easier to prepare asset 
accounts first, using approaches of weak and strong sustainability.  
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Weak sustainability requires that the combined value of all assets remains constant and 
where it is possible to substitute one form of capital by another, so natural capital can be 
depleted or the environment degraded as long as there are compensating investments in other 
types of capital.  

Strong sustainability is based on the concept that natural capital is a complement to 
manufactured capital, rather than a substitute. Renewable resources can be exploited only at 
the natural rate of net growth. The use of non-renewable resources should be minimized and 
used only at the rate for which renewable substitutes are available. Emissions of wastes 
should not exceed the assimilative capacity of the environment. The indicator of sustainability 
requires that all natural capital is measured in physical units.  

In the last 50 years Gross Domestic Product (GDP) was considered not simply as tool 
for economic management but also as indicators of economic performance and economic 
wellbeing, and of a country's "income". GDP measures economic activity in terms of the 
amount of final demand satisfied by economic output, however, activity has many negative 
external effects. These can often be described as environmental externalities: pollution of air, 
water and soil caused by production. Some of the damage caused by this pollution is reflected 
in the national accounts, since output figures are lower than they would otherwise have been. 
Environmental damage directly affects human welfare and this loss is not reflected in the 
national accounts. Examples of this loss of welfare are the discomfort of breathing polluted 
air. This defensive expenditure does not contribute to welfare, but because it is final 
expenditure, it is counted as part of GDP. 

2. ECONOMIC GROWTH AND ENERGY INTESNITY LEVEL 

The most rapid growth in the Lithuanian economy during the period from 2000 to 2008 
was observed in 2003 (10.2%), after the recovery from the Russian crisis (in 1999, GDP went 
down by 1.1%). Later the GDP growth rate in Lithuania was among the most rapidly growing 
in the EU-27 countries (annual growth rate around 7%). However, the global financial crisis, 
which had started at the end of the summer of 2008, and the consequent economic difficulties 
made a major impact on the Lithuanian economy. In 2008, the GDP growth rate significantly 
slowed down and stood at 2.8%. In 2008, provisional GDP at current prices amounted to LTL 
111.2 billion. GDP per capita in purchasing power standards amounted to 33111, i.e. 61% of 
the EU-27 average [1]. 

Indicators of the Lithuanian GDP (using Purchasing Power Parities) and final electricity 
consumption per capita are between the lowest in the EU countries. Final energy consumption 
during the last five years period has increased by 19.3%. Due to the closure of Unit 1 at 
Ignalina NPP total primary energy has decreased by 6% in 2005 and net electricity export 
decreased by 59%. However the level of energy intensity in Lithuanian economy is 432.5 and 
it is one of the highest in EU countries, compare average level of 169.3 in EU countries, or 
with lowest 103,1 in Ireland [1]. 

3. LITHUANIAN ELECTRICTY SECTOR 

There are three main activities of the Lithuanian electricity market – power generation, 
electricity transmission and supply (distribution). The principle of electricity market is that 
the electricity transmission and supply companies are having monopoly rights. AB “Lietuvos 
energija” is an owner of transmission network (110-330kV) and is an energy market operator. 
There are three public suppliers of electricity through a distribution network: two companies 
(AB RST and AB VST, where after 2010 July 1st are planning to establish one distribution 
company) own the distribution networks and one state enterprise “Visaginas energija” has 
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rights to distribute electricity in Visaginas town. There are several minor companies which 
operatetheir own distribution networks directly connected to the transmission network. A 
share of networks in electricity market and the amount of purchasing electricity are shown in 
a table below. 

 

Table 1. The amount of electricity supplied to electricity market in 2008 
Suppliers Amount of electricity, MWh Market share, % 
Independent suppliers 1312 13 
AB “RST” 4598 44 
AB “VST” 4351 42 
Public supplier “Visagino energija” 66 1 
TOTAL 10327 100 

Source: Energy market regulation // Report. National control commission for price and 
energy regulation, Vilnius, 2008. 

 
 
The total installed capacity of power generators in Lithuania was around 5000 MW, and 

total gross production around 13900 MWh in year 2008. The final consumption of electricity 
in all economic sectors was around 9040 MWh. The Ignalina Nuclear Power Plant (NPP) was 
the dominant producer of electricity in the Lithuanian energy sector, as it produced about 71% of 
all electricity produced nationally. The electricity produced at Ignalina NPP was used not only 
for domestic purposes, but is exported as well. Following the Accession Agreement to the 
EU, Lithuania closed the first reactor on 31st December 2004 and the second reactor closed at 
the end of 2009. The share of electricity produced in Ignalina NPP will be taken over mainly 
by the Lithuanian Power Plant and the largest combined heat and power plants at Vilnius and 
Kaunas [4].  

The total amount of electricity produced at Ignalina NPP was 9893.7 GWh in year 
2008. About 5688 GWh were sold in contractual prices and 1344 GWh were sold additionally 
in auctions, an about 2127 GWh were exported [3]. 

The energy production capacity will exceed the energy consumption demand in the 
period of 2009–2011. However deficits of maximum available power are planned from 2010. 
To cover this deficit Lithuania is planning to buy the lack of power from the neighboring 
energy systems. Also the share of renewable energy source is planned to increase, for 
example capacity of installed wind generators is planned to increase up to 200 MW. 
According EU directive 2009/28/EB on the promotion of the use of energy from renewable 
sources use of renewable energy resources (RES) the national overall target for the share of 
energy from renewable sources in gross final consumption of energy in 2020 is 23%, or 10% 
from the total electricity consumption by year 2025. However according EU directive 
2001/77/EC the amount of energy produced at RES compare to total energy production 
should achieve 12%, or production of electricity at RES should achieve 7% by year 2010. The 
total installed RES power capacity is about 115 MW by year 2008 (see table no.2 below) and 
the energy production in RES was about 595 GWh in year 2008, where a major part of 
electricity or 400 GWh were produced in hydropower plants, wind energy sector produced 
131 GWh and biomass sector – 65 GWh [3]. 
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Table 2. Electricity generation capacity in Lithuania, 2008 

Power sources Install 
power, MW

Available 
power, MW

Energy supply 
in GWh

Ignalina AE 1300 1183 9140
Lithuanian power plant 1800 1732 779.7
Mažeikių power plant 160 148 125.7
Vilniaus power plant 372 355 535.8
Kauno power plant 170 161 616.8
Kauno energy 8 7 -
Klaipėda energy 11 9 14.2
Panevėžio power plant 35 33 164.4
Industrial power plants 98 96 129.2
Total in CHP 2654 2541 2365.8
Kaunas HE 101 51 325.7
Kruonio HA 900 760 586.4
Small hidro power plants 26 26 74.4
Total in hidro power plants 1027 837 986.5
Biomass power plants 21 21 64.8
Wind generators 68 68 130.9
Total biomass/wind 89 89 195.7
Other power  plants - - 97.9

TOTAL 5070 4650 12785.9
Longterm reserve needed 1300
Power balance (overproduction) 1300
Total final powr/consumption 2050 8398

Industry 2055
Households 2794
Agriculture 226

Other 3323  
Source: Security of supply in the Lithuania electricity energy market // Monitoring 

report. Ministry of Energy. 2009. 

4. REGULATION OF ELECTRICTY PRICES 

Looking back to a time than a major part of electricity were produced at Ignalina NPP 
the average price for electricity production in domestic market was approved to 7.03 cents/kWh 
in 2009. However the National commission of energy price regulation and control decided 
that after the examining the calculations of production costs some of production costs can be 
reduced and it confirmed the 6.11 cents/kWh for the average price in the domestic market. 
Commission confirmed additional amount of 27.9 mill. Lt [3] as necessary expenditure and it 
was included in the public service obligations (PSO). 

Production prices (electricity and reserve power) and the independent supply electricity 
prices are non-regulated, unless the independent electricity suppliers take up more than 25% 
of electricity sales market in Lithuania. The prices for electricity transmission, distribution 
and public supply are regulated by setting the upper price limits. Adjustable public tariff 
include all social categories of users - the population, small, medium and large business.  

The upper limits of public tariff rate are fixed for each public suppliers individually 
every year. The public tariff of electricity consists of the generation, transmission services, 
distribution services in the medium and low voltage networks and the service of electricity 
supply. Public tariff rate depends on the production price volatility.  
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The volume of produced electricity at AB “Lithuanian power plant” has increased from 
600 MWh in year 2008 to 800 MWh in year 2009 [16]. Electricity generation is necessary to 
maintain the existing equipment readiness. Therefore unstable work schedule of power 
generators are significantly increasing fuel costs. After assessment of influence of gas price 
and its transportation costs, the accumulated stocks of fuel and availability to use renewable 
source for electricity production, the price of public service obligation for energy production 
in AB “Lithuanian power plant” was set to 37.35 cents/kWh, where about 94% of the energy 
production price goes for fuel costs.  

In Figures below you can see approximate evaluation of electricity price components, 
which makes final tariff for regulated market in 2009 and prognosis for 2010. A price of 
electricity production is calculating using formula: Final tariff – (VAT + transmission + 
distribution + PSO) = electric power price [7].  
Regulated energy price components are presented in picture below. 
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Fig. 1. Regulated electric power price components  
Source: www.enefit.lt Enefit Co. the Lithuanian subsidiary of Eesti Energia AS Co 

 
National control commission for prices and energy has provided the following 

calculation of average price of production of electricity. Electricity provided from producers 
or independent suppliers additional [2]. 

Table 3. The energy price for public use in year 2008 in cents/kWh 
Components of electric price Price cents/kWh 
Additional price/ Actions  9.13 
Energy transmission service price (330-110kV electric grids) 3.59 
Energy distribution (35-6kV electric grids) RST/VST 6.75/7.45 
Energy distribution (0,4kV electric grids) RST/VST 7.15/7.59 
Energy price of public supplier RST/VST 0.21/0.20 

Source: Energy market regulation // Report. National control commission for prices and 
energy, Vilnius, 2008. 
 

The price for distribution of electric power consists of the following price components: 
price of transmission of electric energy through high/low voltage grids, additional price/action 
price and price of public service obligations (PSO). Additional price is the supply of reserve 
power to keep electric grid stable and reliable. 

The public service obligations (PSO) consist of financial support allocated to producers 
of renewable energy, electricity produced in cogeneration plants, supply security and 
maintenance of nuclear wastes and their storage. The PSO tariff has increased about 24% 
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from 2003. The average PSO tariff was 3.72 cents/kWh in 2008. Cost of production of 
electric power at CHPP has increased by 88% consequently PSO tariff has increased by 70% 
(6.2 cents/kWh) in 2009. To keep continues reserve of power balance includes additional 
costs, which are about 57% from all electricity production costs. The energy production at 
RES has increased as well. Consequently it had an impact for PSO tariff. The components of 
PSO tariff are shown in picture below. 
 

6.00%
39.00%

0.50%

3.50%

6.00%

45.00%

Separate kind of PSO (public obligation services) in the total 
PSO cost, in 2008 

Ignalinos NPP PSO AB "Lietuvos elektrinė" PSO

Market operator costs Wind energy generator connected to TN

RES and waste sources PSO Combine heating power plant PSO  
 

Fig. 5. The price of public service obligation (PSO) 
Source: Security of supply in the Lithuanian electricity market //  

Monitoring report. Ministry of Energy. 2009 

5. DEVELOPMENT OF ELECTRICTY MARKET 

On December 28, 2009 the National Control Commission for Prices and Energy regulation 
granted Baltpool Company a license to pursue the activity of electricity market operator in the 
Republic of Lithuania from January 1, 2010. Baltpool Co. is the electricity market operator of 
Lithuania. Baltpool Company was established by Litgrid company which is a daughter company 
of Lietuvos Energija AB. The main function of the Baltpool company is to organize electricity 
trade.  Administered by Baltpool Co. the wholesale electricity trade in Lithuania is carried out in 
two ways: the trade at Lithuanian power exchange and bilateral trade between electricity 
generators and suppliers. Baltpool organizes wholesale electricity trade at the Lithuanian power 
exchange in cooperation with Nord Pool Spot – the power exchange operating in the Nordic 
countries. The participants of the Lithuanian power exchange are generators and suppliers from 
Lithuania and neighboring power systems. Electricity generated in Lithuania or imported from 
abroad is purchased for consumption in Lithuania and for export to neighboring energy systems. 
The trade is carried out on a day-ahead basis: all electricity delivery agreements are arranged day-
ahead for each hour of the following day.  

Electricity market regulator Baltpool company announced the data from electricty  trade 
market for year 2010. Average purchasing price for electricity in an energy stock market was 
13.9 cents/kWh in January. The amount of electricity sold in January was 536 GWh and a 
turnover was around 74.474 mill Litas. The situation in February was as following: Average 
purchasing price for electricity in an energy stock market was 15.3 cents/kWh in February. 
The amount of energy sold in February was 490 GWh and a turnover was around 
75.104 mill. Litas.  
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Table 3. Participants of the electricity energy market 
Licensed activities Number of licenses Number of active participants in 

the market 
Transmission of electricity 1 1 
Distribution of electricity 3 3 

Supply of electricity 26 11 
Public supply 6 3 

Independent electricity supply 20 8 
Source: Security of supply in the Lithuania electricity energy market // Monitoring 

report. Ministry of Energy. 2009. 

6. CALCULATIONS OF EXTERNAL COSTS FOR ELECTRICITY  

The accounting principles used in the energy sector of Lithuania are based mainly on 
the economic growth indicators, while the environment protection and the sustainable 
development tasks are left aside. The green accounting system includes environmental 
services, environmental damages, defensive expenditures and resource depletion factors. The 
direct contribution of environmental services to human welfare is not reflected in produced 
output. Two broad methods have been used to value degradation: cost-based methods and 
damage-based methods. Cost-based methods – how much would it cost to avoid the energy 
generation of residuals by changing production and consumption patterns. Damage-based 
method is an evaluation the damage caused by the current level of residual energy generation.  

In 1991, the European Commission together with the US Department of Energy 
launched a joint research project ExternE to assess the environmental externalities of energy 
use. The label “ExternE” became a recognized “brand”, the scientific quality of the work was 
well accepted on the international level, national and international organizations got used to 
referring to the ExternE numbers as a standard source for external cost data. Seven major 
types of damages have been assessed within the ExternE methodology. The main categories 
are human health (fatal and non-fatal effects), effects on crops and materials [10]. 

After the closure of the Ignalina NPP, thermal power plants using imported fossil fuel 
and releasing great amounts of various contaminants (sulphur, nitrogen, carbon oxides, solid 
particles and others) will become the main electricity producers. Significant increase of 
pollutants emitted into the atmosphere will have a great negative effect on both natural 
environment and people’s health. The result of chemical pollution impact – acidification by 
sulphur and nitrogen oxides and gases causing greenhouse effect, i. e. temperature rise – at the 
same time negatively influences all the ecosystems. Therefore, it is very important to 
introduce effective measures for the reduction of regional and global pollution [9]. 

Lithuania signed the United Nations Convention on Climate Change (UNFCCC) as an 
Annex I Party in 1992 and ratified it in 1995. The Kyoto Protocol was signed in 1998 and 
ratified in 2002. Lithuania undertook an obligation to reduce its greenhouse gas emissions by 
8% below 1990 levels during the first commitment period 2008–2012 [4]. 

Renewable sources are favorable for the reduction of environmental pollution. The RES 
plants working without greenhouse gas and other pollutant emissions can reduce negative 
influence on the ecosystems, can maintain the environment ecologically less polluted and can 
make the implementation of the international protocols easier. Conventions and directives 
would also provide the possibility to join trade in CO2 emissions, thus, improving the 
economic and ecological situation of the country. This energy development trend is motivated 
by rapidly changing global climate (global warming). Emission factor for electricity 
production (EFLE) at Lithuanian PP was estimated ex-ante, based on production of electricity 
and heat. The emission factor calculated based on fuel consumption from 2002 to 2005 is 
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considered conservative, as Lithuania PP has been preparing to use higher share of orimulsion 
and decrease the share of natural gas, in an attempt to reduce dependence on single supplier of 
gas, Russia. External cost of electricity generation in Lithuania is calculated based on the 
emission into atmosphere of classical pollutants from the main electricity generation sources 
provided in table 4 below. The main electricity generation sources were Ignalina NPP, Vilnius 
CHP, Lithuanian PP, Kaunas CHP, Kaunas HPP, Kruonis HPP. Lithuanian external costs 
from electricity generation are presented in table 5 below. 

 
Table 4. Emission of pollutants from electricity generation sources in 2005 (thous.t) 

Power plants SO2 Nox NH3 NMVOC PPM25 PPMcoars

Lithuania PP 3.26 0.96 0 0.00002 0.00008 0.002
Vilnius CHP 0.15 0.63 0 0.01 0.003 0.00006
Mažeikiai CHP 3.67 0.23 0.000001 0.02 0.09 0.01
Kaunas CHP 0.0002 0.02 0 0 0.003 0
Ignalina NPP 0 0.01 0 0.004 0.005 0.00001

Total emissions in electricity 
generation, thou.t

8.9 3.6 0.0001 0.08 0.28 0.02
 

Source: D.Štreimikienė, R.Pušinaitė. External cost of electricity generation in Lithuania 

Table 5. External cost of electricity generation in Lithuania in 2005, thous. Eur 
Lithuania 

PP
Vilnius 

CHP
Mažeikiai 

CHP
Kaunas 

CHP
Ignalina 

NPP
Total external cost 
in electricity sector

Human health
NH3 0.00 0.00 0.01 0.00 0.00 0.40
NMVOC 0.00 0.00 0.00 0.00 0.00 26.10
Nox 3795.50 2494.60 920.10 1.60 47.60 14392.60
PPM25 0.00 1.20 34.00 1.30 1.90 0.00
PPMcoars 16.50 0.70 156.90 0.00 0.20 252.30
SO2 14400.80 639.70 16192.00 1.80 0.00 39416.80
Biodiversity losses
NH3 0.00 0.00 0.00 0.00 0.00 0.20
NMVOC 0.00 0.00 0.00 0.00 0.00 0.00
Nox 564.60 371.10 136.90 8.90 7.10 2141.10
SO2 453.70 20.20 510.10 0.20 0.00 1241.80
Impact on crops
NH3 0.00 0.00 0.00 0.00 0.00 0.00
NMVOC 0.00 0.00 0.00 0.00 0.00 2.80
Nox 123.50 81.10 29.90 1.90 1.50 468.10
SO2 -45.70 -2.00 -51.40 0.00 0.00 -125.10
Impact on materials
Nox 70.80 46.50 17.20 1.10 0.90 268.50
SO2 610.40 27.10 686.30 0.10 0.00 1670.70
Total external costs in electricity 
sector, thous.Eur 19990.00 3680.70 18632.60 16.80 59.30 59756.50

Electricity production GWh 1073.00 1164.00 160.00 695.00 10338.00 14784.00
External cost EUR/kWh 0.02 0.003 0.12 0.00002 0.00001 0.004

External cost Cents LTL/kWh 6.45 1.04 40.44 0.01 0.00 1.40  
Source: D.Štreimikienė, R.Pušinaitė. External cost of electricity generation in Lithuania 

 
 
External costs in Lithuania are not fully integrated though Lithuanian power plants pay 

pollution taxes for atmospheric emissions; however these taxes are very low comparing with 
the external cost per ton of pollutants emitted into the atmosphere. The comparison of 
pollution taxes and external costs is presented in Table 6 [10]. 
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Table 6. Comparison of external cost and pollution taxes in Lithuania, in Lt/t 

Damage cost Tariffs, 2004-2009
SO2 16300 311
Nox 16400 587

V2O5 38000 11485
Particulates 1345.5 184  

Source: D.Štreimikienė, R.Pušinaitė. External cost of electricity generation in Lithuania 
 

The pollution taxes are very low in Lithuania comparing with the external costs of 
pollution, however an increase in pollution taxes needs to be implemented through the 
ecological tax reform, then an increase in pollution taxes should be compensated by reduction 
in other taxes (profit, income, VAT) maintaining the budget revenues constant and not 
shifting tax burden on economy. Under the Kyoto Protocol Lithuania is committed to reduce 
its greenhouse gas emissions by 8% to 46.854 Mt CO2e in the period of 2008–2012. About 
74% of GHG emissions are from energy sector: extraction, transportation, storage, 
distribution, reuse, burning or production. The major part of GHG are emission of CO2 – 
70%, about 16% – methane, about 10% – NOx. Total annual emission of CO2 in Lithuania in 
year 2000 were 16,1 Mt (or 4.8 t/capita).  

Implementing Joint Implementation projects in Lithuania, where the result is the 
reduction in the power use or power generation which would indirectly reduce the amount of 
generated power in the installations of the allowance trading scheme, it is offered to use the 
pollution factor equal to 0.629 t CO2/MWh of the electricity generated. In the period of 2005–
2007 average annual number of allocated allowances for installations listed in the NAP was 
11.47 million. It corresponds to the average pollution of Lithuanian condensing power plant 
for one MWh of the generated electricity in 2002–2005. Another 1.36 million of allowances 
(that is 0.27 million per year) will be sold in the auctions. It is estimated, that because of 
closure of Ignalina NPP and increased production of power by industrial and energy sector’s 
thermal power plants, will additionally emit 23.57 Mt of CO2 during 2008–2012. After 
deduction of 2% allowances for the auctioning and deduction of 4.04 Mt which goes to the 
reserve for the new entrants for promotion of efficient cogeneration, 19.14 million allowances 
are put into reserve related to closure of Ignalina NPP. The allowances from this amount will 
be allocated for the existing power plants which according to their agreement with Ministry of 
Economy of Lithuania intend considerably increase the power production compensating for 
the influence of the closure of Ignalina NPP. 

The external costs used to calculate this indicator are based upon the sum of three 
components: climate change damage costs associated with emissions of CO2; damage costs 
(such as impacts on health, crops etc) associated with other air pollutants (NOx, SO2, 
NMVOCs, PM10, NH3), and other non-environmental social costs for non-fossil electricity-
generating technologies [13]. Based on the methodology used the external costs of electricity 
production have fallen considerably between 1990 and 2004 in almost all Member States. 
However, the average external costs still represented between 1.8–6.0 Eurocent/kWh in the 
EU in 2004 [13]. These costs are very significant and reflect the dominance of fossil fuels in 
the generation mix. 

Traditional fossil systems (coal, oil and to a lesser extent natural gas) exhibit the highest 
external costs for electricity generating technologies, in the range of 1.1 Eurocents/kWh (for 
advanced gas technologies) to 24.1 Eurocents/kWh (for traditional coal plants using the 
higher bound estimate of damage costs) [13]. These fuels accounted for about 54% of all 
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electricity production in 2004. Renewable energy shows the lowest damages per unit of 
electricity. 

7. CONCLUSIONS  

• Energy is a substantial factor influencing the future development of our society. 
Strongly increased demand, volatile prices with a tendency to rise over the next year, 
severe impacts on the environment, energy security is energy issues which are high on 
the political agenda. Energy consumption is closely linked to individual behavior, 
development and dissemination of new technologies requires the acceptance of the 
public. Thus it is essential to understand people’s knowledge, attitudes and perceptions 
of energy matters in general and of energy technologies in particular. 

• The total installed capacity of power generators in Lithuania was around 5000 MW, and 
total gross production around 13900 MWh in year 2008. 

• Looking back to a time when a major part of electricity was produced at Ignalina NPP 
the average price for electricity production in domestic market was approved to 6.11 
cents/kWh in 2009. The new energy market regulator Baltpool company announced the 
average purchasing price for electricity 13.8 cents/kWh in January and 15.3 cents/kWh 
in February.  

• Average price for electricty in 2009 transmission is 3.6 cents/kWh (10%), for 
distribution – 13 cents/kWh (37%), for supply – 0.2 cents/kWh (1%), production 
6.4 cents/kWh (18%), PSO – 6,2 cents/kWh (18%), VAT tax – 5.6 cents/kWh (16%). 

• Average price for electricity in 2010 transmission is 3.6 cents/kWh (8%), for 
distribution – 13 cents/kWh (29%), for supply – 0.3 cents/kWh (1%), production – 
15 cents/kWh (34%), PSO – 5 cents/kWh (11%), VAT tax – 7.8 cents/kWh (17%). 

• According EU directive 2009/28/EB on the promotion of the use of energy from 
renewable sources use of renewable energy resources (RES) the national overall target 
for the share of energy from renewable sources in gross final consumption of energy in 
2020 is 23%, or 10% from total electricity consumption by year 2025.  

• The principal targets of EU directives – GHG emissions should not exceed Kyoto target 
(8% reduced GHG emission level in 1990); CO2 emissions should decline by 32% from 
2004 level in 2010; SO2 emissions should decline by 3% from 2004 level in 2010; NOx 
emissions should decline by 21% from 2004 level in 2010. 

• After the closure of the Ignalina PP, thermal power plants using imported fossil fuel and 
releasing great amounts of various contaminants (sulphur, nitrogen, carbon oxides, solid 
particles and others) will become the main electricity producers. Significant increase of 
pollutants emitted to the atmosphere will have a great negative effect on both natural 
environment and people’s health. 

• Based on the ExternE methodology used for evaluation of external costs of electricity 
production the costs have fallen considerably between 1990 and 2004 in almost all EU 
Member States. However, the average external costs still represented between 1.8–6.0 
Eurocent/kWh in the EU in 2004 [13]. However in Lithuania this would increase the 
average electricity price by about 1.4 Lt cent/kWh in Lithuania [13]. 
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ABSTRACT 

Energy supply disturbances play a considerable role in security of energy supply. Level of energy 
security varies regarding occurrence of energy supply disturbances. Thus, it is very important to 
analyse energy disturbances: affect to energy systems (disturbance distribution in the network 
systems), how systems cope with the disturbance, probability of occurrence and consequences of 
energy disturbance. 

Spreading of energy supply disturbance in the network systems is analysed in the paper. Mathematical 
model of the potential energy disturbances spread in the network systems is developed and presented. 
Energy supply disturbances are characterized in parameters of disturbance duration, price and supply 
deviations of basic supply scenario, fuel type etc. Disturbances occur with different severity level and 
cause consequences of various severities according to the parameters of energy supply disturbances. 
Theory of Markov chains is used, distributions of different energy disturbances in the network 
systems are analysed as well as issues of their stability. Theoretical results are illustrated by 
simulation of some potential energy disturbances. Probability of disturbance occurrence is calculated, 
distribution of disturbance hazard in the network system is evaluated and stability conditions are 
defined. 

Keywords: security of energy supply, energy supply disturbances, network systems, mathematical 
simulation 

1. INTRODUCTION 

Priorities of every country’s energy security is ensuring reliable energy supply and 
functionality of energy infrastructure, diversification of energy supply sources, reduction of 
dependence on energy resource import (by reducing energy intensity and switching to 
alternative or renewable energy resources). 

Threats to energy security include the political instability of several energy producing 
and supply countries, the manipulation of energy supplies, the competition over energy 
sources, attacks on supply infrastructure, as well as accidents and natural disasters [1]. 
The International Energy Agency (IEA) [2] “energy security” describes as “the uninterrupted 
physical availability at a price which is affordable, while respecting environment concerns”. 
The need to increase “energy security” was the main objective underpinning the establishment 
of the IEA. According to IAE, energy security has many aspects: long-term energy security is 
mainly linked to timely investments to supply energy in line with economic developments and 
environmental needs. On the other hand, short-term energy security is the ability of the energy 
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system to react promptly to sudden changes in supply and demand. Another way to look at 
energy security is to study the different energy sources (coal, oil, gas, nuclear, renewables), 
intermediate means (electricity, refineries) and transportation modes (grids, pipelines, ports, 
ships). All of these have risks of supply interruptions or failures, challenging the security of 
undisturbed energy supply [2]. 

High focus of this article is an analysis of energy supply disturbances and their impact 
or effect to energy system. 

2. ENERGY SYSTEM 

The total energy system, from generation and supply to demand undergoes continuous 
change. Supply options (renewables, intermittent sources, clean fossil options with CO2 
removal and storage) emerge and are developed at the cost of other options. Energy use is 
growing (especially electricity and transport fuels) and is influenced by growth and decline of 
various economic sectors. The energy infrastructure (merging electricity, heat, gas, fuels 
supply and demand, including storage) is an essential element of the total energy system. The 
energy infrastructure is typically a “slow and inert” component of the energy system. 
Modifications require considerable investments and once choices are made, energy 
infrastructure is in place for decades, possibly resulting in lock-in situations for the longer 
term. Preferences may therefore emerge to make use of the existing infrastructure as far as 
possible to avoid expensive changes. On the other hand, existing energy infrastructure is 
sometimes a key barrier for introducing new supply or energy efficiency measures [3]. 

Energy system is a complex system. It consists of energy supply network as a complex 
systems with interdependencies. The energy system is composed of primary energy sources 
(nuclear, fossil, renewable etc.), energy generators from fuel (energy source) and energy 
supply networks (electricity, gas, oil, heat etc.). Each of energy supply network is another 
system with many links of transmission and distribution networks. The main purpose of every 
energy supply network is to provide energy to the consumer. The main objective of the 
consumer is to get energy at an affordable price and in reliable way. 

Three stages of each energy generator in its life cycle can be drawn: 1) research, testing 
and prototype, 2) operation and maintenance, 3) waste management and decommissioning.  

Let’s mark energy sources as 1 2, , , NE E EK ; transmission networks as 1 2, , , NT T TK ; 
distribution networks as 1 2, , , ND D DK  and consumers or end-users as 1 2, , , NC C CK . All these 
components compose energy network system. In a simple way it can be drawn as shown in 
the scheme: 

 
Fig. 1. Simple scheme of energy system 
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Energy system can be affected by some hazards or disturbances. These disturbances 
come in three types: technical, economical and socio-political. Every energy system must 
have ability to cope with energy supply disturbances. More about energy supply disturbances 
and how well the energy supply network reacts to disturbances it is facing is described in 
more detail further. 

2.1. Energy supply disturbances 

The importance of energy supply and energy supply disturbances and concepts of them 
is determined in the previous papers (Augutis et al. [4, 5]). 

Disturbances of energy system are external natural events or external events related to 
the human being activity, which may disturb energy system or some elements of the system 
work. Three types of energy disturbances – technical, economical and socio-political – are 
considered in this methodology. 

2.1.1. Parameters of energy supply disturbance 

Each of energy supply disturbance is characterized in parameters. All values of energy 
supply disturbance parameters can be ranked in points due to its severity. The concept of 
basic scenario is needed to describe disturbance parameters. The basic scenario shows a 
current situation of energy sector when primary energy supply disturbances do not exist till 
2025, fuel and primary energy sources are supplied as it was predicted by demand for electric 
energy and heat production; also prices of primary energy sources or fuel change by average 
high forecasts. 

 
Parameters of energy supply disturbance: 
1) Fuel type or primary energy source of restricted supply – iϕ . For instance, oil 

products (fuel oil), gas, nuclear fuel, fossil, renewable etc. 
2) Part of energy supply deviation of basic supply scenario – iδ . 

It is primary energy supply amount reduction in percent of basic supply scenario. 
Each type of primary energy supply reduction is from 0% to 100% for basic scenario 
supply amounts in appropriate period. 

3) Duration of primary energy sources or fuel supply interruption – it , 0 t< < ∞ . This 
parameter shows duration of energy supply interruption. 

4) Price deviation of fuel or primary energy sources from predicted price projected in 
basic scenario – iσ . There is committed a period of predictable price increase. The 
maximum price deviation must be chosen. 

 
A set of various energy supply disturbances is obtained from different values of 

disturbance parameters. To evaluate probability of disturbance occurrence, probabilities of 
parameters values occurrence is needed. These probabilities should be assessed by experts 
and/or obtained from statistical data. The probability matrix of disturbance parameters values 
is obtained (Table 1). 
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Table 1. Values and probabilities of energy disturbance parameters 
Value Probability

Oil ( )1P ϕ  

Gas ( )2P ϕ  

Nuclear ( )3P ϕ  

Renewable ( )4P ϕ  

Coal ( )5P ϕ  

Fuel type or primary energy source 

… … 
0 % ( )1P δ  

20 % ( )2P δ  

40 % ( )3P δ  
Part of energy supply deviation of basic supply scenario 

… … 
1 month ( )1P t  

3 months ( )2P t  

6 months ( )3P t  
Duration of primary energy resources or fuel supply 
interruption 

… … 
10 % ( )1P σ  

20 % ( )2P σ  

30 % ( )3P σ  
Price deviation of fuel or primary energy resources from 
predicted price projected in basic scenario 

… … 

where ( )
1

1
N

i
i

P ϕ
=

=∑ , ( )
1

1
N

i
i

P δ
=

=∑ , ( )
1

1
N

i
i

P t
=

=∑ , ( )
1

1
N

i
i

P σ
=

=∑ . 

Evaluation of country‘s general functioning of energy system should use this matrix, 
where probabilities of this matrix should be obtained from evaluation of experts and/or 
statistical data. 
Energy supply disturbance is a function of parameters: ( ), , ,D tϕ δ σ . Since all disturbance 
parameters are independent, probability of disturbance occurrence is obtained from 
multiplication of appropriate probabilities of disturbance parameters: 

 ( ) ( ) ( ) ( ) ( )i i i iP D P P P t Pϕ δ σ= ⋅ ⋅ ⋅ , 1, 2, ,i N= K .  (1) 

2.2. Barriers of energy system 

It is very important to know how well the energy supply network reacts to disturbances 
it is facing. Each of the energy systems itself is a system of barriers to these disturbances. The 
energy system is expected to activate various barriers to cope with the potential energy supply 
disturbances. Some energy systems have safety systems as a barrier, e. g., power system 
barriers: switchers, control systems, dispatcher etc. 

3. METHODOLOGY OF THE SPREAD OF ENERGY SUPPLY DISTURBANCES 
IN THE NETWORK SYSTEMS 

Let’s suppose that energy system has N components. These components are network 
nodes. Existing relations between components can be depicted with an oriented graph with 
network nodes. In this way we have network with nodes and transitions from one node to 
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another. Energy system all the time can be affected by some disturbances. Energy supply 
disturbances spread in the network system from one component to another and, thus, 
disturbance reaches all the network nodes after a certain number of steps, which are called 
cycles in this methodology. Disturbance is transferred from one node to another in one cycle. 
In this case, the cycle can be described as a period of time. Disturbance after a certain number 
of cycles would stabilize in the network system, i.e. disturbance converges to the steady state 
System components may have barriers, a response to energy disturbance. Barrier mitigates 
disturbance or even destroys it, therefore barriers in the energy system may be some safety 
systems. If the network nodes have barriers, energy supply disturbance after a certain number 
of cycles should be destroyed or at least be mitigated. Methodology of the spread of such 
disturbances in the network systems is proposed further. Methodology is developed according 
to methodology described in Augutis and Uspuras monograph (section 2) [6] with some 
changes and applications to energy sector. 

3.1. Sources of energy supply disturbances 

As it was already mentioned in this paper, disturbance comes in three types: technical, 
economical and socio-political. Energy supply disturbance will be noted as H. Source of 
disturbance is one of the network nodes in which disturbance can arise or occur. Energy 
supply disturbance can access neibhouring nodes and spread further to other nodes in the next 
step. Let’s begin with investigating a case, in which one network node is a point source with 
disturbance level ( )1 0H H= . Dependencies between network components or network flow 

matrix will be marked as follows: ijQ q⎡ ⎤= ⎣ ⎦ , where , 1, 2, ,i j N= K . 

3.2. Energy supply disturbance distribution in Markov chains 

Let’s suppose that we have a network with N nodes. Disturbance from the node i can be 
transferred only to one node j, which is selected according to transition probability ijP . Thus, 
during each cycle, disturbance can occur in only one network node. An assumption is made 
that transition probabilities have Markov [8] feature. If the disturbance that exists in node i 
after n cycles will be marked as ( )X n , thus 

( ) ( )( ) ( ) ( ) ( ) ( )( )1 2 11 1 , 2 , , 1ij nP P X n j X n i P X n j X i X i X n i −= = − = = = = = − =K . (2) 

This way the process ( )X n  will be Markov chain with finite set of the states { }1, 2, , NK . 
The homogeneous Markov chain should also be discussed since ijP  is not dependent on n. 

Let’s mark disturbance occurrence probability in the i node after n cycles ( )i nπ . It is clear 

that ( )
1

1
N

i
i

nπ
=

=∑ . 

Now it can be returned to the disturbance level calculation in each node after n cycles. 
Naturally, it is possible to determine only average disturbance level ( )iH n  in each node since 
disturbance after n steps is a random value. If we would also make an assumption that all the 
network line flows are equal to 1, the following would be obtained: 

 ( ) ( ) ( )
1 1

1 n n

i i i
k k

HH n H k k
n n

π π
= =

= ⋅ =∑ ∑ , (3) 
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here H  – the disturbance level that has occurred in one of the network nodes during zero 
cycle, i.e. we hold that this node is a point source of the disturbance. 

From the theory of the Markov chains is known that state probabilities after n cycles are 
described using recursive formulas: 

 ( ) ( ) ( ) ( ) ( ) ( )1 2 1 21 , 1 , , 1 0 , 0 , , 0N N ijPπ π π π π π ⎡ ⎤= ⋅⎡ ⎤ ⎡ ⎤⎣ ⎦ ⎣ ⎦ ⎣ ⎦K K , (4) 

or in matrix form: 
( ) ( )1 0 Pπ π=r r , here ijP P⎡ ⎤= ⎣ ⎦  - transition probability matrix and ( ) [ ]0 1,0, ,0π =

r
K , if we 

make an assumption that the point source of the disturbance is located in the first node.  
Then it follows: 

 ( ) ( ) ( )( ) ( ) 22 1 0 0P P P Pπ π π π= = =
r r r r , , 1, 2, ,i j N= K . (5) 

Given that ( ) [ ]0 1,0, ,0π =
r

K , we receive: 

 ( ) ( ) ( ) ( ) ( ) ( )1 1 11
11 12 11 0 , , ,n n nn

Nn n P P P P Pπ π π − − −− ⎡ ⎤= − = = ⎣ ⎦
r r r

K . (6) 

Thus, we can calculate the average disturbance level in the node i after n cycles ( )iH n  
recursively, using the following formula: 

 ( ) ( )1
1

1

n
k

i i
k

HH n P
n

−

=

= ∑ , (7) 

here ( )1
1

k
iP −  is the i element of the first line of matrix 1kP − . 

3.3. Marginal distribution of the energy supply disturbance in the network system with 
barriers 

In the majority of energy network systems disturbance in its whole or in part is 
eliminated during certain time of a number of cycles. Of course, if the source of the 
disturbance in such systems was a point source (single), the disturbance would be entirely 
destroyed or minimized to the secure level by the system during certain period of time or after 
a certain number of cycles. In the energy systems, however, sources of disturbances may be 
inexhaustible, i.e. infinitive and, at the beginning of every cycle, the disturbance can renew. 
In this subsection we will analyse the marginal energy supply disturbances in energy network 
systems with the infinitive disturbance sources and node barriers. 

The barrier of the network node i is considered as the value of the number iB  
( 0 1iB≤ ≤ ), by which the disturbance level H that occurs in this node is multiplied. Thus, 
when 1iB = , disturbance is fully transmitted, and when 0iB = , all of the disturbance, that 
makes way to the node i to be destroyed. 

Let’s assume that the first node of the network is the infinitive source of disturbance 
that increases disturbance level by the value H during each new cycle. Firstly, we shall make 
an assumption that a marginal disturbance distribution exists under such conditions, i.e. 

 ( )lim i in
H n H

→∞
= , where 1,2, ,i N= K . (8) 

Then, if at the end of each cycle the disturbance level that is located in the node is 
multiplied by the value of barrier 0 1iB≤ ≤ , and the node in which the source of disturbance 
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is located, does not have barrier (let’s say it is the first one), in this case disturbance level in 
the first node will not change, if it is reduced by the value H after each cycle, i.e. 

 ( )2 21 3 31 1 1 12 13 1N N NH q H q H q H q q q H+ + + = + + + −K K .  (9) 

In the second node, the incoming disturbance level multiplied by the barrier value 2B  has to 
be equal to the outgoing disturbance level: 

( ) ( )2 1 12 3 32 2 2 21 23 2N N NB H q H q H q H q q q+ + + = + + +K K . 

The case is analogous with the other nodes: 

( ) ( )1 1 2 2 1 1 1 1 1 2j j j i i j i i j N Nj i i i iNB H q H q H q H q H q H q q q− − + ++ + + + + + = + + +K K K ,
2,3, ,j N= K . 

Joining those equations we get a system of linear equations: 

 

2 21 3 31 1 1 1

1 12 2 2 2 2

1 1 1 1

;
/ 0;

/ 0.

N N

N N

N N N N N N N

H q H q H q H q H
H q H q H q B

H q H q H q B− −

+ + + − = −⎧
⎪ + + − =⎪
⎨
⎪
⎪ + + − =⎩

)
K

)
K

K
)

K

 (10) 

This system can be written in the form of matrix 

 QH C=% . (11) 

The main matrix of this system is: 

1 21 31 1

12 2 2 32 2

1 2 3

/

/

N

N

N N N N N

q q q q
q q B q q

Q

q q q q B

−⎡ ⎤
⎢ ⎥−⎢ ⎥=
⎢ ⎥
⎢ ⎥−⎣ ⎦

)
K

)
K%

K K K K K
)

K

, 

constants vector [ ],0, ,0 TC H= K , and unknown vector [ ]1 2, , , T
NH H H H= K . 

To investigate the existence of the marginal distribution, disturbance distribution ( )H n
r

 
will be expressed as iterative equation. As there is the barrier, we shall introduce a diagonal 
matrix 

1

2

0 0 0
0 0 0

0 0 0 N

B
B

B

B

⎡ ⎤
⎢ ⎥
⎢ ⎥=
⎢ ⎥
⎢ ⎥
⎣ ⎦

K K K K
. 

Now we can express the system of equations this way: 
 

( ) ( ) ( ) ( ) ( ) ( ) [ ]1 2 1 21 , 1 , , 1 , , , ,0, ,0N NH n H n H n H n H n H n B Q H+ + + = × × +⎡ ⎤ ⎡ ⎤⎣ ⎦ ⎣ ⎦K K K , (12) 
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here 

11 12 1

21 22 2

1 2

N

N

N N NN

q q q
q q q

Q

q q q

⎡ ⎤
⎢ ⎥
⎢ ⎥=
⎢ ⎥
⎢ ⎥
⎣ ⎦

K

K

K K K K

K

. 

We mark ( ) ( ) ( ) ( )1 2, , , NH n H n H n H n= ⎡ ⎤⎣ ⎦
r

K , ( ) [ ]0 ,0, ,0H H=
r

K  and obtain that 

 ( ) ( ) ( )1 0H n H n B Q H+ = ⋅ ⋅ +
r r r

. (13) 

In the case of point source (single) of disturbance distribution we obtain that 

 ( ) ( )1H n H n B Q+ = ⋅ ⋅
r r

. (14) 

4. NUMERICAL SIMULATION AND RESULTS 

Numerical simulation is based on European power system. The European AC 
(alternating current) transnational transmission network has been modelled with an equivalent 
representation (Fig. 2.) where each country (or aggregate of countries, such as Balkans) is 
presented by a node, interconnected with the neighbouring countries via equivalent lines. For 
the analysis, an oriented graph with 20 nodes and 37 links was chosen. In this case, European 
UCTE (Union for the Coordination of Transmission of Electricity) countries constituted a set 
of nodes and the network of transmission lines – a set of links. 

 

 
Fig. 2. Equivalent representation of the European AC transmission network 

 
Abbreviations used in the Fig. 2.: PT – Portugal, ES – Spain, FR – France, IT – Italy, 

BL – Belgium and Luxembourg, CH – Switzerland, DE – Germany and Denmark West, NL – 
The Netherlands, SI – Slovenia, AT – Austria, CZ – Czech Republic, PL – Poland, HR – 
Croatia, HU – Hungary, SK – Slovak Republic, BX – Balkan countries (Albania, Bosnia and 
Herzegovina, Kosovo, Montenegro, Republic of Macedonia, Serbia), GR – Greece, BG – 
Bulgaria, RO – Romania, UA_W – Ukraine West. 

Flow matrix is calculated according to transmission capacity between neighbouring 
countries. Statistical data used are transmission capacity equal to the corresponding cross-
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border Net Transfer Capacity (NTC). NTC values have been provided by ENTSO-E 
(European Network of Transmission System Operators for Electricity) [7]. As far as the NTC 
values (for both flow directions) are concerned, the latest ENTSO-E available data (Summer 
2009: see [7]) have been used. 

The main purpose of the numerical simulation, using developed methodology, is to 
determine how occurred energy supply disturbance effects power system, which countries it 
has reached the fastest and where is the highest disturbance level and how it is distributed 
across European countries. 

The case of system with barriers was analyzed, when the disturbance source is one 
country, then disturbance occurs and causes a certain level of damage and we are interested in 
how disturbance spreads to other countries. Yet it is assumed that the power system has 
barriers to protect against disturbance or to reduce the level of it. Since the issue is power 
system, the barriers could be various safety systems and controllers. Another assumption is 
made that the disturbance is not a point source, but it is an inexhaustible, i.e. infinitive and, at 
the beginning of every cycle, the disturbance can renew. Expected results are disturbance 
distribution in the network nodes, how many number of cycles (time) are needed to 
stabilization and where is the highest disturbance level. Values of network barriers are 
calculated according to how many links country have with other countries. The country has 
more interconnections, the value of barrier is lower, i.e. the major level of disturbance is 
destroyed, because it has more possibilities of electricity supply. 

The source of disturbance was selected 7th node Germany and Denmark West. During 
each cycle it is supplemented with a relative disturbance unit, which is equal to 1 ( 1H = ). 
Physical meaning of such disturbance is a hazard to the country not to be supplied with 
electricity from neibhouring countries. For example, if in the country (source of disturbance) 
due to some reasons is a shortage of electric power, thus it needs to import power from 
neibhouring countries. In that case disturbance level shows a hazard not to get power due to 
some other disturbances (not only technical). Since the disturbance level is generated during 
each cycle, in some nodes total disturbance level (after some number of cycles) can exceed 1. 
The disturbance level was estimated using equation (13). Modelling results are given in Table 
2 and Fig. 3. 

Table 2. Disturbance distribution in the European AC transmission network 

No. Country Disturbance 
level No. Country Disturbance 

level 
1. Portugal 0.0174 11. Czech Republic 0.3008 
2. Spain 0.0703 12. Poland 0.3326 
3. France 0.3642 13. Croatia 0.0129 
4. Italy 0.1058 14. Hungary 0.0600 
5. Belgium and Luxembourg 0.3333 15. Slovak Republic 0.1878 
6. Switzerland 0.1668 16. Balkan countries 0.0099 
7. Germany and Denmark 

West 1.1816 17. Greece 0.0027 

8. The Netherlands 0.1751 18. Bulgaria 0.0069 
9. Slovenia 0.0696 19. Romania 0.0192 
10. Austria 0.2872 20. Ukraine West 0.0483 
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Fig. 3. Disturbance level in the European AC transmission network countries 

 
The presented results are settled after 200 iterations, but their stabilized even after 50 

cycles. As we see from the table and figure, the highest disturbance level is in the source of 
disturbance (Germany and Denmark West). Since this node has many interconnections with 
other countries, the neighbouring countries are affected by the disturbance as well, but its 
level is lower several times. If the countries are far from sources of disturbance, the level of 
disturbance is becoming lower and lower, in some of them even close to zero. 

Calculations were made with other countries also taking them as sources of disturbance, 
but the results and conclusions were very similar: if a disturbance occurs, it mostly affects 
only the country where it occurs and even some neighbouring countries with which it has 
interconnections. However, disturbance level in other countries are several times lower. 

5. SUMMARY AND CONCLUSIONS 

The main aim of the paper is to present the developed energy supply disturbance 
distribution mathematical model and its analysis. The cases of disturbance spread in Markov 
chains and network systems were analyzed, where nodes have barriers or resistance to the 
disturbance characteristics. Theoretical results were illustrated by numerical simulation of 
European AC transnational transsmission network. 
From the obtained results such conclusions could be drawn: 

• In the case of infinitive source of disturbance, the highest disturbance level after 
certain number of cycles is in the source of disturbance. 

• Other nodes are affected, but disturbance level is several times lower. 
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ABSTRACT 

With the EU Eastern enlargement process the new member states had to undergo a complete political 
and economic transformation from centrally planned to market economies and a substantial re-
orientation of the economic ties from the former Eastern Bloc to the EU. However, the EU 
enlargement signalizes the culminating event, the transformation process has not finished yet. The 
energy sector reflects this development process; its transition started in the middle of the 1990s. 
Various radical processes took place and the EU directives have largely been implemented, such as 
the improvement of the renewable energy production and consumption. Nevertheless, the energy 
sector still faces serious challenges in order to reach a more sustainable society. 
All the same, the current research activities in the energy sector tend to ignore the special conditions 
of political and economic transition in Central and Eastern Europe as well as the implications of 
membership in the European Union. 
The purpose of the paper is to analyse this transition process of the energy and renewable energy 
sector in Hungary as one of the new EU member states. The aim is to highlight the institutional, social 
and political factors – besides the technical and economic ones that presently receive most attention – 
in the dynamics of the Hungarian renewable energy policy. What are the driving forces and what are 
the barriers for deployment of the renewable energy production technologies in Hungary? What can 
other transition countries learn from the Hungarian development? The research will not only identify 
the specific characteristics of the Hungarian transformation process, but the conclusions will also draw 
a more differentiated picture of the more sustainable energy market development in other transition 
countries. 

Keywords: Hungary, renewable energy policy, renewable energy market 

1. INTRODUCTION 

In line with the overall strategy of sustainable development the EU decided to support, 
encourage and promote energy production from renewable sources. Other main advantages of 
using renewable energy sources are the favourable impacts on the overall competitiveness of 
European industry, and the positive effects on regional development and employment. 
Therefore, the new European directive on the promotion of the use of energy from renewable 
sources (2009/28/EC) aims at covering 20% of the overall energy needs from renewable 
energy sources by 2020. 

Although, different renewable energy policies exist in the EU for decades, the 2020 – 
targets challenge every member states: in order to reach the targets, it is necessary to draft 
appropriate renewable energy development strategies in every member state. 
Until now relatively little attention has been paid to renewable energy and energy policy 
development in the new member states. The research debate either seeks to find the „best 
incentives” on promotion of renewable energy sources scrutinising the situation in the 
forerunner countries or analyse the implications of renewable energy use in developing 
countries, while the proper research on transition countries is almost totally missing [1]. 
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The energy sector in the new member states is more vulnerable because of its heritage 
from the centrally planned era (e.g. import dependency, lower reliability, high energy 
intensity, environmental problems). The extended use of domestic renewable energy sources 
can be seen as a possible alternative to develop sustainable energy use. But existing barriers 
pose a challenge for the future. These characteristics show inherent differences in the energy 
sectors of the old and new member states.  

The future analyses should put more emphasis on institutional and social dimensions of 
energy policy besides the technical and economic aspects. Although policy incentives are 
important, other actors are involved in the renewable energy market (e.g. firms, utilities, 
special interest groups, consumers), whose interests might be different in the new EU member 
states. Presently, market conditions and public awareness in the old EU member states are 
more mature than that of the new EU member states. The lack of policy consensus and 
coherent long-term strategies in the Central and Eastern European countries presumably 
results from several factors [2], including conflicting interests of energy suppliers and users, 
and lack of knowledge about the dynamics of energy systems. A comprehensive analysis is 
needed to understand the transition of energy systems in the new member states and the 
differences between the old and new member states, in order to create optimal incentives for 
renewable energy utilisation in Central and Eastern European countries. A proper analysis 
should also include perceptions, strategies and actions of stakeholder groups and attach 
greater importance to their socio-economic situation. 

The aim of the research is to increase the understanding of the dynamics of the energy 
systems and to gain insight into the possibilities and limitations of renewable energy policies 
in Central and Eastern Europe. However, the analysis of the renewable energy development in 
the whole region goes beyond the limits of the paper, therefore this study focuses on the 
development of the most considerable renewable energy sectors in Hungary from the early 
1990 until recently. The paper concentrates on the wind and biomass sector, because these 
technologies made the most significant progress during the analysed time period (see Fig. 4.). 
The paper describes the development and deployment of these renewable energy technologies  
in Hungary with focus on the specific driving forces and lagging factors taking into account 
the various actors on the energy market.  

2. USED METHODOLOGY  

Ohlhorst [3] Schenk et al [4] and Verbong and Geels [5] put forward a new kind of 
policy analysis using a socio-technical and multi-level theory on transitions. This approach 
allowed them to distinguish between different actors’ characteristics in the electricity sector. 
Therefore it enables a better understanding of motivation, behaviour and outcomes. It offers 
valuable indications on how to set up more efficiently an effective support policy in relation 
to the target groups and taking into account their specific needs [6, 7, 4]. 

The existing written literature about the Hungarian renewable energy development does 
not ensure the equal treatment of the different stakeholders and their relations from all 
aggregation level. Therefore it was necessary to collect information from all kind of 
stakeholders of the Hungarian renewable energy market. In order to collect proper 
information from all aggregation levels, the research included detailed field analysis, too. The 
interviews of various stakeholders can verify the classification of different development 
phases, and the interview’s results may change them. The empirical analysis is based on data 
collection using structured questionnaires and interviews with experts and different 
stakeholders. During 2009, 45 interviews were accomplished covering all significant 
stakeholder groups of the Hungarian renewable energy sector. The process of these in-depth 
interviews followed the main existing literature on expert interviews and qualitative content 
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analysis, like Lamnek [8] and Gläser and Laudel [9]. The aim of the interviews was to receive 
information, facts and background knowledge from political, industrial, societal and academic 
stakeholders. The interviewees identified the specific driving forces and barriers of the 
country and the renewable energy sector. 

Based on these desk and field analyses the research work is to formulate an extended 
analysis including the special aims and behaviour of the different actors in Hungary. This 
contains both the institutional dynamics of innovation processes and the relationships between 
all relevant actors.  

3. HUNGARIAN RENEWABLE ENERGY MARKET DEVELOPMENT 

3.1 Market transformation process: establishment of essential preconditions 

The journey from the centrally planned economy to market economy has taken 
Hungary, like the other formerly socialist countries of Central and Eastern Europe (CEE) and 
the Soviet Union, through a painful restructuring process. At the same time the transformation 
process was essential to establish the institutional preconditions for alternative energy 
production – like setting up the market based rules and regulations, foundation of necessary 
regulatory institutions, unbundling the energy production chain.  

The Hungarian energy industry was a vertically integrated, state owned monopoly until 
1990. During the centrally planned era there was no separate elaborated national energy 
policy. In the early 1990s, after the switch-over to market economy, the break-up of the 
former international barter trade as well as the adoption of the market conditions required the 
establishment of a national energy policy based on widespread social and political consensus 
[10]. The first Hungarian energy policy concept was approved by the Hungarian Parliament in 
1993. In 1994 the Gas Act founded the Hungarian Energy Office (HEO), the energy 
regulatory institution in Hungary.  

The privatisation of the Hungarian energy sector started in 1995. The Hungarian 
government sold the electricity companies to European strategic investors within nine months. 
The remained unsold production, transmission and generation plants belonged to the still state 
owned MVM Rt. (Hungarian Power Companies Ltd.) [2]. 

The privatisation and the regulatory changes increased the efficiency, the renewal and 
updating of the Hungarian energy sector. The majority of the power plants, the gas and 
electricity supplying companies went to foreign ownership. However, the privatisation did not 
help to reduce the country's import dependence, which is still above the EU-27 average 
[Eurostat database]. 

The Act CX of 2001 started the liberalisation process of the electricity sector in 
Hungary. The act ensured the most important and progressive preconditions for competition. 
It initiated a step-by-step liberalisation process, that started in 2003 allowing consumers with 
a consumption over 6,5 GWh/year to change supplier. After 2004 all non-household 
costumers were allowed to step to the free market. Since 2008 the electricity market is open 
for all end users. Some elements of market regulation are very well developed such as the 
electricity network regulation. On the other hand, other elements, such as the creation of fully 
functioning wholesale markets, are lagging behind. The government has adopted all relevant 
EU market incentives, but the power of incumbents remained. In 2005, the government's 
decision to integrate the transmission system operator (MAVIR) into the MVM Rt. reduced 
the independence of MAVIR, and threatens the development of the liberalisation process [11]. 

Further consequences of the transition process were the swift away from coal towards 
other, less polluting fuels, associated with less energy intensive technologies, which followed 
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by rapid structural change. The more flexible private sector responded sooner to the market 
price signs [12]. 

Nevertheless, detrimental carbon lock-in effects have been smitten the Hungarian 
energy sector as well. Large monolithic energy system abated technological lock-in to 
centralised energy structures and conventional fuels. The carbon lock-in [13] raises through 
the conservation of fossil fuel based infrastructures in spite of their known environmental 
externalities and the apparent existence of cost-neutral or even cost-effective alternative 
solutions. Rational action in face of climate change would internalise environmental 
externalities arising from fossil fuel use and remove fossil fuel use supporting subsidies. 
Nevertheless, instead of systematically correcting market and policy failures, the government 
expanded fossil fuel subsidy and institutional policy. 

The Hungarian energy system seems to be locked into fossil fuel based technological 
systems. During the 90's the natural gas grid was extended with huge state financial support. 
In 1980 only 25% of the residential sector was connected to the natural gas grid. In 1990 the 
share of connected homes achieved 40%, and the share jumped to around 80% lately [14]. 
The residential prices of electricity and gas remained controlled until recently [15]. Between 
2003 and 2006 the Hungarian government spent around 330 Mrd HUF1 on residential gas 
price subsidies [16]. Therefore the majority of the Hungarian population switched from 
traditional fuel wood or coal to natural gas firing. As a result, in 2005 the natural gas demand 
of the population amounted to 4.8 billion m3 [10]. 

The drivers behind the enormous energy and gas subsidies were dual. On the one hand 
the gas sector had a good organised lobby power, which helped to keep governmental 
subsidised gas prices for consumers [17; 18]. On the other hand, the governmental policy 
aimed to keep energy prices low for certain categories of residential consumers. From that 
subsidies benefited a large number of the potential voter groups, which made residential 
energy prices a political question.  

As a consequence, the immense growth of natural gas consumes increased gas imports 
from Russia [Eurostat data]. Energy intensity remain high as compared to those in the old EU 
members. The structural changes, although having positive impact in most of the countries in 
transition, have not contributed in a significant way to the reduction of energy intensity [12]. 

3.2 Influence of EU accession process 

As a consequence of the EU accession procedure the EU directives stimulated new 
energy policy standards on the governmental level: 

• establishment of an efficient national energy market opening as part of the single 
European energy market, increase the competitiveness of the economy and serve the 
interest of the energy consumers; 

• maintaining and increasing the stability of energy supply; 
• environmental requirements, like the stringent emission standards, the renewable 

energy directive, introduction of CO2 emission trading;  
• increase publicity and public information. 
From the renewable energy market development point of view, three EU directives have 

differentiated importance for Hungary, especially the directive 2001/77/EC on the promotion 
of electricity produced from renewable energy sources (RES) and the directive 2003/87/EC to 
establish a scheme for greenhouse gas emission allowance trading. 

The EU RES-directive stipulated Hungary 3.6% national indicative target for the contribution 
of renewables to total electricity consumption by 2010 from the base year 1999 value of 0.7%. 
                                                 
1  1.26 Mrd EUR  
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The target has been reached and exceeded in 2005 (see 

 
Fig. 1.) 
Hungary ratified the Kyoto Protocol in 2002 and introduced the EU Emission Trading 

System (EU-ETS) in compliance with the Community directions on the 1st of January 2005. 
The country is obliged to reduce greenhouse gas emissions within its territory by 6% 
compared to the average levels of 1985 – 87 during the period of 2008 – 2012. Due to the 
restructuring of the economy forced by the political change in 1989/90 and subsequent 
decline in production, considerable reduction in greenhouse gas (GHG) emissions was 
experienced. These low levels, despite increasing production and gross domestic product 
(GDP) were maintained to these days. In fact, in 2004 the national emissions were 31% below 
base year levels, and there is no further national reduction target beyond the Kyoto 
commitment. From the government's point of view Hungarian climate policy is not necessary 
because the Kyoto targets can be reached easily and without any restrictions. 

This means, that there was no more pressure from international environmental 
regulations since 2005, neither the climate convention nor the EU-directive 2001/77/EC can 
be regarded as a further direct driving force for renewable energy development in Hungary 
(only indirectly through the flexible mechanisms of the Kyoto protocol). 
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Fig. 1. Development of generation of RES-electricity and the EU 2010-target [19] 

4. DEVELOPMENT OF THE RES ELECTRICITY SECTOR 

4.1 Introduction of the feed-in tariff system in Hungary 

The preparation of the renewable energy support scheme was one of the tasks of the 
Hungarian Energy Office (HEO). The economists of the office decided on a one-price feed-in 
support scheme, because, according to the former president of the office [11], this solution 
provided the best investment security. Furthermore, the HEO sought a solution, that has a 
smallest affects on the national budget [11]. 

The Electricity Act Nr. CX of 2001 introduced the feed-in obligation and fix feed-in 
tariff for renewable electricity over the capacity threshold of 0.1 MW. The HEO conducted a 
survey on external costs of conventional energy generation. Partly based on this study, the 
HEO set up fixed purchase price at HUF 23 (€ cent 8.23) per kWh subject to yearly 
indexation by official consumer price index [11; 20]. 

Subsequent modifications of the Ministerial Decree 56/2002 first set up two 
distinguished periods with different feed-in tariffs: peak and off-peak. Later, off-peak was 
split into two sub-categories, allowing for the discrimination of the plummeting “pit” period 
of the very early hours, and a broader period in the week-end nights. The decree distinguished 
furthermore between weather dependent (wind and solar) and weather independent (hydro 
power, biomass, biogas and geothermal) RES. While the same level of remuneration was paid 
from weather dependent electricity sources, three different tariff levels are applied for other 
technologies, depending on the time the electricity was produced. All weather independent 
renewable plant is encouraged by the tariffs to schedule their production according to the grid 
load profile. Peak tariffs are almost 14% higher than off-peak tariffs, and pit tariffs are almost 
60% lower than off-peak tariffs. In 2005 the Electricity Act raised the feed-in tariffs in a 
sustainable manner [20]. The definition of peak, off-peak and pit periods are set 
administratively in a ministerial decree. 

The feed-in tariffs were valid until 2010 according to the Energy Act of 2001, however, 
these were extended until 2015 by the amendment of the Electricity Act in 2009. 
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Fig. 2. Amount of subsidy for categories in 2008 (in %) [19, 21] 

The new energy decree of 2001 involved the cogeneration as well, and extended the 
compulsory purchase of electricity cogenerated with district heating (CHP) up to 20 MW. The 
Minister of Economy was responsible to determine the compulsory purchase and the order of 
subsidies of cogenerated energy and for electricity from renewable energy sources. The feed-
in prices were favourable and guaranteed until 2011. In 2002 a new decree raised the upper 
limit of the compulsory purchase category up to 50 MW. As a consequence, even big CHP 
plants received generous feed-in tariffs, which were partly even more attractive than for 
renewable energy sources. Both the renewable and CHP technology received its subsidies 
from the same “green” fund, which caused frictions between the different technologies. Fig. 2 
shows, that 74% of the feed-in tariffs was paid to CHP plants, while only 25% went to 
renewable energy sources in 2008.  

4.2 Development of electricity production from wind power 

According to the IEA study of 1995 [22], the wind power potential of Hungary was 
regarded as rather low. The wind resources were considered as limited by the geographical 
position of the country and the rather flat topography. The IEA stated in 1995, that the wind 
power equipment is unlikely to find a commercial market. The first wind power plants were 
established in Hungary as pilot projects in the early 2000's before the feed-in tariff regulation. 

The new Hungarian Electricity Act of 2001 changed the investment inclination 
gradually, and created favourable investment climate [23]. The ordinance about the feed-in 
tariff was effective in 2003, and offered generous feed-in tariffs for wind energy investments. 
Fig. 3 shows the development of installed wind energy capacity and electricity production 
from wind resources. 
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Fig. 3. Development of installed wind energy capacity and electricity production from wind 
resources 2000–2009 [26] 

The wind power investments became “popular”, until the end of 2005 around 3000 MW 
wind park stood in different development stages [24]. After the measurement of local wind 
resources, the project developers received their permits during a tree-step licensing process: 
environmental permit, building permit, and grid connection permit.  

The ordinance 246/2005 restricted the regulating environment and prescribed a fourth 
step to obtain a small power plant licence from the Energy office as well [24]. Furthermore, 
due to balancing reasons the grid operator (MAVIR) advised restrictions in wind power plant 
licensing. The transmission system operator was concerning about the secure operation of the 
grid due to increasing amount of flexible power plants, which led to limitation of grid access 
for new wind energy installations. The Hungarian Energy Office introduced a 330 MW upper 
barrier for wind generation capacity until 2010. However, on the tender received 1138 MW 
wind generation applications. Only 51% of the proposed projects were successful obtaining a 
permit [17]. 

The permit laid down, how much electricity could the wind power plant produce under 
the feed-in system every year. The energy office determined the period of the feed-in tariff 
system individually according to the payback period of the wind power investment (10–15 
years) [17]. 

The 389/2007 governmental decree was introduced in a very short time, within the end 
of December 2007, and took into effect in 1. January 2008 [23; 24]. It set new rules: the wind 
power plants were required to give production schedule a day ahead. If the difference from 
the real production exceeded +/- 30%, the wind power plant had to pay surcharge. 

The Hungarian Meteorological Service was, however, not prepared to offer detailed 
wind data, which would be indispensable for proper electricity production prognoses. The 
surcharge for several wind project entrepreneur was equivalent to a 10 – 20% decrease of the 
feed-in tariffs [24]. 

The aim of the Energy Office that wind energy investors will invest into the wind 
predictions of the meteorological service was not fulfilled. On the other hand, the Energy 
Office did not spend the incomes from these surcharges to the development of the Hungarian 
wind prognosis either. [17] For want of better the Hungarian wind power plant operators used 
the services of European wind prognosis providers. After a year the Energy Office alleviated 
the strict rules of the production forecast: the tolerated difference between forecast and real 
production was extended to +/-50% [17]. 
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In August 2009 the HEO organised a new tender for 410 MW additional wind energy 
capacities, which offers new prospects for Hungarian wind energy investors [25]. 

The Hungarian wind energy market development clearly shows, that the introduced 
feed-in tariff system made a favourable investment climate for market near renewable energy 
technologies, like the electricity production from wind resources. The electricity production 
from wind power with feed-in tariffs became nearly as competitive as the conventional 
sources. Nevertheless, the market development started rather unexpectedly. The introduced 
different administrative hurdles moderated the new wind capacity growth. 

4.3 Development of electricity production from biomass resources 

In 1989 fuel wood was estimated to contribute 0.32 MToe to the Hungarian total 
primary energy supply (TPES), mostly consumed by the residential heating sector. Further 
approximately 2.82 PJ was accounted for other biomass like forestry wastes, straw and other 
agricultural wastes [27]. 

However, during the 90's, the Hungarian residential heating sector changed radically. 
The natural gas grid was gradually expanded, and almost every settlement was connected to 
that. Between 1990 and 1997 the number of connected towns and villages more than 
quadrupled [28] and the number of connected households grow over 3.5 million in 2006 [15]. 

Therefore the majority of the Hungarian population switched from traditional fuel wood 
or coal to natural gas firing, which was generously supported by state subsidies. As a result 
the natural gas demand of the population increased constantly, while at the same time, the 
consumption of residential fuel wood decreased substantially [29; 30]. 

The development affected the fuel wood market: while the overall area of the Hungarian 
forestries grew continually, permanent oversupply evolved on the fuel wood market. The fuel 
wood prices remained constant during the latest 90's. The forestries started to lift up their 
exports. New export markets were opened up in Austria and in Italy. The production of new 
products started, such as charcoal. However, these efforts did not help on the substantial 
overproduction of fuel wood. The sale of fuel wood was possible only on discounted prices; 
therefore the exploitation was reduced as well. However, due to technological and 
environmental reasons, the decrease of exploitation could not be adapted to the decreased 
market demand of fuel wood [29]. The situation of the forestries was untenable: the selling 
price (3200 - 3300 HUF/m3) of fuel wood was under the price costs (4500 HUF/m3). In this 
situation the interests of the forestry met with the coal power plant sector. 

The Hungarian conventional coal power plants had to undergo substantial changes 
during the 1990's. Coal mining was in favour during the communist regime. The coal sector 
received huge amount of cross subsidies. After the collapse of the communist system, the coal 
sector entered a major financial crisis. Since the political changes of 1990, coal's importance 
in the Hungarian energy mix has decreased. The majority of the Hungarian coalmines and 
power generation was economically not profitable. Therefore the government started to 
rationalise the coal industry and scheduled to close the most ineffective mines [28]. 

From 2000 the government decided to eliminate state operational subsidies. Coal power 
plants received no more state aid except to finance the remaining mine closures [15]. 

In line with the rationalisation process, the EU accession procedure required the 
introduction of several environmental measures, standards and directives, which affected the 
power production additionally. The transportation of the EU environmental acquis to the 
Hungarian legal order and the implementation of the major tasks was a part of the EU 
enlargement process. The Environmental chapter was opened in December 1999 and closed in 
December 2002. All candidate countries have requested transitional measures and technical 
adaptations. As a result of negotiation, clarification and substantial additional efforts by the 
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candidate countries, several of these requests have been withdrawn. Finally, limited 
transitional periods have been granted to Hungary in relation to sulphur content of large 
combustion plants until 2004 [31]. 

The first large combustion plant directive (88/609/EEC) was adopted by the European 
Council on 24 November 1988, and then amended by Council directive 94/66/EEC in 1994. It 
was revised on 23 October 2001 (directive 2001/80/EC). The national environmental policies 
of the candidate countries have principally been initiated by the directives of 88/609/EEC and 
94/66/EC. However, the most crucial influence was made by the Large Combustion Plant 
Directive (2001/80/EC).  

The first directive set national emission ceilings for emissions of SO2 (sulphur dioxide) 
and NOx (nitrogen oxides) from existing LCPs, and absolute emission limit values for SO2, 
NOx and dust for individual new installations based on Best Available Technology (BAT). 
The amendment of 1994 established an emission limit value for SO2 for those new plants 
burning solid fuels with a rated thermal input between 50 and 100 MWth. The emission limit 
values for SO2, NOx and dust set by this directive 2001/80/EC are considerably stricter than 
the ones included in directive 88/609/EC. Notably the directive establishes new requirements 
for plants licensed before 1 July 1987. Directive 2001/80/EC encourages the combined 
generation of heat and power and sets specific emission limit values for the use of biomass as 
fuel.  

The Hungarian power sector was mainly affected by the strict SO2 emission limits. The 
Hungarian coal, which was mainly used in the power plants, had high sulphur content. 
Furthermore the outdated, simple pulverised coal combustion technology was not capable to 
keep sulphur within the combustion residues. The coal power plants had three options to 
choose: 

• close down the power plant; 
• introduce substantial environmental investments, such as filters, etc.; 
• switch to another fuel technology [32; 33]. 
At the end of 2001, experts and interests of the coal power and the forestry sector met 

with each other. The partners recognised, that their interests overlap each other. It was 
followed by a rapid development: in December 2001 a disintegrator was already put into 
operation temporarily at one coal power plant site, the trial production period started in the 
following year. Since 2003 the forestry’s supply fuel wood on regular basis [29]. 

The development was followed by other coal power plants in Hungary [32]: in the next 
years 1465 GW new electricity production capacity based on biomass were connected to the 
national grid. 

As the consequence of the rapid fuel combustion change Hungary reached its RES 
2010-target already in 2005. Fig. 4. shows the crucial role of solid biomass source in the 
development of installed renewable energy capacity. Furthermore the government was afraid 
of spending more money on green electricity production. Therefore since 2005 every RES 
power plant has a yearly upper generation limit prescribed by the Hungarian Energy Office. 
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Fig. 4. Development of installed renewable energy capacity 1990 - 2008 (in MW)  

[Source: Eurostat] 

Simultaneously, the Hungarian fuel wood market followed the development of the 
renewable electricity generation. The gross scale electricity generation from solid biomass 
abolished the fuel wood export. Furthermore, after 2004 fuel wood import turned up. 
Nowadays the share of fuel wood in the whole wood production accounts for around 50%, 
while its share is still increasing.  

 
 

Fig. 5. Hungarian green energy strategy until 2020, (added electricity in GWh) [34] 

 

However, recent studies [30] show, that there is no more available, sustainable produced 
fuel wood in the Hungarian resource market any more. Hungary cannot reach its 2020-target 
without any sectoral change. 

The strategy ( 
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Fig. 5) of the Hungarian government indicates, that Hungary wants to achieve its 2020-
RES-targets to increase the biomass based electricity production. However, recent studies 
show, that under recent production circumstances there are no more biomass available for 
further growth in biomass based electricity production. 

5. CONCLUSIONS 

In the last 20 years Hungary followed the most convenient solution to reach the 
international agreed targets. Both the EU 2010-target on renewable electricity and the Kyoto 
commitment were no real driving factors, because the targets were “too easy to reach”. The 
government has adopted all relevant EU market incentives, but the sectoral changes have not 
started yet. The strong lobby power of the conventional energy sources and the 
disadvantageous effect of the carbon lock-in intensified the situation. 

The energy system seems to be locked into fossil fuel based technological systems: the 
Hungarian governments subsidised heavily the conventional energy production, especially the 
residential gas use. As a positive consequence, the Hungarian energy use were swift away 
from coal towards other, less polluting fuels. On the other hand, the energy import 
dependency gradually increased as well. 

The introduced feed-in tariff system stipulated mainly the market-near renewable energy 
technologies, like the electricity production from wind resources. However, the government 
introduced different administrative hurdles that caused a decline in the favourable investment 
climate. The main driver behind the enormous biomass electricity capacity development was 
not the EU RES-directive. The most crucial influences were made by the Large Combustion 
Plant Directive. After an extremely rapid development process, substantial amount of new 
electricity production capacity based on biomass were connected to the national grid. 
Therefore Hungary reached its 2010-RES target already in 2005. 

On the same time the Hungarian governments were not willing to achieve any further 
target beyond the international agreements in order to reach a more sustainable energy 
system. The national strategy was to jump on the bandwagon in the very last minute and do 
not spend more effort than necessary. In fact, Hungary reached its renewable targets, but the 
countries performance is not a good practice for others. 

One of the main advantages of using renewable energy sources are the favourable 
impacts on the overall industry and the positive effects on regional development and 
employment. However, these positive effects of increased renewable energy use did not have 
an impact on the country. The absence of long-term transparent renewable energy policy and 
the unclear governmental strategy did not provide enough investment capacity for the 
manufacturing sector. Nowadays, there is little current prospect of an industrial policy spin-
off in Hungary both because of the nature of the recent policy and because of the "late mover 
disadvantage". The impact of the renewable energy sector development remained low on the 
Hungarian job market. 

The recent policy system, the existing cross-subsidies in the energy sector and the 
inflexibility of the actual energy system do not stimulate efficient use of biomass energy 
sources. However, the future renewable energy policy of Hungary is based on additional use 
of domestic biomass resources. Although, under recent production circumstances, there is no 
more biomass available for further growth in biomass based electricity production. Hungary 
has to make significant efforts and gradual structural changes to reach its 2020-target. 
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ABSTRACT  

World economic growth is to significant extent dependable on the sufficiency of the Fossil Fuel (FF) 
resources as well as on the sustainability of its supply. Extensive growth of the World population 
(from 2.6 billion in the 1950 m. till 6.8 billion in the 2009) further increases demand for FF which 
makes it a powerful weapon for FF monopolies seeking to have dominance in the selected regions. On 
the other hand increasing utilization of FF is one of the contributing factors impacting climate change. 
Despite of the factors listed above and increasing consensus that only the synergy of renewable energy 
resources, renaissance of the nuclear power, development of the science and technology innovation 
and dispersion of the “best practice” and “know-how” could ensure reliability of energy supply across 
the regions and social groups, some of the World countries develop their policy of energy 
development based only on a short-term analysis while using consumer orientated approach as a 
standard. In Lithuania, energy development is intensely regulated by the National Law instruments. 
Common practice for the local municipalities is to place major resources to achieve short term goals 
therefore it can be argued, that successful integration of “bottom up” approach would have a positive 
impact on their effectiveness. All these questions raise new challenges for the development of the 
theory of energy economics making it one of the most important factors providing the guidelines for 
the sustainable energy policy. 

This paper provides review of energy development in Lithuania. Furthermore the paper provides 
introduction of energy economics theory to indicate methods for the formulation of regional 
sustainable energy policy. 

Keywords: sustainable development, energy economics, energy policy, welfare.  

1. INTRODUCTION 

The energy use in Lithuania is considered as a basic driving force that impacts 
environment. It is a major contributor to environmental problems of global concern, such as 
climate change, acidification, and urban air pollution. Energy is crucial for economic and 
social development, quality of life and consumption level. According to sustainable 
development concept it is necessary to incorporate sustainable development goals into all 
sectoral policies [1] 

Sustainable energy development is energy production and consumption with guaranty 
for long-term human and each country's development objectives in all social, economic and 
environmental aspects [2]. 

Analysis of current situation in energy sector could help to indicate the issues for 
sustainable energy policy development. 

The review of existing situation probably indicates common situation in all countries 
where energy development is organized on the principle as “top down”. Successful 
integration of the “bottom up” approach could have a positive impact on their effectiveness. 
Various questions raise new challenges for the development of the theory of energy 
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economics making it one of the most important factors providing the guidelines for the 
sustainable energy policy, development and implementation of legislation. 

2. THE GUIDELINES OF LITHUANIAN NATIONAL ENERGY STRATEGY 

2.1. Electricity generation  

Average annual instantaneous electricity power demand ranges from 1100 MWe till 
1500 MWe. 160 companies have permissions for electricity production in Lithuania. The 
biggest producers are allocated as follows: Lithuanian Power Plant – 1800 MWe, district 
heating central heating plant (thereinafter – CHP) (city of Vilnius, Kaunas, Panevezys, 
Klaipeda, Siauliai etc.) – about 670 MWe, the wind turbines – about 70 MWe, the Kaunas 
hydro power plant – 101 MWe. Other about 290 MWe (SC “Achema”, SC “Lifosa”, SC 
“Mazeikiu Nafta”). Lithuanian electricity market development plan (prepared by Ministry of 
Energy), approved by the Government of Lithuania in 2009 by resolution No 740 
(Government news, 2009, no. 85-3603) provides the amount of supported electricity 
production in 2010 that reaches 4.5 TWhe. After 26th November 2009, Minister of Energy 
signed the order, by which the supported electricity production divided as follows: 

• 2.5 TWhe – Lithuanian Power Plant; 
• only 1.05 TWhe for Lithuanian district heating CHP plants; 
• other – Renewable energy sources. 
The priority to generate cost valued 70% of supported electrical power is accrued to 

Lithuania power plant (power plant generate electricity within 30% of effectiveness), while 
the Lithuanian district heating power plants are able to achieve approx. 90% of effectiveness.  
The effectiveness of district heating power plants is higher than that of Lithuania power plant 
due to CHP plants turbine condensers cooled with return district heating water from the 
network, after – preheated district water is used to serve city heat demands for heating and hot 
water, while Lithuania power plant heats the “Elektrenai Lake”. 

Annually Lithuanian electrical power demand is about 9 TWhe. Other issue is that 
supported electricity cost (supported amount total 4.5 TWhe) fall only on Lithuania residents, 
when all private companies buying electricity in trading market. In April of 2010 supported 
electricity for residents price was 9.6÷14.2 € cent per one kWhe, when all private companies 
have possibilities to buy electricity in trade market price 5.2 € cent per one kWhe. 

2.2. Renewable energy sources, district heating, investments 

European Parliament and Council Directive 2009/28/EB provide that each member state 
shall adopt a National renewable energy action plan [5]. It is hard to say if the quality and 
adopted schemes will prove to be good in Lithuania’s action plan because of the lack of 
knowledge, understanding of existing situation and political strength of purposes of the 
Government. 

Resolution No 307 of Lithuanian Government, approved in 2004, limits expansion of 
biofuel-fired boilers. Resolution indicates that total installed capacities of biofuel-fired boilers 
in 2010 must not exceed 730 MWth. 

Follow information of the Lithuanian district heating association - investments into 
district heating CHP plants start to be not really attractive because of new rules and 
regulations for basic price conversion methodology. Basic price in the previous methodology 
was recalculated every four years; which ensures the return of investment.  

Lithuanian government, confirmed “Order description for the electrical power generated 
by using renewable energy sources, production and purchase promotion” within resolution 
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No 1474 in year 2001. Order provides quotation for power generated by using renewable 
energy sources (thereinafter – RES) till year of 2009. Document indicates electricity 
purchasing and promotion schemes. This document contravenes with the goals indicated for 
Lithuania in Directive 2009/28/EB till the year of 2020. The new order, providing support and 
promotion for electricity produced from RES, is not prepared. 

Europe will enter into force stringent environmental requirements for large combustion 
installations (thereinafter – LCI) from the year 2016. Currently, the EU Directive 2001/80/EC 
and future environmental requirements for solid particles, SO2, NOx, CO, for LCI can be 
implemented using best available technologies (hereinafter - BAT) [6]. If present situation in 
district heating and CHP plants will dominate in future, it is likely that the majority of district 
heating companies will not be able to invest the necessary capital. Taxes for pollution can be 
an unbearable burden for the district heating companies. In the future, the environmental tax 
burden could likely fall on the shoulders of taxpayers. It is necessary kick start of 
improvements in the investment environment as soon as possible so that district heating 
companies could start projects. The government could also consider changing existing 
conversion methodology for basic price. There is still need to decide on municipal waste for 
energy generation of landfill storage. 

2.3. Implementation of national energy strategy  

Lithuanian Government approved resolution No. 1442 (Implementation Plan for 
National Energy Strategy 2008-2012 (thereinafter – NESP)) in year 2007. Currently 
investments to energy projects in Lithuania and amounts of projects declared in NESP shows 
that only 30% of the investment projects are actually launched. Government declare (NESP) 
that purpose for Lithuania is to build new modern electricity generating equipment in 
accordance with BAT within total power of approximately 930 MWe. New installations will 
meet not only BAT, but also all environmental demands for LCI. From 930 MWe about 
121 MWe electricity could be generated using RES (biomass and biodegradable fraction of 
industrial and municipal waste). Preliminary calculations show that the new more efficient 
power plants could significantly improve the country's overall energy production efficiency. 
Investments in the energy sector could stimulate the economy, heat and electricity market 
could achieve higher competitiveness, new jobs places could be created. The new CHP plants 
could be contributing factor to reach 20 percent of efficiency till year of 2020. 

2.4. Permits. Licenses. Entry restrictions  

One of the perfect competition conditions is the fact that there is no market entry and 
exit barrier. Lithuania has a rich body of laws regulation for the electricity and heat producers 
and suppliers. Ministry of Energy, National Control Commission for Prices and Energy, 
National Energy Inspection issue permits, licenses, certificates, allowing the producers or 
(and) suppliers to produce, supply energy or (and) operate energy facilities. 

Access to energy networks is regulated by Energy law, District Heating law, Electricity 
law and other legislation. Often, technical conditions for new producers (or suppliers) to 
connect power generation facilities to the grid are not well economically proportioned. It is 
hard for energy producers and suppliers to get the permits. The government could reduce 
bureaucracy if Order of permits for manufacturers and suppliers to generate and supply of 
energy would be canceled. 

The clear and well known criteria for preparation of technical conditions to connect the 
energy networks could be prepared, now e.g. wind power plants together with hydropower 
station have poor possibilities to connect to the grid (wind power plants <200 MWe). Wind 
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parks generate supported electricity in non stable regime, the regulation and reservation cause 
big issues for National electricity grid operator (National enterprise). The problems could be 
solved if Kruonio Hydro accumulative power plant (owner – National electricity grid) 
(thereinafter- KHAPP) (owns >900 MWe with the additional investments could go up to 
1800 MEWe) could reserve and regulate power for e.g. wind parks. The government could 
prepare roles and regulations for KHAPP to sell the regulation and reservation electricity as 
services for private wind power parks. The future wind power plants could have easy access 
to connect facilities to the electricity grid, because expansion of the electricity grid would be 
implemented through the capital from KHAPP. 

3. THEORETICAL PROBLEMS OF SUSTAINABLE ENERGY DEVELOPMENT  

The review of exiting situation above helps indicates energy issues. There is a similar 
energy sector issues in the most of countries where energy development organized on the 
principle as “top down”. Successful integration of the “bottom up” approach would have a 
positive impact. Various questions raise new challenges for the development of the theory of 
energy economics making it one of the most important factors providing the guidelines for the 
sustainable energy policy. 

3.1. The problem of creation conditions for perfect competition 

Economic issues in economic theory are analyzed by using method of welfare analysis. 
Perfect competition economy is a decentralized pricing system, which has no external 
compulsion on what to produce and what to purchase, what to sell and so on. This is decided 
by individual users, business managers, and owners of resources. Perfect competition needs to 
operate a number of conditions: 

a) there is a lot of sellers and buyers and each of them takes only small part of the 
market, 

b) there is no entry and exit barriers, 
c) one buyer or seller doesn’t have power to impact price level, because they have no 

monopoly in the market, 
d) product homogenity, 
e) there are all of the sources of  goods and services, 
f) welfare for the individual and society are equal, 
g) transaction costs equal zero, 
h) a resource belongs to all users. 
Implementation of the principles of perfect competition in energy sector could be the 

foundation to develop sustainable energy policy in regions. The classical approach to solving 
problems above presents applied welfare analysis. Efficient resource allocation occurs in the 
way energy is priced. At any time, the price of the energy resource should reflect its marginal 
social cost .This implies that any divergence between social and private cost arising as a 
consequence of the market failures (for example, public goods or externalities) should be 
corrected by internalizing such external costs. To assure the equivalence of price and marginal 
costs, a competitive market framework is required. Monopoly elements are to be eliminated if 
prices are not equal marginal costs. Applied welfare analysis allows to quantify the welfare 
loss associated with any given market failure. This enables policy makers to focus on the 
market distortions. But even though a policy change leads to an aggregate welfare gain, 
certain groups may suffer deleterious income distribution loss. Again this implies need to 
create welfare system to redress burdens imposed on the poor as a consequence of an 
efficiency generating policy change. 
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The main problem that according theoretical concept the market consists of economic 
agents operating under perfect competition conditions. All market based mechanisms provide 
for efficient resource allocation just under perfect competition which is not available in 
reality.  

There are no accepted methodological approach allowing to evaluate efficiency of 
projects in terms of sustainability on the regional level. There are several methodological 
achievements in this field which can be used to solve the problem. The solution proposed in 
my article include the synthesis of rational methods used in practice but these methods are 
integrated by applying the new approach towards evaluation of sustainability on local level 
[3]. 

The concept of sustainable energy development can’t be separated from the 
understanding of additional negative and positive social – economic effect of energy 
efficiency measures, energy savings, implementation of RES. For example, projects on 
energy efficiency improvements allow to save energy costs and have the multiple effects on 
new jobs creation, disperse across the community both socially and spatially, involving small 
and medium size enterprises. The indicators to be used describe the contribution of energy 
projects to a sustainable economic development, the medium- and long-term trends and the 
inter-relationship between them and the typical energy indicators (saved toe, improved energy 
efficiency, percentage of RES). 

3.2. Local approach of sustainable energy development 

It is widely accepted that integrated complex of environmental, social and economic 
policy is easier to implement in towns, regions, and state costs and financing from structural 
funds should, where possible, permit to achieve more than one goal of sustainable 
development policy. Organizing and implementing institutions, actors, support tools, order, 
etc., are needed for regional sustainable development. Municipalities may have significant 
role in promotion of sustainable development as local authorities have more functions in 
energy sector, and such opportunities should be used.  

Just is case of huge demand progressive technologies may have economic background 
for successful development. The awareness of energy consumers usually contain just scraps 
and fragments in comparison to the full effective knowledge, which forms demand based on 
public benefit.  

Demand of RES technologies is not adequately restricted by slow demand rates. The 
main problem is measuring of public interest. It is expressed through continuous supply of 
energy resources in future, solving of social problems in rural areas, environmental solutions 
and also inability of private sector to invest in current conditions.  

From the attitude if the security of supply we can’t consider the security of energy 
supply distractedly from consumers. Besides, security of energy supply is just the part of 
complicated phenomenon – energy safety, which includes national, technical and many other 
aspects. In one case, e.g. gas supply, consumers will be large aggregated ones – power energy 
system, in other cases, e.g. use of solar energy is still considered as expensive, exotic energy 
resource, and its use is limited. Still it is not private matter, as energy is vitally important 
economic sector. Tiring to escape from simplified, short-term, fragmented assessment and see 
energy sector as a whole with defined aspects in distant future, we must define common 
denominator for all energy aspects. Such attitude requires non-standard solutions. 

Territorial aspect means implementation of management principle for assessment of 
energy resources sustainability aspects – defining of responsibilities.  

Prospective organizational and financing form of technologies integration using 
Structural funds are towns and regional energy programs. However, integration of RES may 
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be more successful after reliable methodological assessment of positive effect for solving 
social, economic, rural development problems in regional development context.  

Comprehensive economic policy and it’s most important legal – economic tools, 
applying of which would permit to correct market errors and disproportions. Here the main 
problem – inadequacy of social prices and actual prices. The background for RES promotions 
will be formulated on the basis of theoretical analysis. Scientific and practical problem will be 
solved while evaluating links between energy development and economic growth with 
providing possibilities to solve social and security problems.  

Organizational mastering forms are extremely important for RES mastering, which is 
more accepted by foreign countries. These are various regional or municipal programs, which 
include RES projects to solve energy supply and environmental (biogas plants in stock-raising 
farms and municipal waste incineration plants) and social problems in rural areas as well as 
many other functions in the context of sustainable development. There are many examples of 
effective practices: they perform RES market establishment and awareness raising functions. 
These examples should be investigated, scientifically generalized and proposals prepared for 
applying in Lithuania’s conditions.  

4. FRAMEWORK FOR LOCAL SUSTAINABLE ENERGY PROGRAMMES 

Methodological approach above is suitable for sustainability assessment using regional 
social-economic-environmental indicators, as increasing of security of energy supply, new 
jobs, new enterprises, additional economic product, greenhouse gas reduction. The 
methodology of integration of sustainable energy projects into local/regional development 
programs has been elaborated as a key to integrate sustainable energy projects  into the 
regional deployment level [4].  

To some extent the energy supply system is quite efficient, simply because it is 
optimized also from an economic point of view. This does not necessarily imply that it is 
optimized from the view of total cost, including the external cost, such as environmental cost. 
Even with those externalities included, however, optimizing the supply technologies 
constitutes a sub-optimizing only as compared to considering the whole energy chain. 

Integrated Resource Planning, IRP, is a methodology which should avoid the sub-
optimizing. The idea of IRP (or Least Cost Planning, which is a similar concept) is that we 
should not optimize the single links in the chain, but the chain as a whole. So far the IRP has 
been interpreted to include only the links up to the energy services. As an example, if it is less 
costly to save a kWh of electricity in the end-use than to produce a kWh, then the investments 
should be directed not to building new supply, but to save secondary energy and hence 
provide the energy services at the lowest cost. If this was taken seriously in Western Europe, 
for instance, there would hardly be a need for any new electricity supply system for a decade 
or two, since the investment in electricity savings would be more profitable, both from an 
economic and an environmental point of view. In most developing countries, an IRP would 
lead to a much lower need to invest in expensive supply systems. 

It is important to recognize that you cannot optimize the energy chain as a whole by 
separately optimizing the single links. You cannot optimize and sub-optimize at the same 
time. Each time an investment is made in an electricity supply in order to optimize the supply, 
it is a sub-optimization, because it might have prevented the money to be invested in more 
efficient end-use technologies, even if that would be more cost-effective and hence optimal. 
In economic terms: a more optimal electricity system is one that gives the consumer the 
energy services at a lower bill (including environmental externalities). The kWh-price might 
very well be for instance 20% higher in a more optimal system if the electricity consumption 
is say 40% lower.  
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It must be taken into account that each country has its own problems, which are to be 
solved according to the situation in a particular country. Following the Netherlands’ 
experience of climate policy management, an overall framework of the sustainable energy 
strategy could be presented as follows: 

• Municipal Sustainable energy policy should be based on a covenant between 
government and local bodies. 

• Local Sustainable energy plans are based on the national Sustainable energy 
strategy. 

Implementation of National sustainable energy strategy should be supported by sharing 
the tasks on the increased share of renewables and energy efficiency improvements between 
regions and authorities. Moreover, the Structual fund (thereinafter – SF) programming period 
2007–2013 is crucial for the implementation of sustainable energy into practice. It should be 
focused on the regional and local sustainable energy programmes as a whole (not only on 
vertical themes). 

The fact that municipalities can link their climate policy to their own local themes, 
makes climate policy to be defined as vivid, specific and recognisable. This removes the risk 
of vagueness and the feeling that it has no relevance to local issues. Improved traffic 
situations, sustainable business parks, healthier houses and less pollution: these are the points 
that enter the picture thanks to climate policy. Municipal climate policy is then easy to sell 
and it continues to working because of its supporting base and image. From the organisational 
point of view, too, climate policy brings benefits for a municipality. Municipal climate policy 
works according to a model of policy options. This enables the municipality to give shape to 
sustainable, realistic aims within a clearly defined structure. 

Establishing a regional market rather than local renewable energy market could help to 
ensure a market of a sufficient size and enhance the competition. In addition, a regional 
approach could be an important element in the Kyoto follow-up work. 

In the Netherlands, wind energy parks and biomass power plants are often implemented 
on a regional scale. For individual municipalities, however, local opportunities also present 
themselves. The purchase of green power for their own buildings, constructing new buildings 
with an optimum sun-facing position, supporting the marketing of solar energy: all these 
things are within the reach of every municipality and contribute substantially to reducing CO2 
in built-up areas. 

Municipalities occupy a key role when it comes to energy saving in existing housing. 
They are involved right from the beginning in renovation and restructuring plans and have a 
decisive contribution to make to energy saving and energy provision. They can make 
agreements with housing associations about the quality of energy in the rental sector. The 
municipality can also exert its influence on individual homeowners. For example, it can 
approach homeowners specifically to suggest that they have their energy consumption 
analysed. This will enable homeowners to make responsible choices from the available 
measures to both save energy and increase their own comfort. 

However, there is a need to support this process, and the most feasible solution could be 
based on the local programming approach. 

The main methodological problem is to integrate energey efficiency and RES projects 
into regional/local development procedures, so that energy elements may compile an integral 
uniformity in terms of regional / local goals. The most difficult problem is to have municipal 
officials that are willing and cooperative. A very important issue is to define a possible 
external positive effect of energy project in the framework of local/regional policy directions 
(financed by SF), and summarize these effects as a total input of energy projects’ 
implementation.  
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An additional positive effect on energy saving, energy efficiency measures and RES 
most often compile with the local and regional development objectives: 

• RES, being indigenous sources of energy improve the security of energy supply and 
diversity of the fuel mix. 

• RES have advantages for regions, in which power and heat supply costs are 
considerably higher than average costs in the country. Thus the use of RES – 
electricity and heat in small isolated systems can also help to avoid or delay 
expensive extensions to the grid. 

• Some RES are a labour intensive form of industry and create jobs especially at 
location sites in rural areas. 

Method of evaluation of the above named advantages to be included into the evaluation 
process in feasibility studies is under elaboration. 

5. CONCLUSIONS 

1. The procedures for permits and licensing could be changed to improve the entrance and 
exit conditions for energy marked players. 

2. Successful integration of “bottom up” method for sustainable energy development 
would have a positive impact on effectiveness if the authorities (municipalities, 
government) will be capable generate and implement ideas. It is necessary to organize 
training for municipal staff responsible for the energy sector. Municipal experts must be 
trained to collect the data and develop business plans for investment. It would be useful 
to obligate the local authorities to develop own energy development plans and 
coordinate them with responsible national institutions for policy implementation (e.g. 
Ministry of Energy) and EU directives. 

3. The sustainable energy development in regions could be achieved more efficient if 
responsible institution for development of National energy strategy would be capable to 
take the Master role to organize competitions for municipal authorities for investment 
projects. Projects could be financed by environmental pollution taxes, excise duty for 
natural gas and so on. 
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ABSTRACT  

Ultrasonic anemometers are widely used in many applications in the field of outdoor measurements of 
the wind velocity vectors. Recently indoor air measurements are in rapid progress. Wide variety of 
new sonic instruments induces more detailed analysis of application possibilities and instruments 
characteristics. 1 D, 2D and even 3D ultrasonic anemometers are available for velocity, turbulence, 
and temperature studies. 

Though sonic anemometers have been studied in field measurements for more than two decades new 
designs and new possibilities make research more complicated and are evoking larger complex of 
errors and deviations. 

Several types of anemometers are described in the paper and observed errors as well as predicted ones 
are discussed. Comparison of velocity values are depicted using ultrasonic anemometer fitted under 
laboratory conditions, portable sonic and laser anemometers. For higher velocities static Pitot tube and 
convergent nozzle values are taken as reference ones. Different test facility conditions are under 
research to find installation effects. Fluid flow development in the channel and temperature impacts 
on response time or even velocity value is revealed.  

The conclusion was made that different conditions of air velocity reproduction initiated high 
discrepancies of measured values. Probe orientation and transducer shadowing makes effects on true 
value transferred.  

Keywords: air velocity, ultrasonic anemometer, measurement errors, installation effects 

1. INTRODUCTION 

Air/gas flow measurements are one of the most talking point studying modern industry 
issues. Air/gas flows use in various different kinds of industrial technological processes, 
heating/conditioning systems and controlling microclimate in living/working places urge the 
consumer to be involved into detailed research of microclimate behaviour in a certain medium 
with its leading factors. In scientific point of view air velocity distribution measurements are 
significant in a sense that they display mass and energy transfer consistent pattern.  

Air flow measurement techniques are based on different principles and methods as well 
[1]. Taking into account aims and condition peculiarities measurement instruments are 
selected. The most essential for instrument selection is the cost issue as well as low velocity 
range measurement capabilities in practice.  

The latter problem is evident when operating with widely usable mechanical 
instruments such as cup, vane anemometers [2] and conventional static Pitot tubes [3]. 
Thermal anemometry (TA) that is very sensitive for flow environmental conditions 
(temperature, humidity and contamination) has its own limitations based on velocity threshold 
around 10–15 cm/s [3–4]. Low velocity range for hot wire systems requires special and 
frequent recalibrations. Air flow meters having operating principles of wave methods are the 
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most promising for nowadays but are of small cost effectiveness. Laser Doppler velocimetry 
(LDV or LDA) technique has the potential of being a valuable tool for fluid velocity 
measurements in wide range of velocities [5] and sampling frequencies providing valuable 
information regarding flow pattern and behaviour but the need for release of seed particles 
limits its applications as well as high cost of the systems. An alternative nonintrusive method 
that can be used for airflow pattern predictions is numerical simulation via computational 
fluid dynamics (CFD) computer models [6] that knowing geometry and boundary conditions 
teamwise with physical models of laden in the medium particle response to the predicted field 
gives a visual view of exploratory object. However employing CFD models in real 
experimental applications has serious limitations, and their validation comes into narrow 
nonconfident field with limited configuration.  

As most of nowadays applications come into microscale fields regarding to low velocity 
values an experimental technique that may contribute to airflow studies and help validation of 
CFD models is direct measurements using sonic anemometry [7]. This technique provides 
highly accurate 1, 2 or 3 dimensional (1D, 2D, 3D) measurements of velocity vector 
components in the range of centimetres per second. Ultrasonic methods due to their 
simplicity, cheapness and prompt response to fluctuations are widely used in gas flow 
measurements. The applications cover the range from micrometeorology to optical 
propagation. 

2. ULTRASONIC ANEMOMETER 

2.1. Advantages and disadvantages of anemometer 

Sonic (ultrasonic) anemometer (UA) avoid many problems associated with the 
traditional rotating anemometer and vane sets inertia of moving parts, bearing wear, 
contamination from dust and ice, frequent maintenance, having no starting threshold or 
special fluid preparation with particles. The accuracy of the sonic anemometer is inherently 
stable because its accuracy is determined primarily by the distance between the transducers. 
The small size and fixed orientation of the transducers allow them to be heated at minimum 
power expense to prevent icing.  

Using acoustic measurement principle, the airflow velocity does not need to be 
converted into another value, as it is in thermoanemometry. Equipping the device with 
suitable metrological features (measurement range, sensitivity and accuracy) takes place on 
the construction level and does not require calibration in an aerodynamic tunnel. UA is 
characterized by a wide measurement range, ranging from hundredths of m/s to tens m/s. The 
precision of velocity and airflow direction measurements depends only on the precision of the 
transit time values t1, t2 and d (sound pulse path length) measurements. The devices response 
to airflow velocity and direction (eliminating of the transducers characterised by relatively 
high inertia) variation is very fast. The speed of reaction depends on the frequency of emitting 
the sound pulses. Practically speaking, the measurement can be taken as often as a few 
hundred times per second [7].  

But anyway UA has its own disadvantages as well. Main disadvantages of sonic 
anemometers include:  

• high complexity of electronic systems emitting and registering sound pulses and 
fragile sensors construction,  

• division of vertical and horizontal measuring axes (occurring in some types of 
anemometers),  

• spatial averaging of airflow velocity to the area where measuring paths are 
distributed (definite spatial resolution),  
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• occurring flow disturbances – “shadowing” – caused by the circumflow of air 
around cantilevers and sensors.  

The fact that data collected by sonic anemometer is not continuous loses on significance 
in most cases when we know that probing can be done with very high frequency [7].  

Main sources of errors during measurement by means of acoustic anemometers are: 
• wrong spatial orientation of the anemometer,  
• declination from vertical axis (it should not exceed 1°), 
• incorrect setting of the device’s azimuth,  
• disturbances of flow caused by cantilevers and sensor heads. 
In extreme cases the flow velocity may be underestimated by about 10%. Atmospheric 

deposits and raindrops sediment on sensors, intense precipitation or dust suspensoid – causing 
disturbances in flow of sound pulses between sensors; electronic disturbances, impacting the 
quality of reception of sound pulses – their influence is mineralised in the process of 
construction [7]. 

Anyone who has tested sonic sensors in a wind tunnel soon discovers the major 
drawback to sonic anemometry. The physical construction of the sensor provides obstacles to 
airflow that modify the sensed velocity within the sample volume. Designers of most 3-D 
research grade sonic anemometers using six transducers go to great length to minimize the 
cross section of the device to the dominant horizontal wind. Many of these anemometers have 
three transducers pointing upward and three companion transducers pointing downward. 
Thus, no path is directly in line with the direction of expected maximum wind speed, 
minimizing adverse effects of turbulence. When wind flows past the transducer, it must move 
around the unit’s body. This creates local pressure gradients that may become turbulent. The 
pressure gradient can decrease the efficiency of transfer from electrical energy to sonic energy 
(and conversely, from sonic energy to electrical energy) in the transducers, decreasing the 
received signal strength. The pressure gradients also modify the sonic propagation, much like 
the bending of light at the boundary between two materials of different indices of refraction, 
adding to the decrease of received signal strength.  

At the same time, the turbulence increases the acoustic noise. The drop in the S/N ratio 
prevents the anemometer from achieving top wind speed performance. Wind tunnel tests 
indicate that the effects of turbulence increase when the path between transducers is parallel 
to the wind. This is a problem for orthogonal geometry sonic anemometers because they have 
only two basis vectors and need both to determine the horizontal wind velocity. This is where 
the three-transducer geometry shines. Because the geometry provides one redundant basis 
direction, the parallel or near parallel basis can be discarded, and the sensor can still find a 
solution for wind velocity with the other two bases. 

2.2. Operation principle  

The method of acoustic measurement of airflow is based on the phenomenon of the 
impact of airflow velocity on the velocity of sound wave spread (Doppler effect). The sonic 
anemometers working principle is based on measuring time of sound pulses travel in opposite 
directions, in the same moment, along a known measurement path. 

The measurement of single component of wind velocity vector is conducted by means 
of a set of two transducers, typically piezoelectric devices, placed concentrically against each 
other in a defined distance, emitting and registering sound pulses. Sonic anemometers are 
composed of two or three such sets (measuring axes), creating a frame of reference where 
specific components of wind velocity vector are measured (Fig. 1). In devices in which two 
axes are installed only horizontal components are measured, in devices equipped with three 
such axes, also the vertical component is registered [8]. 
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a) 3D Kaijo Sonic 600 DE [9] b) 2D Windsonic, GILL Instruments 

Fig. 1. Different type of UA transducers’ configuration 

   
Fig. 2. Detailed scheme of UA installed in the channel: A, B – niches for transducers 

 
As it was mentioned using UA time difference of ultrasound propagation downward and 

upward to air flow directions is defined. Air velocity using UA in Fig.2 is calculated via: 

 ( )elttt
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2
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21 −+
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here t1, t2 – signal propagation time between transducers down the flow (1) and upwards (2), 
c – sound velocity; tel1,2 – signal delay in electric circuit down the flow (1) and upwards (2), 
L = L0 + ΔL – distance between transducers, ΔL – measured distance elongation due to 
transducers installation into the niches made in pipe wall, L0 – distance from pipe wall  

Using the latter UA to reproduce air velocity value signal propagation times, length of 
signal path that intersects with air velocity propagation direction at an angle ϕ  and sound 
velocity in a still medium should be measured. As air velocity distribution could be 
nonuniform in the cross-section of the pipe it should be know in advance before averaging 
velocity along sound ray path.  

KAIJO UA enables to measure three dimensional (X(axial), Y, Z) velocity vector 
derived from the propagation time of the ultrasonic waves between each of three pair of 
transducers and signal processing unit provides a scalar value of the air velocity: 

 222
zyx vvvv ++= . (3) 

3. EXPERIMENTAL RESULTS AND DISCUSSION 

All the experiments related to the topic are made in a test rig that is depicted in a Fig. 3. 
In previous publications [3, 5, 10] good correlation of UA values with the measured by LDA 
and calculated from convergent nozzle ones was shown. Resolution of laboratory UA is from 



             CYSENI 2010, May 27–28, Kaunas, Lithuania 
             ISSN 1822-7554, www.cyseni.com 
 

VI-242 
 

0.03–0.04 m/s giving stable values up to 10 m/s but used to measure mean velocity only. UA 
is arranged at the initial sector of the channel the influence of developing boundary layer is 
weak and values of UA could be treated as local velocity at the central core of the channel 
axis with high accuracy taking into account coefficient of proportionality. After detailed 
analysis it could be stated velocity uncertainty that shows very similar level to the LDA one. 
Contribution factors and total expanded uncertainty is given in a Table 1. 

 

 
 

Fig. 3. Test facility: 1 – UA measurement plane, 2 – a window for LDA measurements  
(C plane) and 3 – a hole for instrument under calibration (D plane).  

A, B, E – measurement planes  

Table 1. Total UA uncertainty and contribution components 

 

Sources of uncertainty 

 

Estimate 

 

Standard 
uncertainty 

 

Distribu-tion 

Sensiti-
vity 

coeffi-
cient 

Contri-
bution to 
the uncer-
tainty, % 

Sound velocity uncertainty 

Distance between 
transducers, L 

0.5922 m ± 0.021 mm Rectangular  1 0.0014 

Signal delay time,  15.5.10-6 s ± 0.02 μs Rectangular 1 3·10-4 
Signal propagation time 

measurement downstream, t2 
1700 μs ± 0.02 μs Normal 1 0.00112 

Signal propagation time 
measurement upstream, t1 

1774 μs ± 0.02 μs Normal  1 0.00111 

Temperature, T 20 ºC 0.07 ºC Rectangular  0.5 0.0118 
Humidity, ϕ 50 % 0.69 % Triangular 1 0.002 

Air molar mass, μ 28.9626 
kg/kmol 

0.001 Normal -0.5 0.001 

Gas constant R 8314.51 
J/mol·K  

0.00007 Normal 0.5 2.43·10-7 

Adiabatic coefficient, 
κ (for air) 

1.4001 0.0001 Normal 0.5 0.0021 

Acceleration, g 9.8145 m/s2 0.001 Normal 0.5 0.0029 

Air velocity uncertainty 

Velocity of sound calculation, 
c 

344.035 m/s 
 

0.1186 Normal  1 0.0048 

Repeatability 0.05 m/s 
 0.2 m/s 
 1.0 m/s 
10.0 m/s 

0.00196 m/s 
0.00184 m/s 
0.00148 m/s 
0.00263 m/s 

Normal   - 3.8854 
0.9836 
0.1477 
0.0286  
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Reproducibility 0.05 m/s 
 0.2 m/s 
 1.0 m/s 
10.0 m/s 

0.00375 m/s 
0.00359 m/s 
0.00341 m/s 
0.00320 m/s 

Normal  - 7.504 
1.795 
0.341 
0.032 

Signal propagation time 
measurement downstream, t2 

1700 μs ± 0.02 μs Normal 1 0.00116 

Signal propagation time 
measurement upstream, t1 

1774 μs ± 0.02 μs Normal  1 0.00115 

Angle between transducers, α 45.65º  ± 0.5 º Rectangular 1  0.6324 
Length of distance under flow 

L0=L-∆L 
0.5594 m  ± 0.021 mm Rectangular 1 0.00217 

 
 

Air velocity in the channel, m/s 

0.05 
 0.2 
 1.0 
10.0 

 
Expanded uncertainty (k=2), % 

17 
4.3 
1.5 
1.3 

 
The major factors contributing total air velocity uncertainty are angle between 

transducers determination and value repeatability and reproducibility coming up from velocity 
reproduction by the test rig. Sound velocity determination is very dependent on ambient 
conditions (T and ϕ) variation.  

Trying to analyse peculiarities of flow development in the channel air velocity change 
in the centre (maximum velocity) has been shown by Fluent using laminar model. Fig. 4. 
shows maximum velocity growth in the channel, the initial inlet region from convergent 
nozzle with 1650/400 mm diameters is characterized by unsettled flow that needs at least 2–
3D (D-diameter of the channel, 400 mm) to be set. At the distance x/D=3, the plane where 
LDA measurements basically are done (C plane, Fig. 3.), the flow reaches establishment 
phase and downwards the flow remains unchanged with slightly growing boundary layer. 

5,0E-03

5,5E-03

6,0E-03

6,5E-03

7,0E-03

0 1 2 3 4 5 6 7

v,
 m
/s

x/D  
Fig. 4. Axial velocity development from the nozzle outlet modelled by FLUENT, 

s/m.v 0050=  

The flow establishment is confirmed by the experiment with 2D Windsonic portable 
UA made by GILL and depicted in Fig.1.b. The instrument was tackled on the peel and 
dragged along the channel from the nozzle outlet, initial region of the channel, near the wall. 
Despite this UA enables to measure two velocity vectors it shows flow angle (α, °) upcoming 
towards as well, revealing vorticity. From angle measurement results one could state that the 
flow has a uniform profile though for low velocities it was noticed that flow is vortical 
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(Fig. 5). This phenomenon could influence air velocity measurement accuracy and real 
velocity value overall. It happens due to the uneven flow transversely the perimeter of inlet 
channel. At the very beginning of the initial region in the channel air drag could develop 
along the axis and the intensity could alter in essence when lowering velocity. 

70

120

170

220

270

320

370

0 3 6 9 12 15 18
v, m/s

α
, °

 
Fig. 5. Instantaneous axial velocity vector angle in dependence of axial velocity magnitude 

When speaking about low velocities, low Reynolds (Re) region (1.3⋅103–5⋅103), 
transitional flow regime starts manifesting with its instabilities in a manner of Tollmien- 
Shlichting waves that basically exist at the boundary layer. When increasing velocity these 
waves transform into turbulent vortices in fully developed turbulent flow. Low turbulence 
degree in turbulent region, when decreasing velocity from s/m.v 150= , (Fig. 6) sharply 
increases when transitional flow region, s/m..v 150050 ÷= , is reached. And moreover 
turbulence intensity variation is uneven.  
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Fig. 6. Measurement of turbulence in the channel by: 1 – 1D UA, 2 – TA, 3 – LDA 

The transitional region is very sensitive to various disturbances but suppressing them 
transitional region could be shifted towards higher Re range or reinforcing them could be 
shifted the region towards much lower Re values. Regrettably, this phenomenon is 
complicated and poorly explored. Turbulence intensity (Tu, %) evoked by various scale and 
high frequency vortices in turbulent flow does not make any sense to local velocity 
measurements but for low velocities involving transitional region it influences velocity 
measurements and could be a considerable contribution to result uncertainty especially for 
values of instruments sensitive to Tu variation. In Fig. 6 one can see a Tu degree measured by 
different instruments in different scale (LDA in 1.5 mm, TA in 30 mm and UA in 400 mm 
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volume) but is of similar magnitude. Small scale Tu is cut off when measuring with UA and 
only large scale pulsations are averaged in 400 mm pipe. 

Investigations of flow using 3D Kaijo Sonic UA confirm the propositions made in the 
paper. Three velocity components reveal flow pulsations in X (axial velocity direction), Y and 
Z directions and are depicted in Fig. 7 and 8. In Fig. 7 standard deviations in m/s of each 
velocity vector pulsation in dependence of axial velocity show that with velocity increase all 
components pulsations absolute values are of similar magnitude and increase non gradually 
especially at low velocities.  

0,00

0,03

0,06

0,09

0,12

0 6 12 18 24 30

v'x
,y,
z, 
m
/s

vx, m/s

1 2 3

 
Fig. 7. Standard deviations of velocity component pulsation in dependence on axial velocity 

increase (velocity pulsations z,y,xv′  in 1-2-3 respectively Y, Z and X directions,  
vx – axial (longitudinal) velocity component)  

 
At 2 m/s ( 41035 ⋅= .Re ) a sudden pulsation augmentation is observed, relative value of 

which increases greatly (Fig. 8). Further with axial velocity increase pulsations settle into the 
range of 0.4 % confirming sharp flow structure reformation in transitional regime and 
remaining stable later as turbulent flow starts to develop. In all measured velocity range 
transverse components are small showing longitudinal flow domination in the channel. 
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Fig. 8. Relative flow turbulence in X, Y and Z directions 
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So, transverse pulsations influence is weak except for low velocities it manifests 
(Fig. 9). For lower than 2 m/s the level of these pulsations increases up to 2.5% when for all 
the rest velocities is ~0.5%.  
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Fig. 9. Flow vorticity along the channel 

Reformation of flow structure during transitional process makes a considerable impact 
to low velocity value reproduction that was evident in result scattering during EURAMET 
intercomparison participants [11] and uncertainty level increase due to velocity value 
reproducibility and repeatability depending not only on instrument resolution and accuracy.  

Fig. 10. shows a very relative results of uncertainties of high accuracy instruments – 
LDA and ultrasonic ones – portable KAIJO and laboratory UA. Transitional flow regime is 
characterized by sharp increase of uncertainty up to 20%. For a wide range velocity 
measurement uncertainty does not exceed 0.7% with LDA, 2% with UA.  
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Fig. 10. Total uncertainty comparison of: 1 – LDA, 2 – UA 1D, 3 – 3D UA Kaijo SONIC 

4. CONCLUSIONS 

Transitional flow regime could be divided into two zones. First one, when 
33 10510Re ⋅−= , longitudinal instabilities dominate in the flow structure and evoke high 

transverse velocity value components. It could be attributed as early initial stage of 
instabilities development and the question has no reply if flow suck phenomenon influences 
this zone and the range of it. In the second zone ( 43 10)5(1105Re ⋅−⋅= ) instabilities intensity 
is increasing up to vortices structure that is typical when developing of turbulent flow. The 
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region displays pulsation increase. High flow sensitivity for low Re to various disturbances 
causes transitional flow regime zones displacements. Instruments accessing this region acts in 
different manner and measurements become complicated and with no repeatable consistent 
pattern. 
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ABSTRACT 

In this paper we present the results on numerical investigation of the local opposing mixed convection 
heat transfer in the laminar-turbulent (transition) region in the inclined flat channel (inclination angle 
ϕ = 60o from horizontal position) using Ansys Fluent 12 code. Modelling was performed using kkl-ω, 
SST and Reynolds Stress low-Re stress-ω models. The data of modelling, using turbulence transition 
models, have been compared with experimental data and previous results of numerical modelling 
using laminar model. Numerical investigations have been performed for the same conditions as 
during the experiment with airflow pressure of 0.4 MPa and at the Reynolds numbers of 1.9 · 103, 2.4 
103, 3.1 · 103, 4.7 · 103 and Grashof numbers 1.5 · 109, 1.7 · 109, 1.9 · 109, 2.4 · 109 respectively. There 
is some difference between the results generated using different turbulence transition models, but in 
all cases modelling results demonstrate that vortices exists near the upper and bottom heated walls. 

Keywords: opposing mixed convection, inclined flat channel, transition region, numerical modelling 

1. INTRODUCTION 

For modern nuclear and thermal energy technologies, computer, chemistry and other 
technologies reliability requirements are very important. So, designers of such technologies 
must have the detailed information about the processes including thermal ones that very often 
define the reliability and operation lifetime of the equipment.  

Heat and momentum transfer in single-phase flows in case of complex processes under 
effect of buoyancy, are still not investigated in details. Due to the importance of the problem 
for engineering applications a lot of researchers concentrated their attention to the turbulent 
mixed convection heat transfer investigations in vertical circular tubes. Wide investigations 
on this problem for turbulent flow in the vertical and horizontal channels were performed at 
the High Temperature Institute in Moscow [1], at the Manchester University [2, 3] and at the 
Lithuanian Energy Institute (LEI) [4–6]. At the LEI also investigations of the turbulent mixed 
convection in the inclined flat channels with one side heating (under effect of stable and 
unstable air density stratification) have been performed [7–9]. It was revealed that heat 
transfer is closely related to the channel inclination angle in case of the stable density 
stratification but heat transfer practically does not depend on the channel inclination angle in 
case of the unstable air density stratification. 

Investigations of heat transfer in the laminar-turbulent transition region under the effect 
of buoyancy are rather limited. The flow character in pipes in a laminar-turbulent transition 
region was investigated in [1, 10–12]. In paper [13] the results on numerical investigation of 
the local opposing mixed convection heat transfer in a vertical flat channel with symmetrical 
heating for laminar and vortex airflow (at p = 0.1; 0.2 and 0.4 MPa and Re numbers from 
1500 up to 4310, with Grq number variation from 1.65 · 105 to 3.1 · 109) were presented. The 
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new correlations were suggested for determination of the non-dimensional distance at which 
the flow stability is lost in the flat channel with opposing flows. In another paper [14] the 
detailed results on experimental and numerical investigation of the local opposing mixed 
convection heat transfer in a vertical flat channel with symmetrical heating (qw1 ≈ qw2 ≈ const) 
in the laminar-turbulent transition region were presented. It was shown that as the influence of 
the buoyancy becomes stronger the circulating flows appear along the channel. These flows 
cause asymmetry of velocity profiles and increase in heat transfer up to Re ≈ 8 · 103, when p = 
0.4 MPa. The experiments were performed at airflow of different pressures (0.1, 0.2 and 
0.4 MPa) in the range of Re from 2 · 103 to 5 · 104 and Grq up to 1.5 · 1010. In the paper [15] 
the results on experimental investigations of the local opposing mixed convection heat 
transfer in the same vertical flat channel with symmetrical heating in the laminar-turbulent 
transition region at higher air pressures (0.7, 0.8 and 1.0 MPa) when buoyancy effect is 
prevailing in the range of Re from 2 · 103 to 4 · 104, and Grq up to 1.0 · 1011 were presented. 
The experimental data show similar tendencies in the heat transfer at higher air pressures 
(0.7 –1.0 MPa) as it was revealed at smaller air pressures (0.2–0.4 MPa). But at higher air 
pressures the transition from the vortical flow regime to the turbulent one does not causes 
such drastic decrease in heat transfer as it was noticed at smaller air pressures (for p = 
0.2 MPa at Re ≈ 4000, for p = 0.4 MPa at Re ≈ 8000). The recent review of the mixed 
convection in the channels including transition region was presented in [16]. Poskas et al. [17] 
presented the preliminary results on experimental investigations of the local opposing mixed 
convection heat transfer in the inclined flat channel (inclination angle ϕ = 60o from horizontal 
position) with symmetrical heating in the laminar-turbulent transition region at 0.4 MPa air 
pressures when buoyancy effect is prevailing in the range of Re = 1.5 · 103 – 5.3 · 104, and Grq 
up to 1.5 · 1010. The experimental data show similar tendencies in the heat transfer as it was 
revealed in vertical channel. There are only minor differences in the local heat transfer for 
upper (stable density stratification) and bottom (unstable density stratification) walls. 

In this paper the results on numerical investigations of the local opposing mixed 
convection heat transfer in the laminar-turbulent transition region in the same flat channel 
with inclination angle ϕ = 60o from horizontal position is presented. Numerical two-
dimensional simulations were performed for the same channel and for the same conditions as 
in experiments using Fluent code. Simulations were performed at air pressure p = 0.4 MPa 
with symmetrical heating for the Reynolds numbers of 1.9 · 103, 2.4 · 103, 3.1 · 103, 4.7 · 103 
and Grashof numbers Grqin = 1.5 · 109, 1.7 · 109, 1.9 · 109, 2.4 · 109 respectively.  

2. METHODOLOGY 

In this paper results on two-dimensional numerical modelling of opposing mixed 
convection (upward oriented flow due to natural convection and downward oriented flow due 
to forced flow) in inclined flat channel (height – 0.0408 m, length – 6 m, hydrodynamic 
unheated length – 2.5 m, heated (calorimeter) length 3.5 m) with two sides symmetrical 
heating (qw1 = qw2 = const) are presented for steady state flow conditions in airflow. The 
modelling was performed using turbulence transition models: kkl-ω, SST, and Reynolds Stress 
low-Re stress-ω model.  

The k-kl-ω model is considered to be a three-equation eddy-viscosity type, which 
includes transport equations for turbulent kinetic energy k, laminar kinetic energy kL, and the 
inverse turbulent time scale ω [18]. The transition SST model is based on the coupling of the 
SST k-ω transport equations with two other transport equations, one for the intermittency and 
one for the transition onset criteria, in terms of momentum-thickness Reynolds number [19]. 
The low-Re stress-omega model is a stress-transport model that is based on the omega-ω 
equations and LRR (Launder, Reece and Rodi) model [20].  
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The modelling has been carried out using Ansys FLUENT 12 code. It is a contemporary 
computational fluid dynamics code, which is used for modelling the fluid flow and heat 
transfer in complex two-dimensional or three-dimensional systems [21]. This code solves the 
main flow and energy equations. In this case a control volume based technique is used which 
is based on division of the domain into discrete control volumes using a computational grid 
(which at the same time describes channel geometry). 

The steady state mean flow equations to be solved in the two dimensional problem are:  
conservation of mass (continuity), 
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Boundary conditions are: 
• At the inlet to the experimental setup longitudinal air velocity ux is equal to inlet 

velocity uin, transversal velocity uy = 0. Air enthalpy i at the inlet to the calorimeter 
is equal to the inlet air enthalpy iin. 

• On the walls (y = 0 and y = h) longitudinal ux and transversal uy velocities are 
equal to 0. Heat flux on the calorimeter walls are qw1 = qw2 = const. 

 
In the course of modelling process, it is very important to create the proper grid, since in 

most cases it defines the accuracy of the modelling and the stability of the solution. The grids 
30 x 2200, 50 x 6000 and 60 x 7500 were tested in [22] and finally the grid 60 x 7500 was 
selected, because the tests show good agreement of results for last two grids. In this paper else 
more higher grid 80 x 7500 was used (Fig. 1). 
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Fig. 1. Computational domain and partial view of the grid 

3. RESULTS 

The velocity profiles for various transitional models: kkl-ω, SST, Reynolds Stress low-
Re stress - ω and laminar, for Rein = 3.1 · 103 are illustrated in Fig. 2.  

We can see that using kkl-ω model (Fig. 2a) the flow in the central part of the channel is 
always downward oriented for all x/de (the direction of forced flow), but velocity profiles at 
some x/de are asymmetric. The flow structure shows backward flow near both walls (Fig. 3). 
At x/de = 1.9 (Fig. 2a, curve 1) the backward flow near the both channel walls occupies 
almost the same part of the cross-section, and the maximum velocity is at y/h ≈ 0.5. At x/de = 
3.9 (Fig. 2a, curve 2) the backward flow is asymmetric and near the bottom (right) wall 
occupies a larger part of the cross-section than that near the upper (left) one, and the 
maximum velocity is at y/h ≈ 0.5 also. At x/de = 22.3 (Fig. 2a, curve 3) the flow is almost 
symmetric as well and near the both channel walls is also oriented upwards, but in 
comparison with x/de = 3.9, the backward flow occupies smaller part of the cross-section near 
the both walls. It is seen that maximum velocity of the flow has moved a little bit to the 
central position y/h ≈ 0.5. For other x/de (x/de = 30.4) (Fig. 2a, curve 4) the velocity profile is 
very similar to the previous one, but the backward flow near the both walls becomes weaker. 
Almost the same situation we observe at the largest x/de (x/de = 42) (Fig. 2a, curve 5), but here 
the backward flows near the both walls are the weakest ones. The maximum velocity of the 
downward flow is at y/h ≈ 0.5 for both x/de (x/de = 30.4 and x/de = 42).  

Using SST model (Fig. 2b) we observe very similar situation as it was with kkl-ω model 
that the flow in the central part of the channel is also always downward oriented for all x/de, 
and velocity profiles are asymmetric at some x/de as well. But in general it can be stated that 
velocity profiles are less fullfilled and gains more parabolic shape comparing with kkl-ω 
model case. Along the channel also backward flow exists at the walls.  

The parabolic shape of velocity profiles are also visible in case of Reynolds Stress low-
Re stress - ω model, but the distribution along the channel is more chaotic, because the model 
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shows vortexes at the beginning of heated channel. The maximum velocity is moving in the 
region y/h ≈ 0.45–0.6.  

In case of laminar modeling (Fig. 2d) the vortexes exist near channel walls. The 
chequerwise circular flow takes place at the walls. As a result, the velocity profile becomes 
distorted and the flow in the center of the channel gains sinusoid character. The direction of 
flow in the central part of the channel is downward oriented for all x/de (the direction of 
forced flow), but the velocity profiles are always asymmetric, and in almost all cross-sections 
(except x/de = 22.3) near the upper (left) wall occupies much larger part of the cross-section 
than that near the bottom (right) one, and the maximum velocity is at y/h ≈ 0.4.  

Variation of heat transfer along the channel for different Re using different models is 
illustrated in Fig. 4. As  it can be seen, the appearance of the circular flows near the walls (in 
case of laminar modelling (Fig. 4a and Fig. 4b)) at the very beginning of the channel greatly 
influences the heat transfer variation along the channel. Flow structure obtained from laminar 
modeling case shows that the highest vortexes are at the beginning of the heating section and 
the scale of vortexes is diminished along the channel [23]. Therefore at the beginning of the 
heating section heat transfer is more intensive.  

 
 

  
 

   

Fig. 2. The dynamics of velocity profiles for Rein = 3,1 · 103, Grqin = 1.9 · 109 using: a) kkl-ω, 
b) SST, c) Reynolds Stress low-Re stress-ω and d) laminar [23] models. 1 curve – x/de = 1.9; 

2 – 3.9; 3 – 22.3; 4 – 30.4; 5 – 42. 

 



             CYSENI 2010, May 27–28, Kaunas, Lithuania 
             ISSN 1822-7554, www.cyseni.com 
 

VI-253 
 

 
Fig. 3. Flow structure at the beginning (a) – x/de ≈ 0.3 and b) x/de ≈ 1.9) of heated channel 

using kkl-ω model for Rein = 3.1 · 103, Grq = 1.9 · 109  

 
Analyzing heat transfer variation from upper wall for lowest Re number (Rein = 1.9 · 

103) it can be stated that laminar model gives higher results at the beginning of the heating 
section till x/de ≈ 5 and lower results at the heat transfer stabilized region from x/de ≈ 22 till 
42 comparing with experimental data (Fig. 4a). 

For higher Re numbers heat transfer variation character remains similar, but the regions 
where modeling results are higher or lower that experimental data are different i.e. for Rein = 
2.4 · 103 laminar model gives higher results till x/de ≈ 7 and lower results from x/de ≈ 22 till 
42 (Fig. 4c). For Rein = 3.1 · 103 laminar model gives higher results till x/de ≈ 15 and lower 
results from x/de ≈ 30 till 42 (Fig. 4e). For Rein = 4.7 · 103 laminar model gives higher results 
till x/de ≈ 25 and lower results from x/de ≈ 35 till 42 (Fig. 4g) comparing with experimental 
data. 

Fig. 4 demonstrates clear difference between intensity of heat transfer from upper 
(stable air density stratification) and bottom (unstable air density stratification) walls. This 
difference is decreasing with increasing of x/de, but for all x/de heat transfer from bottom wall 
is higher than from upper one. 

Analyzing heat transfer variation from bottom wall for lowest Re number (Rein = 1.9 · 
103) we can observe that at the beginning of the heating section modeling results practically 
coincide with experimental data and from x/de ≈ 10 till 42 are lower than experimental ones 
(Fig. 4b). In case of higher Re number (Rein = 2.4 · 103) laminar model gives a little bit higher 
results till x/de ≈ 10 and lower results from x/de ≈ 18 till 42 (Fig. 4d). For else more higher Re 
number (Rein = 3.1 · 103) modelling gives higher results till x/de ≈ 15 and lower results from 
x/de ≈ 18 till 42 (Fig. 4f) and for the highest Re number (Rein = 4.7 · 103) laminar model gives 
higher results till x/de ≈ 20 and lower results from x/de ≈ 20 till 42 (Fig. 4h) comparing with 
experimental data. 
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Fig. 4. Variation of heat transfer along the channel for different Re using different models:  
1 – laminar model, 2 – kkl-ω model, 3 – SST model, 4 – Reynolds Stress low-Re stress-ω 

model; 5 – experiments. a, c, e, g – upper wall; b, d, f, h – bottom wall 
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The flow structure in case of transition models (kkl-ω, SST and Reynolds Stress low-Re 
stress-ω) also shows vortexes at the very beginning of the heating section, therefore heat 
transfer intensity is similar comparing with laminar modeling case. In the heat transfer 
stabilized region there are no vortexes observed in case of transition models, therefore heat 
transfer intensity practically in all analyzed cases are lower than in case of laminar modeling 
and the correlation with experimental data is worse.  

Correlation between numerical modelling results and experimental data in the heat 
transfer stabilized region for Rein = 1.9 · 103 is better using laminar and Reynolds Stress low-
Re stress-ω transition model where difference is about 32 % for upper wall and about 37% for 
bottom wall. For higher Re numbers (Rein = 2.4 · 103 – 4.7 · 103) correlation between 
numerical modelling results and experimental data in the heat transfer stabilized region is 
better using laminar and SST transition model where difference varies from 14 – 27% for 
upper wall and from 19 – 33% for bottom wall.  

Finally it can be stated that used turbulence transition models do not improve prediction 
of the mixed convection heat transfer in the transition region in comparison with laminar 
model.  

4. CONCLUSIONS 

Analysis of the numerical modelling data on opposing mixed convection in transition 
region in an inclined flat channel (inclination angle ϕ = 60o from horizontal position) with 
symmetrical heating leads to the following conclusions:  

1. Modelling results demonstrate the vortex structure of the flow at the beginning of 
the channel and vortex flow (laminar model) or backward flow (transition models) at 
higher x/de. 

2. Used turbulence transition models do not improve prediction of the mixed 
convection heat transfer in the transition region in comparison with laminar model.  
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NOMENCLATURE 

b  channel width (m) 
cp  specific heat (J/(kg K)) 
de  equivalent diameter of the channel [de = 2hb/(h+b)](m) 
Grq 
  

Grashof number defined by the heat flux specified on   the surface  
[Grq = g·β· de

4·qw/ν2·λ] 
g  acceleration due to gravity (m/s2) 
h  channel height (m) 
i  enthalpy (J/kg) 
Nu Nusselt number [Nu = αde/λ] 
Pr  Prandtl number [Pr = μcp/λ] 
p  pressure (Pa) 
q  heat flux density (W/m2) 
Re  Reynolds number [Re = ude/ν] 
T  temperature (K) 
u  local flow velocity (m/s) 
x  axial coordinate measured from start of heating (m) 
y       transverse coordinate 
 
Special characters 
α heat transfer coefficient [α = qw/(Tw – Tf)] (W/(m2 K)) 
β  volumetric expansion coefficient (1/K) 
ϕ inclination angle (degree) 
λ   thermal conductivity (W/(m K)) 
ν  kinematics viscosity (m2/s) 
μ  dynamic viscosity (Pa s) 
ρ  density (kg/m3) 
 
Subscripts 
in  at the inlet 
f in the flow 
w  at the wall 
x  axial coordinate 
y  transverse coordinate 
1 first wall 
2 second wall 
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ABSTRACT 

Hydrogen is considered to be one of the most preferable alternatives to organic fuel for transport 
applications and power engineering overall. Hydrogen usage in energy production processes leads to 
great decrease of environment pollution. Fuel cells based on direct transformation of chemical energy 
of hydrogen and hydrogenous fuel into electric energy became a perfect solution for further 
development.  

Fuel cells have been used widely in different application fields due to their high performance 
coefficient, high reliability and absence of harmful impact. However, a large amount of wasted heat 
requires an effective thermal management. Such system needs to remove heat fluxes during fuel cell 
operation as well as to provide uniform temperature distribution on the surface of electrodes. Heat 
pipes are particularly suited to these requirements owing to their efficiency and ability to transfer high 
heat fluxes.  

Flat heat pipe with sintered capillary porous structure is presented as a base of fuel cell thermal 
management system. Heat flux densities over 100 W/cm2 have been observed without any critical dry-
out during experiments. Used samples had different porosity and grain diameter. Water was used as a 
working fluid and experiments were carried out at saturation temperatures 70, 80 and 90ºC. 
Application of flat heat pipes can be considered as a successful way to maintain necessary temperature 
regime and to increase total fuel cell performance. 

Keywords: capillary porous structure, evaporation, heat pipe, thermal management, fuel cell  

1. INTRODUCTION 

Fuel cells (FC) known as electrochemical generators with high efficiency are 
considered as perspective energy sources. The main advantages are high performance 
coefficient and absence (or very low level in some cases) of harmful pollutions. Depending on 
construction, maximum performance of contemporary FC is about 40–60%. Owing to 
chemical reactions of hydrogen or hydrogenous compounds and oxygen electric energy is 
generated as well as heat dissipation occurs. The problem of heat dissipation is very important 
for sustainable functioning of FC. Membrane FCs have special requirements on temperature 
and humidity determined. Incoming reactant gases should have a certain temperature. 
Moreover, not only a temperature value of electrodes but also uniformity of temperature field 
makes a great influence on FC performance and reliability. Overheating and local dry-out of a 
membrane may cause FC failure. That is why FC stacks require an appropriate thermal 
regulation. Besides observance of these conditions such thermal management system is able 
to increase the whole FC system efficiency by using waste heat as secondary source of heat 
energy instead of removing of dissipated heat into atmosphere [1]. 

Among the main methods of thermal control of FC, natural and forced convection, 
liquid cooling, heat removing by thermal conductivity and heat transfer at phase changes have 
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gained a widest distribution [2]. Heat pipes belong to the latest method that enables to remove 
high heat fluxes and can be easily fabricated at the same time. 

Flat heat pipes are very efficient heat transfer devices. Phase change phenomena 
occurring inside allow them to transport heat fluxes of high level with small temperature 
gradients. Heat pipes are widely studied all over the world as a base of thermal regulation 
systems of electronic components (especially diodes, thyristors, PC chips). In recent years 
another interesting application of heat pipes has appeared. Due to great performance 
characteristics, heat pipes can be applied for thermal management systems of fuel cells. The 
concept of heat pipes application and using of heat pipe phenomenon in thermal regulation of 
fuel cells is described in [3]. Author of [4] has proposed a method of embedding a set of 
cylindrical miniature heat pipes inside bipolar plate of FC. Investigations of flat heat pipes 
with micro grooves are illuminated at [5]. Flat heat pipes can be easily mounted on heat 
dissipation source and do not need high technologies for holes drilling. An alternative design 
of carbon bipolar plate containing flat heat pipe is also mentioned in [2].  

Nowadays evaporation heat transfer is one of the most promising technologies in 
electronics cooling and power engineering thermal management. Absence of moving parts 
makes cooling system more reliable and quiet. Intensification of heat transfer process by 
using of enhanced heat transfer surfaces leads to sufficient reduce of cooling system weight, 
size and energy consumption. Evaporation heat transfer can be strongly increased by covering 
the surface with a porous layer in good thermal contact with base [6]. Numerous 
investigations, e.g. [7], confirm enhancement of heat transfer coefficient in several (up to 10) 
times compared to the smooth surface.  

Porous coatings should have advanced system of capillary channels, high effective 
thermal conductivity and enough mechanical strength, good mechanical contact with heat 
transfer surface (base, walls). In addition, porous structure should have long-termed resistance 
to erosion and vibration effects. Moreover, it should be producible and reasonably priced. 
Porous structure of sintered copper powder is a promising solution, meeting the above 
mentioned requirements [8]. Capillary-porous wick is responsible for heat transfer capability 
of heat pipe, therefore right choice of capillary structure is of a great importance. Since 
theoretical prediction of evaporation heat transfer in porous structures is rather complicated 
due to description of porous structure (especially taking into account a variety of its types and 
specificity), experimental study is essential in such investigations.  

The main object of experimental investigation is to obtain a value of heat transfer 
coefficient of porous structures saturated with liquid. This allows to evaluate critical heat flux 
transferred by porous structure that makes possible to choose an appropriate structure for 
given conditions. 

2. EXPERIMENTAL SETUP 

Experimental samples of porous structure were produced by sintering of copper particles that 
form a structure of 2 mm thickness. This porous layer covers a thin copper plate of 
rectangular shape. Grain diameter is equal to 20 and 200 μm, porosities of the samples are 0.5 
and 0.57. Given values of porosities were obtained by adjustment in conditions of sintering 
process. Copper plate with porous structures under investigation makes a base of flat heat 
pipe, which has a massive lateral walls (Fig. 1). Transparent lid of heat pipe made from pyrex 
glass allows visualization of phase change processes occurring inside the pipe during the tests 
(Fig. 2).  
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Fig. 1. Photograph of tested heat pipes with samples of porous structures 

 

 
Fig. 2. Schematic diagram (cross-cut) of the heat pipe 

 
Water was chosen as a working fluid in the experiments. During preparation process the 

porous structure of each sample was purified and oxidized in order to improve wetting 
characteristics. 

An electric heater was attached to the copper base to ensure heat input. Heat removing 
from other end of the heat pipe is realized by heat sink with running fluid. To prevent heat 
losses insulation was made around this assembly. 

During the experiment electric current was applied to the heater, which was placed to 
emulate the heat of a component to be cooled [9]. As a result a certain heat flux came to the 
copper base of heat pipe through the area of appr. 0.5 cm2. The heat flux spreads through 
copper base to porous structure, causing heating and evaporation of working fluid. Generated 
vapor came to the space between porous structure and glass lid of heat pipe, and then 
condensed at the upper cooled part (evaporation zone was disposed below condensation one). 
The greater loaded heat flux, the lower temperature of a cooling fluid in the condenser. 
Constancy of vapor temperature was provided by thermostat temperature regulation. 
Condensed liquid phase returned to the evaporation zone through capillaries of porous 
structure. Liquid supply of porous structure in evaporation zone was mainly caused by 
capillary forces. Gravitational forces participate in liquid return to the evaporation zone in 
some extent as well. Thus liquid was returned to the heating zone and evaporated again.  

Vapor 
thermocouple

Heater 
block

Heat 
exchanger 
Measurement 

surface

Pyrex



             CYSENI 2010, May 27–28, Kaunas, Lithuania 
             ISSN 1822-7554, www.cyseni.com 
 

VI-261 
 

The experiments were realized at saturation temperatures of 70, 80 and 90ºC and heat 
load from 0 to approximately 210 W (it depended on the tested sample). To control 
temperature seven thermocouples were fixed on the surface of copper base of heat pipe and 
one thermocouple was inserted into vapor space to measure saturation temperature. Schematic 
diagram of experimental setup is shown on Fig. 3. The tested heat pipe 1 was placed inside an 
insulation box 2, which was attached to a tilting mechanism 3. Electrical current for a heater 
was yielded by a power supply 4. Cooling fluid flowed through a heat sink and was thermally 
managed by the thermostat 5. A commutating device 6 for thermocouples was used to 
centralize data acquisitions. Experimental managing was realized using a program on personal 
computer 7. When a signal of certain heat load given to the electric heater and desirable vapor 
saturation temperature set, steady state was reached for investigated sample while heat 
removal intensity was fitting.  

 

 
 

Fig. 3. Experimental setup: 1 – heat pipe (porous structure), 2 – insulation, 3 – tilting 
mechanism, 4 – power supply, 5 – thermostat, 6 – thermocouple commutator, 7 – data 

acquisition system (PC) 
 

3. CALCULATIONS OF THE EFFECTIVE CONDUCTIVITY OF POROUS 
STRUCTURES AND EXPERIMENTAL RESULTS  

The thickness of heat pipe base was only 0.5 mm and the area heat flux applied to was 
very small (about 0.5 cm2). These circumstances admited to suppose that heat flux spreads 
mainly in direction from heater towards the porous structures. The aim was to determine 
coefficients of effective conductivity of porous structures saturated with liquid. For their 
evaluation a task of conductivity of multi-layer wall was considered on the base of 
experimental results. The data of thermocouples readings at low heat loads at initial stages of 
heating process were used. The coefficient of effective conductivity λeff of saturated porous 
structure was calculated by: 

 
1 3

eff
Cu

Cu

t t
q

δ
λ =

− δ
−
λ

, (1) 

δ is the thickness of a porous structure, Cuδ  is the thickness of a copper base of the heat pipe, 

Cuλ  is the coefficient of thermal conductivity of copper, t1 is temperature of a base, t3 is 
adiabatic temperature, q is applied heat flux density. 

On the other hand, thermal conductity of porous structure can be predicted theoretically.  
Faghri [10] described several calculations aiming to evaluation of effective conductivities of 
porous wicks. Maxwell expression (2) for conductivity of a heterogenous material of 
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randomly dispersed, randomly sized spheres was chosen for the further analysis because of 
the better agreement with experimental results calculated by (1): 
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, (2) 

λl and λs are coefficients of thermal conductivity of liquid and solid copper particles 
respectively, ε is porosity of a porous structure. The values of the coefficients are given in 
Table 1. 
 

Table 1. Characteristics of tested samples of porous structures 

Sample Grain 
diameter, μm 

Porosity Eff. thermal conductity of 
saturated wick, W/m/K 

Eff. thermal conductity 
of saturated wick  
and base, W/m/K 

S 1 20 0.57 129.3 181 

S 2 200 0.5 154.5 200 

S 3 20 0.5 154.5 200 

 
 

Purification and oxidization of the samples has enriched wetting characteristics of the 
samples S1–S3. Wetting capabilty was inspected visually. Comprehensive tests showed 
enhancement of the conductivity G of the samples calculated as: 

 

 
condev tt

QG
−

= ,  (3) 

 
where Q is applied heat flux, tev is mean evaporator temperature, tcond is condenser 
temperature. For example, for S1 conductivity has rised approximately from 1.4 to 4.7 W/K 
for heat load diapason of 50–100 W at 80 and 90 °C. 

During the experimental investigations of the heat pipes high heat flux values have been 
observed without critical dry-out of the tested porous structures. Even in the case of local dry-
out of the regions directly above the evaporator (at the place of maximum heat input), heat 
pipe remained functioning. Indeed, evaporation which occured on the border of the dry area 
was sufficient enough to transfer high heat flux densities [9]. Experimental curves illustrating 
dependencies of heat flux vs. overheating of porous structures are shown at Fig. 4. The order 
of data scattering did not allowed to make any important conclusions.  
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Fig. 4. Heat flux vs. overheating of porous samples S1, S2, S3 

 
The dependencies of heat flux vs. overheating of porous structures at different 

saturation temperatures are shown at Fig. 5. From the analysis of the diagrams it becomes 
evident that sample S1 shows best performance characteristics. 
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Fig. 5. Heat flux for each sample as function of saturation temperature. 

 

Deviation of the dependencies for the sample S2 might be caused by peculiarities of 
heater mounting during the experiments. Consequently additional correction of given data 
must be provided. 

4. A METHOD OF DETERMINATION OF HEAT LOSES  

Although the thermal loses during the set of experiment have been minimized due to the 
construction of the heat pipe and providing of insulation, their calculation was necessary for 
more accurate estimation of heat flux applied to porous structures and consequently for heat 
transfer coefficient value of the structures under investigations. In order to determine heat 
loses and actual applied heat flux, evaporation area was divided into two rectangular zones: 
directly above the evaporator and the surrounding area. The borders of the latter one were 
constrained by the thermocouples location on the base of the heat pipe (Fig. 6). In turn the 
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surrounding area was divided into zones in four directions by the diagonals of the rectangle 
(Fig. 7).  

 

206
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2

1

x

dx

 
Fig. 6. Scheme of thermocouples 
location on the base of heat pipe 

Fig. 7. An element for the heat flux calculations. 
1 – porous layer, 2 – copper base 

 
In this task it was necessary to calculate  effective thermal conductivity λeff

* of the 
multi-layer trapezoid edge. Its thermal resistance was calculated by formula for parallel 
connection. The values determined by  

 1 1 2 2

1 2
eff

∗ λ δ + λ δ
λ =

δ + δ
, (4) 

where δ1 is copper base thickness with thermal conductivity λ1= λCu, δ2 is thickness of porous 
layer saturated with liquid with thermal conductivity λ2= λeff (determined by Eq.(2)), are 
established at Table 1 (see above).  

Due to differing coefficients of thermal conductivity it was assumed that heat transfer 
was performed in x direction only through the copper base with thickness δ1 and evaporation 
was occurring from the surface of the saturated porous layer with thickness δ2. But when 
considering thermal conductivity of the copper base it is possible to regard this base owning 
the total thickness of the whole edge, including copper base as well as porous stucture above. 
Because of the insulation there was no heat transfer on the lower base of heat pipe.  

At first approximation heat transfer coefficient from surface of porous structure was 
evaluated as  

 
2δ

λ
α eff= , (5) 

where λeff is thermal conductivity of saturated porous layer. 
Considering the temperature of the upper side of trapezoidal edge equal to vapor 

temperature vapt const= , constant temperature of the edge at the cross-cut t, governing 
equation concerning excess temperature vapt tθ = − according to Fourier and Newton-Richman 
laws was concluded as  

 
2

2

1 0d d
dx x dx
θ θ α
+ − θ =

λδ
.  (6) 
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Boundary equations were next: 

 
i

ix x=
θ = θ , (7) 

 0
jx z

d
dx =

θ
= , (8) 

where , 1, 4ix i =  xi, i=1..4 is distance in chosen direction to the thermocouple near the heater 

with reading θi, , 1, 4jz j =  zj, j=1..4 is distance in the same direction to the isolated border. At 
calculation of distance in the direction of condenser zone, z is being distance to the available 
thermocouple. After the analysis  of the experimental data it has been concluded that heat 
transfer on this border was absent.  

The general solution of the Eqn. (6) with conditions (7–8) is a combination of Bessel’s 
functions J and Y: 

 1 20, 0,J i x C Y i x C
⎡ ⎤ ⎡ ⎤α α

θ = + −⎢ ⎥ ⎢ ⎥λδ λδ⎣ ⎦ ⎣ ⎦
.  (9) 

Comparing calculated temperature profiles with experimental ones a new approach of 
the heat transfer coefficient must be determined, allowing calculation the real value of 
supplied heat flux density, coming to the porous structure. Preliminary evaluation showed 
heat loses equal to approximately 30% of heat input. 

5. CONCLUSIONS 

Three samples of capillary porous structure of sintered copper powder were examined at 
saturation temperatures of 70, 80 and 90ºC and heat load from 0 to approximately 210 W 
(depending on the tested sample). During experimental investigations high values of coming 
heat flux were observed without critical overheating.  

In spite of local dry-out of the regions directly above the heater place, heat pipes 
maintained stable functioning. The obtained results allowed to conclude that evaporation on 
the border of the dry area was sufficient enough to transfer high heat flux densities, and 
capillary structures were able to maintain necessary capillary head for liquid return.  

Analysis of the experimental data showed the best performance characteristics for the 
sample S1 with grain diameter of 20 μm and porosity of 0.57. Flat heat pipes were shown to 
be capable to transfer heat flux densities over 100 W/cm2 and to ensure thermal management 
of fuel cells.  

A method of evaluation of thermal loses has been proposed. 
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ABSTRACT 

The present study is concerned with applying of a Talbot effect-based technique for analyzing flows 
with random phase inhomogeneities. It is shown that this method is a powerful tool for diagnostics of 
turbulent gas flows. Some of the applied potentialities of the technique are shown by measurements of 
averaged values of admixture concentration in the two-dimensional turbulent helium jet issuing into 
air space. Averaged helium concentrations throughout the flow field are determined using local light 
refraction index measurements with a high spatial resolution from a long-exposed Talbot image of the 
jet. 

Talbot effect, shear flow, turbulence 

1. INTRODUCTION 

Currently, optical diagnostic methods are widely used for experimental studies of gas-
dynamic flows. Its using allow to achieve a qualitative visual image of the investigated 
processes, but also to measure quantitative characteristics of the flows with high accuracy and 
high resolution. Optical methods give the possibility to diagnose a wide range of physical 
phenomena occurring during mixing and transfer processes in turbulent flows, flow of gas 
through a nozzle, propagation of shock waves, chemical reactions, plasma beams collisions, 
and other ultrafast and high-temperature processes. 

The self-imaging effect of intensity distributions of a coherent monochromatic radiation 
field with a periodically modulated front known as the Talbot effect [1] can be used for 
diagnostics of flows with phase inhomogeneities [2−12]. In particular, this principle forms the 
basis of the moiré technique, implying that a test object is placed between two light-
illuminated gratings, and then a value and type of inhomogeneities are estimated from the 
distortion of the moiré picture [13, 14]. To enhance the potentiality of the moiré technique, a 
scheme called the Talbot interferometer is used. In this method a receiving grating is 
positioned in the self-imaging plane of the first grating, with the intent of upgrading the 
measurement range and sensitivity [15−17]. The application of optical methods based on the 
self-imaging effect for analyzing turbulent flows has a number of features that derive from the 
hydrodynamic nature of such flows, namely, from the existence of fluctuations in time and 
space. This is peculiar to the optical properties of a medium. In this case, an instantaneous 
value of a local refraction angle measured by a Talbot interferometer can be considered as a 
sum of time-averaged and rms fluctuation values. While averaging, the random displacement 
of unit light intensity maxima, or of Talbot image (talbotgram) elements from the middle 
position causes to blur them. So, the displacement of the center of a unit element is as a whole 
related to the mean local refraction angle, whereas the light intensity distribution within a unit 
element depends on the spectral density of angle fluctuations. 
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The efficiency of the method based on the Talbot effect to study objects with phase 
inhomogeneities can be significantly enhanced by digital technology [3]. The proposed 
method of digital Talbot-interferometry provides data on the parameters of turbulent flows by 
using computer processing of experimental results [11, 12, 19−22]. 

The purpose of this work was to measure the averaged characteristics of turbulent 
helium jet issuing into air space. 

2. EXPERIMENTAL SETUP 

The optical scheme of the setup for measuring the statistical characteristics of turbulent 
flows using Talbot interferometer is shown in Fig. 1. A collimator transforms the He-Ne laser 
radiation having passed through an aperture diaphragm and a neural filter into a wide-aperture 
light beam with an approximately plane wave front. A Talbot grating that represents a thin 
film with a system of equally spaced holes of orthogonal arrangement is tightly pressed 
between a pair of plane-parallel plates of high optical quality and is placed into the laser beam 
region just behind the collimator. A plane nozzle is placed at some distance from the grating 
(no more than at the distance z1). Depending on a required sensitivity of the technique, an 
imaging screen is mounted in the self-imaging plane of the Talbot image at the distance zN 
from the grating. The length zN determines the position of self-imaging planes where the light 
intensity distribution repeats the one over the grating: 

 λ2

2 Npz N
⋅

= . (1) 

In this equation p is a Talbot grating period, N is a number of the self-imaging plane and λ is a 
wavelength of the incident laser radiation. The screen image is recorded with a required space 
and time resolution using a CCD camera. 

 
Fig. 1. Optical scheme of the setup based on the Talbot effect which is used for studying the 

statistical characteristics of turbulent flows 

A two-dimensional helium jet was formed by a nozzle installed at the distance l just 
behind the Talbot grating (Fig. 1). An outlet nozzle cross section was 1.8×40 mm in size. For 
uniform flow distribution over the cross section of the jet, the nozzle throat was located at the 
bottom of the convergent part of a rectangular channel provided with a system of 
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honeycombs. A gas was fed through a receiver with a constant pressure. A gas velocity at the 
nozzle throat was u = 10 m/s. The Reynolds number of the flow was Rel = 4.8⋅103. 

The neutral density filter which has a constant attenuation across the wide range of 
wavelengths and the inlet aperture of a photo camera were chosen in a such way that an 
optimal amount of light could be obtained on a CCD-matrix with exposures sufficient for 
averaging of turbulent fluctuations. 

 

  
(a) (b) 

Fig. 2. The talbot image of a helium jet (a) and a difference between this image and  
initial one (b) 

 

The talbot image of a turbulent axisymmetric helium jet (Fig. 2, a) was recorded by 
diode target array of «Canon 300D» camera. The exposure of the image was sufficient for the 
averaging of refractive index turbulent fluctuations. Fig. 2, b showes the difference between 
helium jet talbotgram and initial unperturbed talbotgram. It is seen that the presence of a 
helium jet causes a shift of the perturbed isolated Talbot elements from their initial positions. 
Effect of turbulence leads to a change in the intensity distribution in perturbed single elements 
(i.e., bluring of spots) [20, 21]. 

 
(a) (b) 

Fig. 3. Light intensity distributions in the unit element of the Talbot image before and after 
light passing through the two-dimensional turbulent jet (a) and the schlieren photo of the 

jet (b)  
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The difference between intensity distributions in the self-imaging plane of the initial 
unperturbed pattern and pattern with helium jet also is shown in Fig. 3, a. Fig. 3, b 
demonstrates a schlieren photo of the jet. It is seen that along with the local displacement of 
unit intensity maxima throughout the flow field ),( iii YX ΔΔ=Δ

v
 caused by the averaged 

refraction angles, these maxima undergo significant blurring due to turbulent fluctuations. In 
addition, the fluctuations essentially transform the light intensity distribution in a unit element 
into approximately elliptical shape with different values of the ellipse major-to-minor half-
axes ratio and the slope angle of these half-axes to the x-axis. It points to the fact that the field 
of turbulent fluctuations is inhomogeneous and non-isotropic.  

3. CALCULATION OF AVERAGED HELIUM CONCENTRATION 
THROUGHOUT THE FLOW FIELD 

For small refraction angles of a light beam in an optical inhomogeneous medium 
(e.g., light propagates in a turbulent gas flow), the Euler equations can be written in simplified 
form [18] 

 ( ) ( )[ ]{ }
∫≈

2

1

,,lntan
z

z
x dx

dzzyxndε ;    ( ) ( )[ ]{ }
∫≈

2

1

,,lntan
z

z
y dy

dzzyxndε , (2) 

where ( ), ,n x y z  is a field of refrective index, xε  and yε  are projectionesof light deflection 
angel on x and y axis respectively. If a nozzle throat is positioned along the optical axis of a 
Talbot interferometer and a flow is directed vertically upwards (see Figure 1), then it can be 

approximately assumed that the functions 
x
n
∂
∂  and 

y
n
∂
∂  do not depend on the coordinate z. 

Then equations (2) assume the form 
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y
n

ny Δ
∂
∂

=
1ε , (3) 

where zΔ is spatial length of the optical inhomogeneity. Fig. 4 plots the distributions of 
averaged deflection angles of a light beam in the jet cross section at the distance y = 30D from 
the nozzle throat. Here D = 1.8 mm is a transverse size of the nozzle. 

  
(a) (b) 

Fig. 4. Distributions of averaged deflection angles of a light beam xε  (a) and yε  (b) in the 
jet cross section at y = 30D 



             CYSENI 2010, May 27–28, Kaunas, Lithuania 
             ISSN 1822-7554, www.cyseni.com 
 

VI-272 
 

Eq. (3) can be numerically integrated when a value of refractive index in an undisturbed 
medium is known. Absolute values of refractive index in a turbulent jet can be found by the 
formula 

 ( ) ∫ ∂
∂

+=
x

x

dxyx
x
nyxnyxn

0

),(,),( 0 . (4) 

Taking into account that in processing an averaged Talbotgram we have to deal with a 
discrete set of data, relation (4) can be written in recurrence form 
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ε

. (5) 

Fig. 5, a plots the distribution of the averaged refractive index in the jet cross section 
calculated by formula (5) from the initial data in Fig. 4. 

 

  
(a) (b) 

Fig. 5. Distributions of averaged refractive index (а) and helium concentration (b) in the jet 
cross section at the distance y = 30D from the nozzle throat 

The obtained distribution of the medium refractive index can be used for calculating an 
averaged helium concentration throughout the flow field. Considering a helium-air mixture as 
binary and assuming that refractive index values for gas mixtures differ slightly from unity, 
we write the Lorenz-Lorentz formula [18] in the form of the following system of equations 

 
( )

CCC

aCaCn

airHe

airairHeHe

=+

+=− π21
, (6) 

where HeC  and airC  are the averaged concentrations of helium and air in the jet, while Hea  
and aira  are the polarizability of helium and air molecules, respectively. Fig. 5, b shows the 
calculation results on the averaged concentration of helium in the jet obtained by formulas 
(3), (5) and (6). 

4. CONCLUSIONS 

The applied potentialities of the technique based on Talbot effect are illustrated by the 
results of measurement of averaged values of a turbulent jet issuing into the drown air space. 
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The possibility of measuring the spatial distribution of averaged admixture concentration 
makes this method very promising in investigations of turbulent mixing. 

Carried out investigations give reason to conclude that Talbot effect-based technique is 
a powerful tool for diagnostics of turbulent gas flows. The method is simple to implement, 
requires no additional optical elements and it is illustrative. Due to the small number of 
optical elements, it is little prone to external disturbances and can be used in industrial 
conditions. 
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ABSTRACT 

In this article the results of experimental investigation of heat transfer between non – standard inline 
tube bundle and vertically upward two – phase foam flow are presented. Compressor, foam generation 
accessory, experimental channel with integrated tube bundle, measurement devices and auxiliary 
installation were the main parts of experimental equipment. Statically stable aqueous foam was used 
as two – phase coolant in this investigation. Non–standard in–line tube bundle was constructed out of 
seven rows of tubes (diameter d = 0.02 m, amount of tubes in a row: 1st = 5, 2nd = 4, 3rd =4, 4th = 5, 
5th = 4, 6th = 4, 7th = 5). The spaces between the centers of tubes in a row across the tube bundle was 
s1 = 0.03 m and the distance between axis piloted out through tubes centers in horizontal rows was 
s2 = 0.03 m. Tubes in a second row were moved into the right side considering the first row with a 
distance s3 = 0.01 m. The third row tubes were moved with the same distance s3 = 0.01 m to the right 
side regarding the second row tubes. Fourth row tubes were aligned horizontally the same way as the 
first. The fifth, sixth and seventh rows were stated complexly like a mirror–image of first three rows. 
Due to the complicated array of tubes in the bundle that was defined above was named “non-
standard”. The experimental investigation results are as follows: the dependence of heat transfer 
intensity on flow velocity and volumetric void fraction of aqueous foam was determined. Influence of 
tube position of the bundle on heat transfer intensity was investigated either. Moreover, the 
experimental results were summarized by criterion equations. 

Keywords: aqueous foam, two phase foam flow, heat transfer, non-standard in–line tube bundle 

1. INTRODUCTION 

The application of aqueous foam (two–phase system) as a coolant [1] has a number of 
advantages in comparison with single–phase coolants. For example, delivering the coolant to 
the place of heat exchange requires lower flow rates as well as lower energy consumption. 
Two–phase foam flow can obviously reduce material expenditures too. A totally new, modern 
and economic heat exchanger with simple and safe exploitation using two–phase foam flow in 
heat transfer could be created.  

Aqueous foam flow has various peculiarities which always exist in heat transfer 
processes such as drainage of liquid from foam [2], diffusive transfer of gas between bubbles 
[3], division and collapse of foam bubbles [3, 4]. These phenomena are closely related with 
each other and make the application of heat transfer processes in the foam flow in analytical 
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study extremely complicated. That is why experimental approach is selected as the most 
suitable for our previous and present investigation [1, 5, 6].  

Typical heat exchangers usually consist of several vertical parts in which coolant 
changes its direction from vertical upward to vertical downward and vice versa [7, 8]. Tube 
bundles of different types and geometry [7, 8] may also be used in heat exchangers. Therefore 
we performed an investigation where the heat transfer between staggered [5] and in–line [6, 9] 
tube bundles and vertical upward and downward after turning foam flow were used.  

The objectives of this investigation are to determine the optimal type (and geometry – in 
our previous and future works) of tube bundle which guarantees the heat transfer to two–
phase aqueous foam flow at maximum level. The dependence of heat transfer intensity in the 
non–standard tube bundle on foam flow velocity and volumetric void fraction was determined 
and discussed in this work either. 

2. EXPERIMENTAL SET-UP 

The experimental equipment (Fig. 1) consisted of these following parts: vertical 
experimental channel with integrated non–standard in–line tube bundle, gas and liquid control 
valves, gas and liquid flow meters, liquid storage reservoir, liquid level control reservoir, 
compressor with receiver, electric current transformer and stabilizer. Cross section of the 
experimental channel had the dimensions of 0.14 x 0.14 m2; its’ height was 1.8 m. Walls of 
the channel were made from the transparent material so that the foam flow could be observed 
visually. 

Statically stable foam – one type of aqueous foam – was used as a coolant for the 
experiments. Statically stable foam flow was generated from the water solution with 
detergents. The concentration of detergents was constant at 0.5% level in all the experiments. 
Solution (water-detergent) was supplied from the reservoir onto the special perforated plate. 
Foam flow was generated during gas and liquid contact. Foam flow parameters control was 
fulfilled using gas and liquid valves. 

The perforated stainless steel plate with a thickness of 2 mm for foam generation was 
installed at the upside of the experimental channel; orifices were located in a staggered order 
with diameter equal to 1 mm and 5 mm spacing between the centers of the holes. 

Non–standard in–line tube bundle (Fig. 2) was constructed out of seven rows of tubes 
(diameter d = 0.02 m, amount of tubes in a row: 1st = 5, 2nd = 4, 3rd =4, 4th = 5, 5th = 4, 6th = 4, 
7th = 5). The spaces between the centers of tubes in a row across the tube bundle were s1 = 
0.03 m and the distance between axis piloted out through tubes centers in horizontal rows was 
s2 = 0.03 m. Tubes in a second row were moved into the right side considering the first row 
with a distance s3 = 0.01 m. The third row tubes were moved with the same distance s3 = 
0.01 m to the right side regarding the second row tubes. Fourth row tubes were aligned 
horizontally the same way as the first. The fifth, sixth and seventh rows were stated 
complexly like a mirror – image of the first three rows. Due to this kind of complicated array 
of tubes, the tube bundle was named “non-standard”.  
  “Non-standard” tube bundle tubes at the different positions was labeled A1, B1 … G1, 
G3 (Fig. 2a).  In-line tube bundle used for comparison of results presented in Figure 2b. 

One tube – calorimeter was heated electrically. This tube was made of copper and had an 
external diameter of 0.02 m. The ends of the heated tube was sealed and insulated to prevent 
heat loss through them.  

During the experiments calorimeter was placed instead of one of the bundle’s tube. An 
electric current value of heated tube was measured by an ammeter, the voltage – by a 
voltmeter. Temperature of the calorimeter surface was measured by eight calibrated 
thermocouples: six of them were placed around the central part of the tube and two of them 
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were placed in both sides of the tube with a distance of 50 mm from the central part. 
Temperature of the foam flow was measured by two calibrated thermocouples: one in front of 
the bundle and one behind it. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Fig. 1. Experimental set–up scheme: 1–liquid reservoir; 2–liquid level control reservoir;  
3 – liquid receiver; 4 – gas and liquid control valves; 5 – flow meters; 6 – foam generation 

plate; 7 – experimental channel; 8 – tube bundle; 9 – thermocouples; 10 – transformer;  
11–stabilizer 

 
Measurement accuracies for flows, temperatures and heat fluxes were as follows: 1.5%, 

0.15÷0.20% and 0.6÷6.0%. 
During the experimental investigation the relationship between an average heat transfer 

coefficient h from one side and foam flow volumetric void fraction β and gas flow Reynolds 
number Reg from the other side was obtained: 

 ( )gf Re,fNu β= . (1) 

Nusselt number was computed by formula: 
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Here λf is the thermal conductivity of the statically stable foam flow, W/(m·K), computed by 
the equation: 

 ( ) lgf λββλλ −+= 1 . (3) 

 
 

1 

3 

2 

5

Liquid

4 

11

10

~

Fo
am

 

 

5 4

6

Gas 

V

A

9

mV

7

8



             CYSENI 2010, May 27–28, Kaunas, Lithuania 
             ISSN 1822-7554, www.cyseni.com 
 

VI-278 
 

An average heat transfer coefficient was calculated as: 

 
T

q
h w

Δ
= . (4) 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

 

Fig. 2. Non–standard in–line (a) and in–line 1.5x1.5 (b) tube bundles in upward foam flow 

 
Gas Reynolds number of foam flow was computed by formula: 
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Foam flow volumetric void fraction was expressed by the equation: 
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Experiments we performed within limits of Reynolds number range for gas (Reg): 
190÷440 (laminar flow regime) and foam volumetric void fraction (β): 0.996÷0.998. Gas 
velocity for foam flow was changed from 0.14 to 0.32 m/s. 

3. RESULTS 

The heat transfer intensity of the tubes located at the different places across and along 
the non-standard in–line tube bundle to vertical upward foam flow was investigated 
experimentally. In the foam flow case heat transfer intensity of the different tubes is under the 
influence of distribution of local flow velocity and local foam void fraction across and along 
the channel. The third factor which influences the heat transfer intensity of tubes is the foam 
structure. 

With increasing of foam flow gas Reynolds number Reg within the limits 190÷440 
(Fig. 3), heat transfer intensity (Nuf) of the tube D1 from the fourth horizontal line of the bundle 
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increases by 2.2 times (from Nuf=375 to Nuf=811) for foam volumetric void fraction β = 0.996, and 
by 2.2 times for β=0.997 (from Nuf=324 to Nuf=724), and by 2.1 times for β = 0.998 (from 
Nuf = 262 to Nuf = 551). The heat transfer intensity of the tube D1 is on average by 1.3 times 
higher to the wettest foam flow (β = 0.996) in comparison to the drier foam flow (β=0.997) 
and by 1.7 times higher in comparison to the driest foam flow (β = 0.998). 
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Fig. 3. Heat transfer intensity of the tube D1 from the fourth horizontal line of the tubes of the 

non–standard in–line bundle to upward foam flow; β=0.996, 0.997 and 0.998 
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Fig. 4. Heat transfer intensity of the tube D2 from the fourth horizontal line of the tubes of the 

non–standard in–line bundle to upward foam flow; β=0.996, 0.997 and 0.998 
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Data of the heat transfer intensity of the tube D2 from the fourth horizontal line of the 
tubes of the non–standard in–line bundle to upward foam flow for Reg=190÷440 and β=0.996, 
0.997 and 0.998 is shown in Fig. 4. By increasing of Reg from 190 to 440, heat transfer 
intensity (Nuf) of the tube D2 to upward foam flow increases by 2.3 times (from Nuf=335 to 
Nuf=764) for wettest foam flow (β=0.996), and by 2.2 times for foam flow with β=0.997 (from 
Nuf=295 to Nuf=644), and twice for foam flow with β=0.998 (from Nuf=241 to Nuf=487). The 
heat transfer intensity of the tube D2 is on average by 1.4 times higher to the wettest foam 
flow (β=0.996) in comparison to the drier foam flow (β=0.997) and by 1.7 times higher in 
comparison to the driest foam flow (β=0.998). 

The heat transfer intensity of the tube D3 to upward foam flow (Fig. 5) increases by 2.2 
times (from Nuf=359 to Nuf=775) for foam flow with β=0.996, twice for β=0.997 (from Nuf=308 
to Nuf=617), and by 1.8 times for β=0.998 (from Nuf=260 to Nuf=460) and for Reg=190÷440. 
The heat transfer intensity of the tube D2 is on average by 1.4 times higher to the foam flow 
with β=0.996 in comparison to foam flow with β=0.997 and by 1.8 times higher in 
comparison to the foam flow with β=0.998. 
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Fig. 5. Heat transfer intensity of the tube D3 from the fourth horizontal line of the tubes of the 

non–standard in–line bundle to upward foam flow; β = 0.996, 0.997 and 0.998 
 

The heat transfer intensity of the tubes located in the different places in the fourth 
horizontal line of tubes of the non–standard in–line tube bundle is not the same. The heat 
transfer intensity of the tube D1 is highest, the heat transfer intensity of tube D3 is less than 
that of the tube D1 and heat transfer intensity of the tube D2 is less than that of the tubes D1 
and D3. The values of heat transfer intensity of the tubes D2 and D3 are almost the same 
when the volumetric void fraction of the foam flow is equal to 0.997 and 0.998 for 
Reg=190÷440. The heat transfer intensity of the tube D1 is on average by 8% higher than that 
of the tube D3 and by 11% higher than that of the tube D2 for β=0.996 and Reg=190÷440. The 
heat transfer intensity of the tube D1 is on average by 18% higher than that of the tubes D3 
and D2 for β=0.997 and by 14% higher than that of the tubes D3 and D2 for β=0.998 
(Reg=190÷440). 
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The tube D2 is located in the centre of the cross–section of the experimental channel 
and it’s located in the centre of the fourth horizontal line of tubes of the non–standard in–line 
tube bundle. In our previous work the heat transfer process between tubes of the in–line tube 
bundle 1.5x1.5 (Fig. 2. – Tube B4 was located in the middle of the fourth horizontal line) and 
upward vertical foam flow was investigated [6, 9]. Comparison of heat transfer intensity of 
the tubes D2 (of the non–standard tube bundle) and B4 (of the in–line tube bundle 1.5x1.5) to 
the upward foam flow at the volumetric void fraction β=0.996, 0.997 and 0.998 is shown in 
Fig. 6. Heat transfer intensity of the tube D2 is higher than that of the tube B4 on average by 
1.34 times for β=0.996, by 1.25 times – for β=0.997 and 0.998 (Reg=190÷440). This 
phenomenon can be explained by more intensive turbulisation of foam flow in the case of the 
non–standard in–line tube bundle. 
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Fig. 6. Heat transfer intensity of the tubes D2 and B4 from the fourth horizontal tube lines of 

the non–standard and in–line bundles to upward foam flow; β=0.996, 0.997 and 0.998 
 

Experimental results of investigation of heat transfer from the non–standard in–line tube 
bundle to upward foam flow were generalized by criterion equation (7) using dependence 
between Nusselt number Nuf and gas Reynolds Reg number. This dependence within the 
interval 190 < Reg < 440 for the non–standard in–line tube bundle in upward foam flow with 
the volumetric void fraction β=0.996, 0.997, and 0.998 can be expressed as follows: 

 m
g

n
f RecNu β=  (7) 

For the tube D1 in the upward foam flow: c=0.75, n=–233, m=20.9(1.042–β).  
For the tube D2 in the upward foam flow: c=2.34, n=275, m=82.4(1.010–β).  
For the tube D3 in the upward foam flow: c=12.80, n=518, m=127.3(1.004–β).  

4. CONCLUSIONS 

The heat transfer process between tubes of the non–standard in–line tube bundle and 
upward statically stable foam flow was investigated experimentally. It was determined 
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dependency of heat transfer intensity of the tubes bundle on foam flow velocity and 
volumetric void fraction of foam. 

The three main parameters of foam flow influence on heat transfer intensity of different 
tubes of the bundles were as follows: changes of foam structure along the experimental 
channel, distribution of local flow velocity and distribution of local foam void fraction across 
and along the experimental channel. 

The results showed that the heat transfer intensity of the middle tube (D2) from the 
fourth (further line of the bundle) horizontal tubes line was smaller than that of the side tubes 
(D1 and D3). The heat transfer of the side tubes (D1 and D3), which were located at the same 
distance from the centre of the channel, was found to be different. The heat transfer intensity 
of the tube D1 was determined to be higher than that of the tube D3. 

The heat transfer intensity of the tubes from the fourth horizontal tubes’ line in the 
non–standard in–line tube bundle is higher than that of the tubes in the in–line tube bundle 
1.5x1.5. 

The criterion Eq. (7) should be applied for calculating the heat transfer intensity of 
tubes from further lines of non–standard in–line tube bundle’s to upward vertical statically 
stable foam flow. 

NOMENCLATURE 

A – cross section area of experimental channel, m2; c, m, n – coefficients; d – outside diameter 
of tube, m; G – volumetric flow rate, m3/s; h – average coefficient of heat transfer, W/(m2⋅K); 
Nu – Nusselt number; q – heat flux density, W/m2; Re – Reynolds number; T – average 
temperature, K; β – volumetric void fraction; λ – thermal conductivity, W/(m⋅K); ν – 
kinematic viscosity, m2/s. Indexes: f –foam; g – gas; l – liquid; w – wall of heated tube. 
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ABSTRACT 

Reference facility for reproduction of flowing water volume is constructed and operates now in 
Lithuanian Energy Institute. Measurement of water volume is realized by using gravimetric method. 
Usually, measurement accuracy is expressed by evaluation of measurement capability or, in other 
words, by expanded uncertainty of measurement result. Therefore always there exists task to reduce 
measurement uncertainty.  So, in presented report not only investigation and improvement of separate 
component of facility but also the level of uncertainty reached are analyzed.  

On the first stages, the uncertainty was evaluated by conventional statistical method. Using the 
information accumulated during the investigation of uncertainty sources, the mathematical model was 
comprised, the distribution laws for each input values were ascribed and standard uncertainty values 
were calculated.  

Then sensitivity coefficients were calculated by differentiating the model’s equations in respect of 
every input value, correlation coefficients were evaluated according to interdependence of input 
values and total standard uncertainty was finally found.  

Considering probability distributions of input values, the probability distribution law of output value 
and coverage factor corresponding the to a coverage probability were chosen.  

Naturally in such case, few problems dealing with determination of probability distribution of input 
values and its interdependence arise. It is also probable to evaluate erroneously the probability 
distribution of output value as well as nonlinearity of mathematical model. 

To remove the problems mentioned above, Monte Carlo method was used for calculation of 
measurement uncertainties. This method is based on numerical simulation of experiment and 
processing the sequence of results received by statistical methods. This method enables to evaluate 
more precisely distribution law of output value and possible nonlinearity of mathematical model.  

The use of both models enabled to qualify more exactly expanded uncertainty of water volume and 
flow rate measurement. 

Keywords: flow, uncertainty, gravimetric method, Monte Carlo, test facility, statistical 

1. INTRODUCTION 

The Monte Carlo method has many advantages over statistical method in the estimation 
of expanded uncertainty: method is relatively simple to implement even in complicated 
measuring system with complicated mathematical model; there aren’t subjective solution in 
estimation correlation coefficients of correlatives values; setting the distribution function of 
output size and the calculation of the expanded uncertainty. These advantages allow the 
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Monte Carlo method used to calculate not only the uncertainty of new measurement 
instrument, but also verify calculation estimated uncertainty with statistical method. 

The measurement capability of test facility 3E was calculated using EA-4/02 method 
[1], but goal of this work is to verify these estimating, using Monte Carlo method.  

2. TEST FACILITY  

Scheme of flow meters calibration facility shown in Fig. 1. Functioning of this facility 
is based on the gravimetric method; it is recognized as the most accurate flow measurement 
method. Water is weighed in high-precision scales, and then converted into mass volume. 
Mass is corrected according to the buoyancy of which depends on the specific weather 
conditions. Density, required for calculating of volume in facility 3E, is calculated using the 
water density formula in release 1997 of IAPWS [2]. The data required for calculation of 
density, are taken from temperature and pressure transducers in the measurement section. 
Calculation buoyancy of water in weighing tank requires measured values of water 
temperature and environment conditions.  

  
Fig. 1. Reference facility 3E 

 

The facility consists of two parallel lines with flow-meters for measuring flow 7.2.1–
7.2.3 in first and 7.1.1–7.1.3 in the second lines. The maximal flow rate of the first line is 
100m3/h. Here the water is weighed with 9.1 and 9.3 scales (up to 1400 kg). The maximum 
available flow rate in second line is 15m3/h. Here the water is weighed with 9.1 and 9.2 scales 
(up to 500 kg). Three pumps 4.1, 4.2 and 4.3, are controlled by frequency converters to adjust 
the required flow. To ensure stable height of water column up to the pumps, the tank is 
divided into two sections. Water pump 3 keeps maximal level of water in the main section. 
The water excess is draining back. If it is necessary, the temperature is heightening in the 
reservoir using the heating element 12 with regulator. Pressure vessel 6 compensates flow and 
pressure pulsation. Valve system 10.1–10.5 and pumps control flow and pressure. Diverter 
8.1–8.3 directs flow from the return line in to the weighting tank and back. 
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3. MONTE CARLO METHOD  

Monte Carlo method is based on processing of the statistical results of the digital 
experiment. Beginning of operation sequence using Monte Carlo method is the same as 
beginning using statistical method for calculating uncertainty. Mathematical model is 
structured a more detailed of the device. Uncertainties and their distributions of all 
dimensions in the mathematical model are found. Later the mathematical experiment is 
executed. Number of iterations is picked, random values arrays of all incoming dimensions 
are generated according to theirs distributions. The output value is estimated for each 
realization. The output array is composed, mean and standard uncertainty are calculated. 
Coverage interval of output size is computed according coverage probability. 

 

 
Fig. 2. Monte Carlo method 

Monte Carlo method allows to objective evaluates the expanded uncertainty and the 
distribution of output dimension. Using of this method makes possible to do verification of 
the reliability of the statistical method using. 

4. MATHEMATICAL MODEL 

The volume of water measured on the calibration facility is calculated using the 
formula: 

 PlTkr
v

sv
et VVV

mm
kV Δ+Δ+Δ+

Δ+
=

1ρ
, (1) 

where Vet – reference volume, k – coefficient of buoyancy, msv – scale reading, ∆m – scale 
calibration correction, ρv1 – water density in the measurement section, ∆Vkr – correction of 
volume caused by of uneven work of diverter, ∆VT – correction of volume caused by 
evaporation, ∆VPl – correction of volume caused by temperature expansion of pipeline. 

Since Archimedes power put up the water, so it is evaluated with coefficient of 
buoyancy: 
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where ρo – air density, ρv2 – density of water in weighing tank, ρs – density of reference weight 
of calibration scales, sρ = 8000 kg/m3. 

Volume of pipe after flow meters and water volume in weighing tank is changed, 
because temperature of pipe shifts. Temperature expansion of pipes from start to end of 
measure is evaluated using the formula: 

 
 ( )taVV ipl Δ+= α1 , (3) 

where Vi – volume of pipes at measure start, aα – temperature expansion coefficient of 
volume, Δt – temperature shift from start to end of measure. 

Volume correction for water evaporation is calculated: 
 

 τWVT = , (4) 
where W – speed of water loss, τ – time of measurement.  
 

 
Fig. 3. Influence of diverter 

 
Fig. 3 shows the diagram of diverter operation. Measure start is midpoint between 

region a and b, and end – between region c and d. Volume a and d get in weighing tank not 
during measure time.  Volume b and c get to sump during measure time. If  Va+Vd=Vb+Vc, 
that uncertainty Vkr=0, and: 

 Vkr= (Va+Vd)-(Vb+Vc). (5) 

 
All volumes depend on diverter operation time and flow instability.  
Table 1 shows incoming parameters, their standard uncertainties and distributions, that 

influence on uncertainty of volume, when it is measured in both lines in maximum flow: I – 
100 m3/h and II - 15 m3/h. Parameters were collected from the technical documentation of 
devices, calibration certificates and measurements, experiments, needed to identify obscure 
values such as the water evaporation, influence of diverter, capacity of pipeline after flow 
meters. 
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Table 1. Parameters affecting uncertainty of volume measurement. 

5. COMPUTATIONS RESULTS 

The uncertainty was calculated with Monte Carlo method using MATLAB software. 
The number of iterations was selected N = 106, according to the OIML G 1 – 101:2008 [3]. It 
was calculated for the first and second lines for maximal flows. Input values were presented 
in table 1. The mathematical model was used of the formula (1). Coverage probability was 
chosen P = 0.95. Standard uncertainty calculated according to: 
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The output array elements were distributed in equal intervals by size and calculated 
frequencies to trace the distribution law. The volume array elements were sorted by size, to 
find the expanded uncertainty. )1( PNM −=  mostly remote elements to the higher and lower 

Flow 15  100  m³/h 

Parameter Value St. 
uncertainty Value St. 

uncertainty Distribution Dimen-
sion  

Weighing results 500 0.0058 1400 0.0058 Rectangular kg 
Correction of balance 
calibration 0 0.0030 0 0.0535 Normal kg 

Water temperature of 
working  section 20 0.05 20 0.05 Normal ºC 

Water temperature 
change  of working 
section 

0 0.17 0 0.17 Rectangular ºC 

Water pressure  of 
working  section 200 0.5 200 0.5 Normal kPa 

Water pressure  change  
of working  section 0 1.73 0 1.73 Rectangular kPa 

Water density  of 
working  section 0.9983 0.00025 0.9983 0.00025 Normal kg/dm³ 

Air temperature 20 0.1 20 0.1 Normal ºC 
Air temperature change 0 1.15 0 1.15 Rectangular ºC 
Atmospheric pressure 101.325 1 101 1 Normal kPa 
Air humidity 45 1 45 1 Normal % 
Air density 0.00120 1.8x10-6 0.00120 1.8x10-6 Normal kg/dm³ 
Water temperature in 
weighing tank 20 0.05 20 0.05 Normal ºC 

Water temperature  
change  in weighing 
tank 

0 0.58 0 0.58 Rectangular ºC 

Water density in 
weighing tank 0.9982 0.00025 0.9982 0.00025 Normal kg/dm³ 

Diverter influence 0 0.069 0 0.44446 Normal dm³ 
Water evaporation  0 0.020 0 0.066 Normal dm³ 
Temperature expansion 
of tube 0 0.0004 0 0.0031 Normal dm³ 
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direction from the average were rejected. If distribution law is symmetrical, the average of 
remaining maximal and minimal values will be expanded uncertainty: 
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If distribution law is not symmetrical: 
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Fig. 4. The distribution law of volume, where 1 – first line, 2 – second line 

 
As shown in Fig. 4, the uncertainty of first line on the maximum flow is greater than 

that of the second lines (more wide distribution). This is caused by diverter operating time and 
greater value of diverter timing error of first line (weight and overall dimensions of diverters 
of the first line is major than that of the second line). The maximum measured volume 
increases in 3 times, but flow – in 7 times and the measuring time at the maximum flow, is 
only t = 50.4 s. These reasons (diverter timing error increases and the measurement time 
decreases) determine the increase diverter uncertainty component. So, near the density 
uncertainty, which has normal distribution, close-sized diverter uncertainty with normal 
distribution emerges.  

Table 2. Results of calculating with Monte Carlo and statistical method 
First line Second line Parameter 

Monte Carlo 
method 

 (EA-4/02) 
method  

Monte Carlo 
method 

 (EA-4/02) 
method  

Volume, l 501.381 501.381 1403.867 1403.867 
Standard uncertainty, l 0.144 0.146 0.570 0.575 
Expanded uncertainty, l 0.281 0.292 1.119 1.151 
Expanded uncertainty, % 0.056 0.058 0.080 0.082 

We can see from the Table 2, that obtained results are very similar, estimated by both 
the Monte Carlo method and the statistical method. Obtained volumes in the first and second 
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lines are the same in both methods. In our case expanded uncertainty, calculated with Monte 
Carlo method, is obtained slightly smaller than calculated with statistical method. 

6. CONCLUSIONS 

 Measurement capability of flow test facility 3E was estimated using Monte Carlo 
method by the maximum at flow rate in the first (Q = 100m3/h) and in the second line 
(Q = 15m3/h). 
 It was compared the results estimated using EA-4/02 and Monte Carlo methods. 
 Distribution law was obtained normal, as it was estimated with EA-4/02 method. 
 The standard and expanded uncertainties estimated using Monte Carlo method were 
closed to the values obtained using EA-4/02 method. 
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ABSTRACT 

Highly structured ZnO layers comprising hexagonal nanorods were prepared by spray pyrolysis 
deposition from zinc chloride aqueous and alcoholic solutions with pH=2 and 5. Bare glass, 
differently processed ITO covered, and SnO2 covered glass were used as substrates. The nanorod 
layers were deposited at tin bath temperatures of 480oC and 550oC. The effect of the substrate on 
nanorods growth was achieved by depositing onto different substrates and changing the structure of 
the ITO covered glass by treating it chemically. Morphology of the nanorods and their distribution on 
the substrate was examined with the help of surface and cross-sectional views of Scanning Electron 
Microscopy (SEM). The deposition on treated substrates resulted in more uniform structures 
compared to non-treated ones. Nanorods deposited from aqueous solution were thicker and longer 
than nanorods deposited from alcoholic solutions. Deposition of solutions with pH=2 supports 
formation of layers with separately standing rods. Photoluminescence (PL) and X-ray Diffraction 
(XRD) results suggest that ZnO nanorods prepared by spray pyrolysis are of high optical and 
crystalline quality. Additionally, according to PL studies, intense UV-emission is characteristic of 
ZnO independent of growth temperature, the concentration of oxygen vacancy related defects is lower 
in ZnO nanorods deposited at 550oC. 

Keywords: Zinc oxide; Nanorods; Chemical spray pyrolysis; Surface morphology; Photoluminescence 

1. INTRODUCTION 

Zinc oxide nanostructured layers comprising nanorods are very attractive for various 
applications such as new generation solar cells with different sensitizers [1–4], high efficient 
gas sensors [5], ultraviolet detectors [6], etc. 

Well-aligned single-crystalline ZnO nanorod arrays have been prepared by vapour-
liquid-solid (VLS) [7], chemical vapour deposition (CVD) [8] and metal organic CVD 
(MOCVD) [9] techniques. Wet-chemical methods such as growth in the solution [1, 2, 10] or 
electrochemical deposition [3] have been mainly used to produce ZnO nanorod layers for 
photovoltaic applications. However, one of the drawbacks of the solution growth methods is 
the relatively long processing time.  
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Chemical spray pyrolysis has the advantage over the other methods being a less time 
and expenses consumable, catalyst and template free method to prepare ZnO nanostructures. 
Development of ZnO nanorods by spray technique is controlled by the growth temperature, 
precursor concentration in spray solution, type of solvent and surface morphology of the 
substrate [11–14]. Recently, we reported extremely thin absorber solar cells with conversion 
efficiency of 4% could be prepared on spray deposited ZnO nanorods using thin spray 
pyrolysis deposited CuInS2 absorber layer [15]. 

The aim of the research is to characterize the impact of different substrates and solvents 
on the properties of chemical spray pyrolysis deposited ZnO nanorods. This paper is based on 
our previous results [11, 12, 16, 17]. 

2. METHODOLOGY 

ZnO nanorods were deposited by spray pyrolysis method using an aqueous or ethanol 
containing aqueous solution of zinc chloride (ZnCl2, Aldrich, purity 98%). The concentration 
of ZnCl2 in spray solution was 0.1 mol/l. Acidity of spray solution was held around pH=5 or 
pH=2. Solution pH of 2 was adjusted by addition of HCl. The precursor solution was 
pulverized with the help of compressed air onto bare glass, indium tin oxide (ITO), and SnO2 
covered glass substrates placed on a soldered tin bath. Two types of ITO covered glass (A and 
B) with similar thickness of about 1 mm have been used. Type A: ITO (further named as ITO-
A) with rough surface and non-uniform grain size (thickness of 150 nm, medium grain size 
ca. 100 nm). Type B: (further named as ITO-B) ITO with rough surface and non-uniform 
grain size (thickness of 150 nm, medium grain size ca. 40 nm). Both types of substrates 
(originally non-treated) were additionally chemically treated which resulted in smoother 
surface. The deposition temperature (Ts, temperature at substrate surface) was 550 oC in case 
of aqueous solution and 480 oC in case of alcohol containing solution with accuracy of ± 5 °C 
using an electronic temperature controller. The solution volume was 50 ml and the flow rate 
and carrier gas flow rate were maintained between 2.2 and 2.4 ml/min and 8 l/min, 
respectively. 

The surface morphology and cross-sectional images of the layers were examined by 
high-resolution scanning electron microscopy (SEM) on a Leo Supra 35 or Zeiss EVO-
MA15. The optical properties were investigated by photoluminescence (PL) measurements at 
room temperature (300 K) using a He–Cd laser (325 nm) as an excitation source. X-ray 
diffraction (XRD) patterns were recorded by a Bruker AXS D5005 diffractometer using the 
Cu-Kα radiation (λ=0.1542 nm). 

3. RESULTS AND DISCUSSION 

3.1 Deposition of ZnO nanorods by spray on different substrates 

In order to study the effect of substrate morphology on the ZnO nanorods formation and 
development we examined the nanorods growth on different substrates.  

Fig. 1 (a–f) presents SEM micrographs of the ZnO nanorod structures formed on 
different substrates such as glass, ITO with various surface structures and SnO2. For a 
comparison, the surface morphology of the bare substrates is depicted in insets of Fig. 1 (b–e).  

ZnO nanorods grown on glass substrate are presented in Fig. 1a. As it can be seen on 
SEM micrograph, large well-shaped hexagonal prisms with diameter of 300-400 nm and 
length of 2 μm (cross-sectional image not presented) are formed [11, 16]. It was also found 
that both, the increase of the substrate temperature and precursor concentration, resulted in 
increased dimensions of the rods [11, 12].  
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Fig. 1. SEM micrographs of bare substrates (insets) and ZnO layers deposited from the ZnCl2 

aqueous solution at Ts=550oC onto a) glass, b) non-treated ITO-A, c) chemically treated  
ITO-A, d) non-treated ITO-B, e) chemically treated ITO-B, f) non-treated SnO2 

According to the SEM surface views (Fig. 1b, c), a structured film consisting of 
hexagonally shaped crystals was formed in case of ITO-A. Though, ZnO nanorods grown 
onto non-treated substrate (Fig. 1b) appear to be in different shape and length. However, 
using chemically treated ITO-A as a substrate (Fig. 1c) resulted in  more uniform ZnO 
crystals with diameter of 200 nm and length of 800 nm (cross-sectional image can be seen on 
Fig. 2a).  

Deposition on non-treated ITO-B (Fig. 1d) resulted in asymmetric ZnO structures with 
various shapes and sizes. Deposition on chemically treated ITO-B (Fig. 1e) led to the 
formation of ZnO with more defined hexagonally shaped pyramidal-like forms in different 
sizes with average diameter of 400 nm on ITO surface and average length of 600 nm (cross-
sectional image not presented). 

As it can be detected from SEM micrographs, ZnO hexagonal crystals grown on SnO2 
covered glass (Fig. 1f) are relatively fat and short with diameter about 700 nm and length 250 
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nm (cross-sectional image not presented), thus, well-shaped nanorods have not been 
developed [16]. 

The results obtained indicate that the development of nanorods strongly depends on the 
substrate microstructure. Generally, it is known that the most successful approach to grow 
well aligned nanorods is the use of a seed layer for site-selective nucleation [18, 19]. In our 
experiment, the density of nuclei was definitely higher in case of smaller-grained ITO (ITO-
B) and SnO2 covered glass, and thus the number of crystals formed in the early stage of 
growth can also be high. Obviously, the coalescence of adjacent crystals occurs during the 
growth, resulting in the layer composed of fat crystals [12, 16]. It was also discovered that 
using chemically treated ITO substrates can result in more uniform ZnO nanorod structures 
[12]. Consequently, in order to grow well-shaped ZnO nanorods by spray pyrolysis method 
chemically treated larger-grained ITO (in this case, for example ITO-A) or a seed layer should 
be used as a substrate. 

3.2 Effect of solution pH on the development of ZnO rods 

In order to study the effect of the solution pH on the formation of ZnO nanorods we 
deposited series of samples at the spray solution pH of 2 or 5 onto treated ITO-A substrate. 
Fig. 2 depicts the SEM micrographs of the ZnO nanorods sprayed from aqueous solutions 
with pH=2 (Fig. 2a) and pH=5 (Fig. 2b) onto treated ITO-A. SEM micrographs (Fig. 2a, b) 
indicate the formation of well-shaped hexagonal nanorods, irrespective of the spray solution 
pH. ZnO nanorods deposited from spray solution with pH=2 (Fig. 2a) were uniform in both, 
size and distribution, with diameter of about 200 nm and length of about 800 nm. Using spray 
solution with pH=5 (Fig. 2b) resulted in rods that were slightly thinner and more densely 
located but not as uniform as rods that were deposited from solution with pH=2. 

In order to compare the density of ZnO crystals which were formed by spraying the 
solution with pH= 2 and 5 onto the treated ITO-A the image analysis of SEM microphotos 
were carried out by the Media Cybernethics Image-Pro 3 system. According to the analysis, 
the spraying solution with pH=5 (Fig. 2b) resulted in ZnO layer with density of crystals (mean 
diameter of ZnO crystals ~200 nm, length ~800 nm) as high as 212 per analyzed area of 
24μm2 (~9x106mm-2). Deposition of the solution with pH=2 resulted in ZnO layer showing 
larger deviation in diameter of crystals (Fig. 2a). According to the image analysis of SEM 
microphotos in Fig. 2a, the number of crystals was lower – 166 per the area analyzed 
(~7x106mm-2) [17]. 

 
Fig. 2. SEM micrographs and cross-section (inset) of ZnO layers deposited from the ZnCl2 

aqueous solution with a) pH=2 and b) pH=5 onto treated ITO-A. Ts=550oC 

Nevertheless not directly proved, the changes in the layer morphology depending on the 
solution pH refer to the possibility that partial dissolution of initially formed seed crystals 
occurs in the nucleation stage due to spray of an acidic solution. As a result, the number of 
growing crystals is reduced and their further coalescence can also be avoided. It is not 
excluded as well that solution pH has effect via controlling the hydrolysis of ZnCl2 precursor 
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in spray solution. The use of acidic solutions offers an alternative way besides thiocarbamide 
containing solutions [13] for obtaining separately standing ZnO nanorod layers on ITO 
electrode by spray pyrolysis method [17]. 

3.3 Effect of organic solvent on the development of ZnO rods 

Another approach is to add alcohol into the spray solutions as it is well-known that 
alcoholic solvents have low surface tension and viscosity, which facilitates the formation of 
small spray droplets [20]. For example, most of ZnO thin films have been deposited by spray 
of alcoholic solutions [21]. In order to study the effect of organic solvent on the ZnO 
nanorods formation we sprayed alcohol containing solution onto the treated ITO-A substrate. 
Additionally the effect of the alcoholic solution pH on the formation of ZnO nanorods was 
examined by depositing series of samples at the spray solution pH of 2 or 5.  

Fig. 3 depicts the SEM micrographs of the ZnO nanorods sprayed from alcoholic 
solutions with pH=2 (Fig. 3a) and pH=5 (Fig. 3b) and aqueous solution with pH=2 (Fig. 3c) 
onto treated ITO-A. 

Deposition of alcohol containing spray solution with pH=2 (Fig. 3a) led to well-shaped 
hexagonal nanorods with a length of ca. 300 nm and average diameter of about 70 nm, but 
also small (diameter of 50 nm) and fat (diameter of 200 nm) crystals were formed. Nanorods 
deposited from alcohol containing spray solution with pH=5 (Fig. 3b) were more uniformly 
located ZnO crystals with diameter of about 70-80 nm, length of about 400 nm and density of 
coverage of about 40 rods/μm2 [16]. For a comparison, the spray of aqueous solution with 
pH=2 (Fig. 3c) led to the growth of significantly thicker (diameter of about 200 nm) and 
longer (length of about 800 nm) ZnO nanorods compared to those obtained by spraying 
alcohol containing solutions.  

 

 
Fig. 3. SEM micrographs and cross-section (inset) of ZnO layers deposited from the ZnCl2 

alcoholic solution with pH=2 (a) and pH= 5 (b) at Ts=480oC and aqueous solution with pH=2 
(c) at Ts=550oC onto treated ITO-A  

Our results show that the use of alcoholic solutions instead of aqueous ones allows to 
obtain nanorods which are sparsely located and significantly thinner. Another remarkable 
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advantage of using of alcoholic solutions is the possibility to reduce the deposition 
temperature [16]. 

3.4 Electrical and optical properties of ZnO nanorods 

3.4.1 XRD study 

XRD measurements were performed to study nanorods composition and their 
orientation.  

 
Fig. 4. XRD patterns of ZnO layers deposited from the ZnCl2 aqueous solution onto glass 

substrate. Ts=550oC [11] 

The X-ray diffractogram of the structured layer deposited at 550 °C onto glass substrate 
is presented in Fig. 4. The strong (002) reflection and weak reflections of the (101) and (102) 
planes of the ZnO wurtzite form (PDF 36-1451) can be detected in the diffractogram. The 
ratio of the intensities of (002) and (101) reflections (I002/I101) between 5.5 and 8.6 is 
characteristic of the samples consisting of well-shaped hexagonal columns. For a powder 
sample, the I002/I101 is 0.44. Thus, according to XRD, ZnO crystals are c-axis-oriented [11]. 

3.4.2 Photoluminescence study (PL)  

PL studies were performed to evaluate and compare the optical properties of ZnO 
nanorods deposited from aqueous (Ts=550 ºC) and alcohol (Ts=480 º) containing solution. 

 

 
Fig. 5. Photoluminescence spectra of ZnO nanorod layers deposited from: a) alcoholic 

(Ts=480 oC) and b) aqueous (Ts=550 oC) solutions.  
Spectra are recorded at room temperature [17] 
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The room-temperature PL spectrum of ZnO nanorod layer deposited from alcohol 
containing solution at 480 oC (Fig. 5a) shows a broad emission band centered around 2.5 eV 
in the visible spectral region and an intense UV-emission band centered around 3.27 eV. The 
green PL emission band is not present in the spectrum of the sample prepared from aqueous 
solution at 550 oC (Fig. 5b). Instead, a rise of the PL signal in the low-energy range of the 
spectrum is observed. It is generally accepted that UV-emission band is mainly due to the 
recombination of bound excitons in ZnO. The green PL emission band is assigned to the 
oxygen vacancies in ZnO, this luminescence being due to the recombination of 
photogenerated hole with singly ionized oxygen vacancies [22]. While the green emission 
band is being observed in oxygen deficient samples, the orange PL emission is seen in oxygen 
rich samples [23]. Correlation between the green and orange PL emission intensity and free-
carrier density has been established—the green PL emission decreases and the orange PL 
emission increases while increasing the annealing temperature in oxidative conditions [22]. 
Thus, it can be concluded that the concentration of oxygen vacancies related defects is lower 
in the material deposited at higher temperature being also expressed in lower density of 
carriers [17].  

4. CONCLUSIONS 

ZnO nanorods could be grown on glass, indium tin oxide, and SnO2 covered glass 
substrates by chemical spray pyrolysis using zinc chloride aqueous and alcoholic solutions. 
The formation of nanorods strongly depends on the underlayer microstructure. To avoid 
coalescence of growing crystals the density of nuclei should be carefully controlled. 

According to SEM study, spray pyrolysis deposition of acidic zinc chloride solutions 
(pH=2) instead of those with pH=5 offers a new approach to grow ZnO nanorod layer with 
separately standing crystals on ITO substrate where, ordinarily, coalescence of growing 
crystals occurs easily. As a result, the density of ZnO crystals on the substrate is decreased, 
however, their size distribution is broadened. 

According to PL studies, the concentration of oxygen vacancy related defects is lower 
in ZnO nanorods deposited at 550 oC compared to those deposited at 480 oC. Intensive UV-
emission prevails in PL spectra independent of the growth temperature or solution pH and 
refers that spray deposited ZnO has relatively high crystal quality. 
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ABSTRACT  

In the present work we report the technological conditions for the solid phase reaction synthesis 
of Li1.4Ti1.9P3O12 substituted by Nb0.1 powder, sintering of the ceramics, the results of the 
investigations of X-ray diffraction (XRD) from the powder, X-ray photoelectron spectroscopy (XPS) 
and electrical properties of the ceramics in the frequency range from 10Hz to 3GHz in the temperature 
range from 300K to 600K. The results of the X-ray diffraction patterns study shown that 
Li1.4Ti1.9P3O12 compound substituted by Nb belongs to hexagonal symmetry (space group R 3 c) with 
six formula units in the lattice. The results of the investigations of Ti2p, P2p, Nb3d, O1s and Li1s core 
level XPS shown that substitution of Li1.4Ti1.9P3O12 compound by Nb0.1 influence the values of binding 
and splitting energies of Ti2p, P2p, Nb3d spin-orbit doublets. It is discussed about peculiarities of the 
Li ions transport of the investigated ceramics. 
 
Keywords: ceramics, synthesis, sintering, NASICON, XRD, XPS, electrical conductivity 

1. INTRODUCTION 

The development of fast lithium conductors is important for applications in high-energy 
Li-ion batteries [1, 2] and electrochemical sensors [3]. It is known that LiTi2P3O12 compound 
with the NASICON-type structure is a pure ionic conductor [4,5]. It has been used as a host 
compound for substituting Ti4+ ion by different three valence ions and a series of new Li-ion 
conductors have been found [4, 5]. The system Li1+xMxTi2−x(PO4)3 (where M = Al, Sc, Y, Fe, 
Cr) seems to be the most suitable for Li+ ionic transport in the framework [4, 6]. Conductivity 
increases rapidly then Ti4+ is partially substituted by MIII + Li+ ions in the above mentioned 
system [4] or P+5 substituted by Si+4 [7]. High ionic conductivity of above mentioned solid 
electrolyte compounds with NASICON - type structure stimulate further investigation and 
make the materials promising for applications in the functional elements of solid state ionics. 
In the present work we report the technological conditions for the synthesis of Li1+4xTi2-

xNbyP3-yO12 (where x = 0.1; y = 0, 0.1) powder, sintering of the ceramics, the results of the 
investigations of X-ray diffraction (XRD) from the powder, X-ray photoelectron spectroscopy 
(XPS) and electrical properties of the ceramics in the frequency range from 10 to 3⋅109 Hz in 
the temperature range from 300 to 600 K. 

2. EXPERIMENTAL  

Conventional solid state reaction method was employed to prepare Li1.4Ti1.9P3O12 
compound. Required amounts of chemicals Li2CO3 (purity 99.999 %), TiO2 and NH4H2PO4 
(extra pure) were heated at temperature T = 723 K for 20 h. After heating the mixture was 
placed in ethyl alcohol and milled in a planetary mill for 12 h. The obtained powder was 
heated at temperature 973 K for 8 h, at 1173 K for 3h and at 1273 K for 2.5h. After each 
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heating the mixture was placed in ethyl alcohol and milled in a planetary mill. Finally, the 
mixture was dried at T = 393 K temperature for 24 h. The procedure was repeated three times. 
The powders of Li1.4Ti1.9Nb0.1P2.9O12 compound have been synthesized by a solid state 
reaction method too. Li2CO3 , TiO2, NH4H2PO4 and Nb2O5 (extra pure) were used. The 
stoichiometric mixture was heated at temperature 723 K for 20 h. After heating the mixture 
was placed in ethyl alcohol and milled in a planetary mill for 24 h. The obtained powder was 
heated at temperature 1073 K for 3 h, at 1173 K and 1373 K for 3h and at 1473 K for 2 h. 
After each heating the mixture was placed in ethyl alcohol and milled in a planetary mill. 
Then mixture was dried at T = 393 K temperature for 24 h. 

The structure parameters were obtained using Brucker D8 Advance equipment at room 
temperature from the X-ray powder diffraction patterns in the region 2Θ = 6–80 degree, step 
0.02 degree, time per step 1–8 sec., CuKα1 radiation (40 kV, 40 mA). The lattice parameters 
were deduced by fitting the XRD patterns with software TOPAS. 

The ceramic samples were used for XPS and impedance measurements. The powder was 
uniaxially cold pressed at 300 MPa. The Li1.4Ti1.9P3O12 and Li1.4Ti1.9Nb0.1P2.9O12 ceramics 
were sintered in air for 1h at temperatures 1343 K and 1473 K respectively. Chemical 
bonding states of the constituent elements of the surfaces of ceramics were examined by X-
ray photoelectron spectroscopy. XPS were recorded by LAS-3000 (ISA-Riber) surface 
analysis equipment. The instrument was equipped with double-pass cylindrical mirror 
analyzer MAC2. The XPS spectra were obtained by using Mg Kα (hν = 1253.6 eV) radiation 
at an average of 10 scans with step size of 0.05 eV. Before the measurement the samples were 
kept in a preparation chamber (residual pressure 1.6⋅10−6 Pa) of the experimental setup for 
one day. The residual pressure in the analyzer chamber was 1.3⋅10−8 Pa. In order to extract the 
core-level shifts and relative intensities of these components, a curve-fitting procedure was 
utilized. The fitting of the core-level data was performed using a nonlinear fitting procedure 
(software XPSPEAK 41).  

Platinum electrodes were prepared on sintered cylindrical samples by conductive Pt 
paste (GVENT Electronic Materials LTD) fired at 1073 K. For the measurements of electrical 
impedance in the frequency range (10-2⋅106) Hz vector voltmeter-amperemeter method was 
used. The network with the sample was affected by the narrow spectra radio pulse. Voltage 
and current of this network were measured by two channel computer oscilloscope TiePie 
Handyscope HS3. For alternating current measuring the special current – voltage converter, 
allowing accurate vector current converting, was used. The accurate complex impedance 
( ZZZ ′′−′= i~

) of the sample was computed by computer from the time functions of signals, 
measured by both scope channels. The measurements in the frequency range (3⋅105-3⋅109) Hz 
were performed by Agilent Network Analyzer E5062A connected to coaxial line, the part of 
inner conductor of which was replaced by the sample. The impedance of the sample was 
calculated from transmission and reflection parameters of such network. The temperature 
measurements of the ceramics in the low and high frequency ranges were performed in the 
range 300–600 K by Digital Thermometer TMD90A. The temperature was controlled by a 
computer connected to DC power supply Mastech HY 30005. 

3. RESULTS AND DISCUSSION 

The results of XRD data analysis shown that investigated compounds belong to 
hexagonal symmetry (space group R 3 c), but in both compounds some peaks realted to 
LiTiPO5 exist (Fig. 1). The lattice parameters, unit cell volume (V), density (dX-ray) and 
formula units in the lattice (Z) of the investigated compounds are presented in Table 1. It was 
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used geometrical and mass measurements of the ceramics for the investigation of relative 
density. The relative density of the ceramics was found to be 94 % of the theoretical density.  

Table 1. Summary of X-ray diffraction results for Li1.4Ti1.9P3O12 and Li1.4Ti1.9Nb0.1P2.9O12 
compounds at room temperature 

Compound a (Å) c (Å) V (Å3) dX-ray 
(g⋅cm−3) Z 

Li1.4Ti1.9P3O12 8.5137(2) 20.8587(5) 1309.36 2.93 6 
Li1.4Ti1.9Nb0.1P2.9O12 8.5267(23) 20.8608(53) 1313.49 2.97 6 
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Fig. 1. The powder XRD patterns of Li1.4Ti1.9P3O12 (1) and Li1.4Ti1.9Nb0.1P2.9O12  

(2) compounds 

XPS spectra of surface of Li1.4Ti1.9P3O12 and Li1.4Ti1.9Nb0.1P2.9O12 ceramics are shown in 
Fig. 2 a−e. To exclude any effects on the values of binding energies due to charging of the 
sample during the XPS analysis, all data were corrected by a linear shift such that the peak 
maximum of the C 1s binding energy of adventitious carbon corresponded to 284.6 eV. Ti 2p, 
P 2p, Nb 3d, O 1s, and Li 1s core level XPS spectra were fitted.  

Ti 2p spectrum is shown in Fig. 2 a. The spectrum shows spin-orbit doublet of Ti 2p3/2 
and Ti 2p1/2 as in [8]. The spin-orbit doublets assembled two low and high binding energy 
peaks. The lower energy peaks of Ti 2p3/2 spectra are in the range from 458.5 eV to 459.1 eV. 
The higher binding energy peaks of Ti2p1/2 spectra are in range from 459.7 eV to 460.1 eV. 
The splitting energies between 2p3/2 and 2p1/2 for both compounds is 5.8 eV. The authors [8] 
reported that binding energy splitting between 2p3/2 and 2p1/2 in LiM0.05Mn1.95O4 (M=Ni, Fe 
and Ti ) solid electrolytes is 5.4 eV. Ti 2p spectrum has been deconvoluted into two spin-orbit 
doublets. The 2p3/2 peaks at lower binding energy are associated with a lower oxidation state 
(Ti3+). The peaks at higher 2p3/2 binding energy are associated with the Ti4+ state [9]. The 
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ratio of Ti+4 and Ti+3 was determined by fitting and estimating the area of each doublet and it 
corresponds to different amounts of Ti4+ and Ti3+ states. The different amount of Ti+4 and Ti+3 
was found in Li conducted solid electrolytes such as LiM0.05Mn1.95O4 (M=Ni, Fe and Ti ) [8] 
or Li2O–Al2O3–(TiO2 or GeO2)–P2O5 glass–ceramics [9]. The results of XRD investigation 
showed that in the synthesized compounds some lines related to LiTiPO5 exist as a mixture. 
The values of the binding and splitting energies and amounts of Ti4+ and Ti3+ states in atomic 
% are presented in Table 2.  

The deconvolution of the P 2p XPS spectra of Li1.4Ti1.9P3O12 and Li1.4Ti1.9Nb0.1P2.9O12 
ceramics into two peaks is shown in Fig. 2 b. The deconvolution of the P2p core level XPS 
spectra can be associated with different amounts of P5+ and P3+ states in the investigated 
ceramics. The P5+ and P3+ states in the ceramics can be assigned to group −3

4PO  and group 
−
3PO  respectively (Table 2). 

Fig. 2 c shows the fitting pattern of O 1s XPS spectra of Li1.4Ti1.9P3O12 and 
Li1.4Ti1.9Nb0.1P2.9O12 ceramic surfaces. It can be seen that the O 1s core level XPS spectra has 
been deconvoluted into four peaks. The O 1s some peaks are attributed to the lattice oxygen at 
the normal sites of the NASICON structure and other O 1s are assigned to the chemisorbed 
oxygen in the forms O2−, −

2O , and in hydroxyl environment (OH) as in La0.6Sr0.4Co1−yFexO3 
ceramics [10].  

 

Table 2. The amounts of elements with different binding energies and energy splitting of the 
spin-orbit doublets of Li1.4Ti1.9P3O12 and Li1.4Ti1.9Nb0.1P2..9O12 

 Binding energy, eV Splitting energy, eV Amount, at. % 
 Li1.4 Ti 1.9 P 3 O 12 

529.8  34.3 
530.8  29.7 
531.9  21.7 

O 1s 

532.9  14.3 
132.2 0.95 72.1 P 2p 133.9 0.95 27.9 
458.5 5.8 67.2 Ti3p 459.7 5.8 32.8 
54.4  61.7 Li 1s 55.4  38.3 

Li1.4Ti1.9Nb0.1P2.9O12  
529.9  7.2 
530.9  50.9 
532.0  32.7 O 1s 

533.0  9.2 
132.8 1.0 50.4 P 2p 133.6 1.0 49.6 

Li 1s 55.4  100.0 
207.2 2.8 69.9 Nb 3d 208.1 2.8 30.1 
458.8 5.8 49.9 Ti 2p 459.9 5.8 50.1 
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Fig. 2. Ti 2p (a), P 2p (b), O 1s (c), Li 1s (s) , and  Nb 3d (e) core level XPS spectra 

 

Li 1s core level XPS spectra of the investigated ceramics are shown in Fig. 2 d. Li 1s 
signal is of very low intensity and the fitting of the patterns is very complicated. Li 1s core 
level XPS spectra of Li1.4Ti1.9P3O12 has been deconvoluted into two peaks. One peak is at 
lower binding energy (54.4 eV), other peak is at higher binding energy (55.4 eV). In the 
ceramics with y= 0.1 exist only one peak at 54.5 eV (Table 2). It is reported that the Li 1s 
core level XPS peak is at binding energy around 55.8 eV [11]. For the Li0.8CoO4 composition 
single Li 1s peak has been observed at 55.4 eV but for Li rich compositions such as LiCoO4 
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and Li1.2CoO4 an intense peak is at 55.4 eV, a shoulder peak around 55.05 eV has also been 
observed [12]. The authors concluded that Li ions occupy two different positions. The results 
of the NMR study of LiTi2−xZrx(PO4)3 composition have shown that Li ions occupies two 
different positions in the lattice, too [13].  

Fig. 2 e shows Nb 3d spectra of investigated ceramics. The spectrum shows spin-orbit 
doublet of Nb 3d5/2 and Nb 3d3/2 as in LiNbO3 [14] or potassium lithium niobate [15] crystals. 
The deconvolution of the Nb 3d core level XPS can be associated with different amounts of 
Nb5+ and Nb4+ [14] or lower Nb3+ valence states in the investigated ceramics.  

The presence of a mixed valence states of atoms plays a large role in controlling the 
structure and electronic states in oxygen deficient ceramics [17]. Elemental composition of 
Li1.4Ti1.9P3O12 and Li1.4Ti1.9Nb0.1P2.9O12 ceramic surfaces have been estimated from XPS 
spectra and is shown in Table 3.  

Table 3. Elemental composition of Li 1.4 Ti 1.9 P 3 O 12 and Li1.4Ti1.9Nb0.1P2.9O12 ceramic 
surfaces 

Elements, at. % Composition Ti  P  O  Li  Nb 
Li1.4 Ti 1.9 P 3 O 12 5.9 16.8 65.4 11.9  

Li0.9 Ti 2.2 Nb 0.1 P3O 11 12.9 17.3 63.7 5.3 0.9 

The two relaxation dispersions have been found in complex conductivity and impedance 
spectra of the studied ceramics. The one in the high frequency region was attributed to Li+ ion 
relaxation in the bulk and the intermediate frequency range dispersion was caused by ion 
blocking effect at grain boundaries of the ceramics. Frequency dependences of the real part of 
complex conductivity of Li1.4Ti1.9P3O12 and Li1.4Ti1.9Nb0.1P2.9O12 ceramics measured at 
temperature T = 530 K are shown in Fig. 3. The dispersion regions shift to higher frequencies 
while temperature is increased. Bulk ( bσ ) and total ( totσ ) conductivities were derived from 
impedance complex plain )(ZZ ′′′  and conductivity complex plain )(σσ ′′′  plots. The 
characteristic )(ZZ ′′′  and )(σσ ′′′  plots of Li1.4Ti1.9P3O12 and Li1.4Ti1.9Nb0.1P2.9O12 ceramics at 
temperature T = 530 K can be seen in Fig. 4 and Fig. 5, respectively. Temperature 
dependences of bσ  and totσ  are shown in Fig. 6 and Fig. 7, respectively. bσ  and totσ of 
investigated ceramics change according to Arrhenius law in the studied temperature range. 
The date of the measurements of bσ  and totσ , their activation energies (ΔEb) and (ΔEtot) are 
summarized in Table 4. The results of the investigation have shown that insertion of Nb in to 
the Li1.4Ti1.9P3O12 system leads the decrease of total and bulk conductivities and increase their 
activation energies. The temperature dependences of real part of dielectric permittivity 

)(ε ′ and tangent losses (tanδ) were carried out at frequency of 1 GHz and are presented in 
Fig. 8 and Fig. 9, respectively. The increase of the values of ε′ with temperature of the 
investigated compounds can be caused by contribution of the migration polarization of 
lithium ions, vibration of lattice and electronic polarization. The increase of tanδ with 
temperature is related to the contribution of conductivity in the investigated temperature 
region. 

Table 4. σb, σt and their activation energies of Li1.4Ti1.9P3O12 and Li1.4Ti1.9Nb0.1P2.9O12 
ceramics at 530 K 

Compound σb, S⋅m–1 ΔEb, eV σt, S⋅m–1 ΔEt, eV 
Li1.4 Ti 1.9 P 3 O 12 2.07 0.18 0.244 0.29 

Li1.4Ti1.9Nb0.1P2.9O12 0.22 0.38 0.022 0.44 
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Fig. 4.  Characteristic impedance complex plain plot of Li1.4Ti1.9Nb0.1P2.9O12 ceramics 
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Fig. 5. Characteristic conductivity complex plain plot of Li1.4Ti1.9Nb0.1P2.9O12 ceramics 
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Fig. 6.  Temperature dependences of bulk conductivities of Li1.4Ti1.9P3O12 and 

Li1.4Ti1.9Nb0.1P2.9O12 ceramics 
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Fig. 7.  Temperature dependences of total conductivities of Li1.4Ti1.9P3O12 and 

Li1.4Ti1.9Nb0.1P2.9O12 ceramics 
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Fig. 8.  Temperature dependences of dielectric permittivity of Li1.4Ti1.9P3O12 and 

Li1.4Ti1.9Nb0.1P2.9O12 ceramics 
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Fig. 9. Temperature dependences of tanδ of Li1.4Ti1.9P3O12 and Li1.4Ti1.9Nb0.1P2.9O12 ceramics 

4. CONCLUSIONS 

The powder of Li1.4Ti1.9P3O12 and Li1.4Ti1.9Nb0.1P2.9O12 has been prepared by solid state 
reaction and corresponding ceramics have been sintered. The results of XRD has shown that 
investigated compounds belong to hexagonal symmetry (space group R 3 c ). Ti 2p, P 2p, Nb 
3d, O 1s and Li 1s core level XPS spectra were fitted. The results of the investigation of XPS 
suggested that Ti ions are at Ti3+ and Ti4+ oxidation states. It was ascertained that there are 
four different kinds of oxygen on the ceramic surface, including lattice oxygen, chemisorbed 
oxygen in the forms O2−, −

2O , and oxygen in hydroxyl environment (OH). The deconvolution 
of the P2p core level XPS can be associated with different amounts of P5+ and P3+ states in the 
investigated ceramics. The P5+ and P3+ states in the ceramics can be assigned with group 

−3
4PO  and group −

3PO  respectively. The deconvolution of the Nb 3d core level XPS can be 
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associated with different amounts of Nb5+ and Nb4+ or lower Nb3+ valence states in the 
investigated ceramics. 

Impedance spectroscopy study of the ceramics in the frequency range 10 - 109 Hz in the 
temperature range from 300 to 600 K revealed that insertion of Nb in to the Li1+4xTi2-xP3O12 
(where x = 0.1) ceramics leads to the decrease of total and bulk conductivities and increase 
their activation energies. Also insertion of the Nb in to the system leads to the lowering of the 
value of ε ′ . 
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ABSTRACT 

Soot is formed in most power installations, besides, black carbon is a widely used industrial product. 
That is why the soot formation has attracted the attention of scientists for many years. The research 
technique development allows extending the understanding of this process. Nowadays the 
experimental investigation of the behaviour of soot particle temperature during their formation and 
growth is of interest for scientists. The experimental results on  carbon nanoparticles produced at  
pyrolysis of the ethylene – argon mixture (5% С2H4 – 95% Ar) at temperatures 2000–3400 K behind 
the reflected shock wave in a shock tube are presented in the present report. The photoemission 
method with 1 μs time resolution was used to register the particles temperature and further formed 
soot was analysed with bitmapped electron microscope. It is found  that in the soot formation process 
at the beginning of registration the temperature of particles was higher by about 550–900 K than the 
gas temperature, but it decreased fast and became lower by about 400–650 K than the last one. The 
temperature rate change was about 106 K/s. The mean diameter of the initial carbon nanoparticles 
decreased from 55 to 27 nm with temperature growth from 2000 to 2800 K. 

Keywords: soot temperature measurement, pyrolysis, shock tube. 

1. INTRODUCTION 

Soot formation is a complicated process that has attracted scientists’ attention for many 
years. Today there are a lot of experimental and theoretical materials on this theme [1–3], but 
researches in this field are still actual [4, 5]. It can be explained by some reasons. At first, soot 
(black carbon) is an industrial product and it is necessary to know optimal production 
conditions [1, 6]. Secondly, soot nano- and submicron particles are formed in engines and 
industrial power installations cause negative consequences in their operation. This problem 
has to be analysed and solved. Thirdly, small soot particles are one of the main pollutants that  
influence heat and mass transfer in atmosphere and mankind’s health [7]. Fourthly, research 
technique development allows getting  a deeper insight into the understanding of this 
complicated process.  

Usually optical in-situ methods are used to research carbon particles parameters during 
soot formation and growth in gas. The main methods  are represented by modulated 
absorption/emission (MAE) pyrometry [8], laser extinction and laser-induced incandescence 
(LII) [9, 10]. The first of them enables determining soot particles temperature by measuring 
both  laser radiation absorption  (at one or two wavelengths) in the volume with soot and the 
intensity of radiation emitted from this volume (at the same wavelengths). The second allows 
determining a particles diameter during soot formation by laser radiation absorption 
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registering at certain wavelength. LII is used to research the behaviour of particles 
temperature and size due to particles pulse laser heating and a further analysis of radiation 
intensity at some wavelength. But it is necessary to know optical properties of  soot substance 
and emissivity of carbon particles in order to use these methods. A priori, such data for all 
experimental conditions are unknown; besides,  the emissivity of  carbon particles depends on 
their temperature and size, so it can change during the research process. 

In this paper we present the results on soot formation at the ethylene–argon mixture 
pyrolysis behind the reflected shock wave in the shock tube. The photoemissive method is 
adopted  for measurements of particles temperature [11, 12]. It is based on registering soot 
particles radiation and analysing the photoelectron energy distribution, possesses high time 
resolution (1 μs), allows detecting fast temperature changes (108 K/s). The emissivity of  
carbon particles in this case doesn’t affect significantly  the result. The size of initial carbon 
particles has been  determined by bitmapped electron microscope. 

2. METHODOLOGY 

The studies of soot particles formation and growth were carried out in the stainless steel 
shock tube 7.1 m long and  50 mm in diameter. The reflected wall of the tube was flat. The 
ethylene – argon mixture (5% С2H4 – 95% Ar) was used as a working gas. In our study the 
pyrolysis temperature was 2000–3400 K. The pressure of the gas behind the reflected shock 
wave was 7.0–11.5 atm and the density was 1.61–1.63 kg/m3. In all our experiments pyrolysis 
took place behind the reflected shock wave. 

The shock tube test section is presented in Fig. 1. High-frequency pressure sensors were 
situated in the wall of the tube test section and in the reflected wall. These enabled us  to 
register the shock wave motion and pressure variations inside the tube. These data were then 
used to calculate the  shock wave velocity and, according to the 1-D shock relations and the 
assumption of vibrational equilibrium and frozen chemistry [13, 14], to determine gas 
parameters (temperature, pressure, density) behind the incident and reflected shock waves. 

 

 
Fig. 1. Scheme of the shock tube test section: 1 – high-frequency pressure sensors,  

2 – photomultipliers with colour filters, 3  – pulse photoemissive pyrometer 
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Two quartz rods with a diameter of 8 mm were mounted into the side of the wall of 
shock tube opposite to each other. Through the one rod we detected the soot radiation using a 
home-made pulse photoemissive pyrometer for the next temperature calculation. In some 
experiments remissive neutral colour filters with the transmitting efficiency 3–70% were 
placed in front of the pulse photoemissive pyrometer to detect carbon particle radiation 
without signal pining. The accelerating voltage of the pulse photoemission pyrometer was 
1100 V and the retarding voltage realizing the separation of photoelectrons was –0.6 V. 
Through the second rod the luminosity of C2 radicals (transitions A3П – Х3П) at the 
wavelength of λ = 516.5 nm and hydrogen atoms (transitions Hα) at the wavelength of λ = 
656.3 nm was detected. For this purposes we used 2 photomultipliers with colour filters 
λmax = 516.2 nm (Δλ0.5 = 4.6 nm) and λmax = 656.2 nm (Δλ0.5 = 2.6 nm) respectively. The data 
obtained  make it possible to find a mixture induction time for C2 and H. 

Soot produced at pyrolysis was analysed under a bitmapped electron microscope Carl 
Zeiss Supra 55. For soot collection the stainless steel plates fixed at the reflected wall of the 
shock tube were employed. 

3. RESULTS 

In the first experiments of soot particles formation it was found that the soot temperature 
deceased from the near gas temperature to the steady value (Fig. 2). The rate of temperature 
change was about 106 K/s. The identical temperature behaviour of particles  was obtained for 
all gas temperatures behind the reflected shock wave in the range 2000–3400 K. A gas and 
steady soot temperature difference for different pyrolysis temperatures is presented in Fig. 3. 
One can see that the particles temperature became lower by 400–650 K than the gas one. Such 
fast temperature decreasing of particles  to the steady value can be attributed to radiative 
cooling to the temperature, at which radiative cooling is compensated by gas heating. 

In the above experiments we used the remissive neutral colour filters in front of the 
pulse photoemissive pyrometer with objectives to increase the measurement time range and to 
detect carbon particles radiation without signal pining. Then we carried out series of 
experiments for the same initial conditions (the similar post shock conditions) without using 
the remissive neutral colour filters in front of the pyrometer or using filters with a higher 
transmitting efficiency (Fig 4). This was made for careful measurement of soot temperature  
at the initial stage when there appears  particles radiation. 

 

  
 

Fig. 2. Pressure and the soot particles 
temperature at the pyrolysis temperature of 

2679 K 

Fig. 3. Difference between gas and steady 
soot temperatures at different pyrolysis 

temperatures 



             CYSENI 2010, May 27–28, Kaunas, Lithuania 
             ISSN 1822-7554, www.cyseni.com 
 

VII-312 
 

In this case, the particles temperature in different experiments was higher than the gas 
one by 550–900 K (Fig. 5), but also decreased fast to the value lower than the gas 
temperature. It is difficult to find a correct dependence between particles overheating and 
pyrolysis temperature from Fig. 5 because of the use of the remissive neutral color filters in 
some experiments. But it is clear that due to latent heat release during soot particles formation 
the soot temperature can exceed significantly the gas one. 

For low pyrolysis temperatures (< 2400 K) the temperature of black carbon particles did 
not exceed significantly the gas temperature. The reason for this is the low intensity of 
particles radiation at these temperatures. 

 

  
 

Fig. 4. Pressure and the soot particles 
temperature at the pyrolysis temperature of 

2619 K 

Fig. 5. Difference between maximum soot 
and gas temperatures at different pyrolysis 

temperatures 
 
As mentioned above, in our experiments we registered the luminosity of C2 radicals and 

hydrogen atoms. Its typical behaviour is seen in Fig. 6. Registering the luminosity allowed 
determining a mixture induction time (Fig. 7). It was found that with temperature growth in 
the range 2000 – 3400 K the induction time decreased from 1.50 to 0.03 ms and from 1.70 to 
0.25 ms for C2 and H respectively, and the temperature of particles became steady long before 
the end of the pyrolysis process. 

 

 
 

Fig. 6. Luminosity of C2 radicals and 
hydrogen atoms at the pyrolysis temperature 

of 2679 K 

Fig. 7. Induction time 
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The analysis of soot under the bitmapped electron microscope (Fig. 8) showed that the 
mean diameter of primary carbon particles decreased from 55 to 28 nm with pyrolysis 
temperature growth from 2100 to 2800 K. Such a decrease of the particles diameter  can be 
explained by more intense evaporation of  carbon atoms  from  soot particles. 
 

  
a) b) 

 
Fig. 8. Electron picture of soot at the pyrolysis temperatures of 2146 K (a) and 2679 K (b)  

4. CONCLUSIONS 

The study of soot formation in the ethylene – argon mixture in the shock tube was 
carried out. Photoemissive temperature measurements showed that at first the soot 
temperature was higher than the gas one (550–900 K), but decreased fast (~ 106 K/s) and 
reached its steady value lower by 400–650 K than the gas temperature. It contradicts the idea 
of the isothermal soot formation, but agrees with the  predictions and experimental results of 
some authors [15, 16]. 

The soot analysis showed that the mean diameter of primary carbon particles decreases 
in the range of 55–28 nm when the pyrolysis temperature is increased from 2100 to 2800 K. It 
can be due to intense evaporation of carbon atoms  from the initial soot particles during their 
formation and growth in the ethylene pyrolysis process. 

This project was sponsored by State Research Programs “Hydrogen” and 
“Nanotechnologies and Nanomaterials”. 
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ABSTRACT 

For the description of growth of heterogeneous droplets, containing the nanoparticle inside, in a 
laminar flow diffusion chamber a new mathematical model is proposed. The mathematical model is 
comprised by three equations: the first one is for the description of the gas-vapor mixture temperature 
(energy balance), the second equation is for the vapour density (mass balance), and the third one is for 
heterogeneous droplet growth. This model takes into account the vapor depletion due to the 
condensation on nanoparticles. For small initial concentrations of nanoparticles the wall temperature 
affects on the final heterogeneous droplet radius. The increase of the initial number density of 
nanoparticles leads to the smaller droplets sizes for all wall temperatures considered. 

Keywords: condensation, heterogeneous droplets, diffusion chamber 

1. INTRODUCTION 

An efficient method for the registration of nanoparticles is detecting of heterogeneous 
droplets, which are formed by means of the supersaturated vapor condensation on 
nanoparticles. The sketch of a laminar flow diffusion chamber with a porous hot wall is 
shown in Fig. 1.  

 

Fig. 1. Diffusion chamber with a water saturated porous wall 

The operation principle of this chamber is as follows. The cold gas flow with 
nanoparticles enters the cylindrical chamber with the wall temperature Twall and the saturated 
water vapor mixes with the gas flow. Vapor diffusion and heat conduction occur 
simultaneously in the radial direction. Hot water is evaporated into a cold gas flow and, 
thereby, a supersaturated gas-vapor mixture is formed. 

In this work the condensation of water vapor on a dense cloud of nanoparticles moving 
in non-uniform fields of temperature and vapor supersaturation is simulated. For the 
simulation the new mathematical model is used, which was discussed in [1–3]. Previous 
numerical results were obtained for small values of the initial number densities of 
nanoparticles at the chamber inlet. The main attention in this paper is given to the growth of 
heterogeneous droplets for large values of the initial number density of nanoparticles. In this 
case the heat and mass transfer in a laminar flow diffusion chamber is influenced by the 
droplet growth. 
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2. MATHEMATICAL MODEL 

In the laminar flow diffusion chamber the profile of a gaseous mixture velocity u(r) has 
the parabolic character: 

 ( )2
0( ) 2 1 /u r u r R= −⎡ ⎤⎣ ⎦ . (1) 

Our mathematical model is comprised by three equations: the first one is for the 
description of the gas-vapor mixture temperature (energy balance), the second equation is for 
the vapour density (mass balance), and the third one is for heterogeneous droplet growth. The 
first equation is: 

[ ]( , ) 1 1
( , ) ( ( , )) ( , ) ( ( , ))m

m m
t s

T r z T
u r z T r z r I n r z n T r z

z c r r r

∂ ∂ ∂
= ⋅ λ + −

∂ ρ ∂ ∂

⎡ ⎛ ⎞⎤⎜ ⎟⎢ ⎥⎣ ⎝ ⎠⎦
, (2) 

where [ ]( , ) ( ( , ))t sI n r z n T r z−  is the heat source relevant to the release of the latent heat of the 
phase transition during vapor condensation on heterogeneous droplets. 

The second equation is for the mass balance with a sink for vapor depletion: 

[ ]( , ) 1
( , ) ( ( , )) ( , ) ( , ) ( ( , ))n s

n r z n
u r z D T r z r I r z n r z n T r z

z r r r

∂ ∂ ∂
= + −

∂ ∂ ∂

⎛ ⎞⎜ ⎟
⎝ ⎠

, (3) 

where the term [ ]( , ) ( , ) ( ( , ))n sI r z n r z n T r z−  describes a reduction in the vapor density resulting 
from its condensation on the droplets.  

It can be shown that the contribution of the thermodiffusion is quite small for a laminar 
flow diffusion chamber; therefore, this effect is ignored in Eqs. (2) and (3).  

The growth of a heterogeneous droplet, containing the nanoparticle inside, is described 
by the following equation: 

( , ) ( , ) ( ( , ))
( ( , ))

( , )
d

d
sR r z n r z n T r z

L R r z
z u r z

∂ −
=

∂
, (4) 

where L(Rd) describes the isothermal mass transfer for droplets. This function depends on the 
Knudsen number Kn = λd/Rd and can be written as following: 

1( )
1 ( / ) 2 /d

l d d

DmL R
R D R m kT

⎛ ⎞
= ⎜ ⎟⎜ ⎟ρ + π⎝ ⎠

. (5) 

It exactly describes the droplet growth in the free-molecular regime and the continuous 
regime, respectively. In the calculations the water vapor diffusion coefficient D is assumed to 
be a function of temperature and concentration.  

There is an important parameter, so called the Kelvin radius RK: 

 
2

ln( )
K

v
R

kT S

σ
= . (6) 

If the initial radiuses of nanoparticles are greater than the RK, then a fast growth of 
droplets in the free-molecular regime takes place. As shown below the final radiuses of 
heterogeneous droplets do not depend on the initial ones. 
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3. NUMERICAL RESULTS 

Some results of the numerical simulation are presented in Figs. 2-5. The curves are 
plotted as follows: 1 is for r/R = 0.1; 2 is for r/R = 0.6; 3 is for r/R = 0.9. We use the 
following initial parameters: chamber radius R = 0.005 m, mixture velocity u0 ~ 0.15 m/s, 
inlet gas flow temperature Tinlet = 288 K, chamber wall temperature Twall = 310 K, number 
density Nd = 107 nanoparticles/m3. Also, we assume that all nanoparticle radiuses are larger 
than the Kelvin radius. For three radial positions the mixture temperature profiles are shown 
in Fig. 2. 
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Fig. 2. Temperature profiles along the chamber axis  

 

Characteristic length lt of the temperature change, according to [4], is  
2 2

01.6 /t m m ml u R c b= ρ λ , (7) 

where b is the smallest positive root of the equation 0 ( ) 0=J b ; J0 is the Bessel function of the 
zeroth order. It is seen from Fig. 2 that the mixture temperature adjusts to the wall 
temperature at an axial position of approximately 40 R; lt is about 13 R. According to the Eq. 
(7), the larger the mixture velocity the larger this distance. As the Lewis number is about one, 
the characteristic length lv for the change of the vapour density is about lt. 

The local saturation S(r,z) is defined by the following expression: 
 

          ( , ) ( , ) / ( ( , ))sS r z n r z n T r z= . (8) 

 

Thus, for the calculation of the saturation we need to know the water vapour density 
n(r,z). Saturation profiles of water vapour are shown in Fig. 3. The maximum saturation S is 
near the hot porous wall. For given conditions the maximum supersaturation of water vapour 
is about 1.45. 



             CYSENI 2010, May 27–28, Kaunas, Lithuania 
             ISSN 1822-7554, www.cyseni.com 
 

VII-318 
 

0 10 20 30 40 50
1,0

1,1

1,2

1,3

1,4

1,5

 

S,
 d

im
en

si
on

le
ss

z/R, dimensionless

1

2

3

 
Fig. 3. Saturation profiles of mixture along the chamber axis 

 
The growth of heterogeneous droplets versus the distance is shown in Fig. 4. Note that 

for all these conditions, the droplets grow to optically detectable sizes. A weak dependence of 
the final droplet radius on its radial position is observed. We see that the fastest growth of 
heterogeneous droplets take place below a distance of 15 R. 
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Fig. 4. Growth of heterogeneous droplets along the chamber axis 

 
The wall temperature Twall is one of the governing parameters of the chamber 

performance. For three initial number densities of nanoparticles (“a” is for Nd = 107 
nanoparticles/m3; “b” is for Nd = 109; “c” is for Nd = 1010) the final radiuses of heterogeneous 
droplets versus Twall are shown in Fig. 5. The calculations are made for the fixed length of the 
chamber of 0.1 m. For small initial concentrations of nanoparticles the wall temperature 
affects on the final heterogeneous droplet radius. The increase of the initial number density of 
nanoparticles leads to the smaller droplets sizes for all wall temperatures considered. The 
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physical reasons of this effect are the vapor depletion and the fast increasing of temperature of 
the gas-vapor mixture.  
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Fig. 5. Final droplet radius versus wall temperature 

 
Thus, using the water vapour as a condensing substance, the laminar flow diffusion 

chamber can be applied for the effective registration of nanoparticles if Nd < 1011 
nanoparticles/m3. Additionally, the water covering reduces the Brownian diffusion of 
nanoparticles, which is important for safety problems of nanotechnology.  

4. CONCLUSIONS 

For the description of growth of heterogeneous droplets, containing the nanoparticle 
inside, in a laminar flow diffusion chamber a new mathematical model is proposed.  

It was shown that the wall temperature affects on the final heterogeneous droplet radius 
for small initial concentrations of nanoparticles. Increasing of the initial number density of 
nanoparticles leads to the smaller droplets sizes for all wall temperatures considered. 
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ABSTRACT 

In design of high average power lasers one common problem is the heat generated in the active laser 
medium. Heating of active medium causes undesirable changes in the parameters. Temperature 
gradient causes thermal stresses, which may lead to damaging of the active medium upon exceeding 
the threshold values. These problems can be solved by a thin disk active medium geometry: one side 
of the thin disk is in contact with cooler. Such composition leads to more efficient heat transfer due to 
the large surface area of cooler. This work discusses the problem of the heat transfer in a thin disk 
Nd:YAG disk medium, starting with formulation of the problem and concluding with numerical 
solutions: the maximum temperature of the thin disk, the cross sectional area temperature distribution 
dependence on thickness of the disk, absorption coefficient, incident angle and focusing of the pump 
beam. It will be shown that maximum temperature is attained on the surface of the disk and that 
focusing of pump beam results a lower increase of temperature. 

Keywords: solid state laser, temperature distribution, thin disk laser 

1. INTRODUCTION 

Thin disk laser is a special kind of solid state laser, which was introduced in 1990s. The 
main difference from conventional rod lasers is the geometry of the active laser medium – the 
laser crystal is a thin disk. The heat generated is extracted dominantly through one end face 
(Fig. 1). 

 
Fig. 1. Schematic view of thin laser disk geometry 

 
In design of such solid state lasers, one must solve a problem of controlling the 

phenomenon that occurs as a result of heat generated in active medium disk [1]. This 
phenomena consist of thermal stresses, pump beam distortion and depolarization. Heating 
causes undesirable changes in active medium parameters: reduction of thermal conductivity, 
rise of both thermal expansion coefficient and temperature coefficient of refractive index. 
Temperature gradient causes thermal stresses, which can even destroy active medium. 

Heat generation in active laser medium is related to quantum defect – pump photon 
energy is higher than that of photon of output radiation. The difference between those 
energies stays in active laser medium in form of heat. This is why one demands to use 
medium that is characterized by low quantum defect [2]. 
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Temperature itself and its gradient in active laser medium can be reduced by a thin disk 
active medium geometry. Its main advantage is large cooling area and small temperature 
gradient along the axis perpendicular to the laser beam axis [3]. 

Analytical solution to heat transfer problem for thin disk is known only for simple 
situation: when pump beam incident perpendicularly to the top of active laser medium and 
beam’s width  in active medium stays constant [4]. However, when pump beam incident at 
some angle and/or is focused, the usual way to solve problem is to use numerical methods. 

This work discusses numerical simulation of the temperature distribution in Nd:YAG 
active medium disk and results gained. Calculations were performed with respect to the 
different incident pump beam geometries, different values of active laser medium disk 
thickness and absorption coefficients. Also the effect of thermal conductivity dependence on 
temperature is discussed. 

2. PROBLEM FORMULATION 

The geometry of the heat transfer problem is shown in Fig. 1. Active laser medium disc 
is placed on a copper disc. The diameter of copper disk is twice as big as of active medium 
disk. The bottom of copper disk is cooled with water. Other faces of the disks are in contact 
with surrounding medium – air. Incident pump beam strikes top of the active medium at a 
certain angle (solid line) or perpendicularly (dashed line). Because of the different refractive 
index of active medium with regard to air, the beam which incidents at some angle, changes 
its direction inside the medium (angle θ differs from γ). The coordinates axes used in 
calculation are also shown in Fig. 2, except for y coordinate – which is perpendicular to xz 
plane. For radial coordinates z direction is left the same and radial coordinate r is pointing 
towards the side of the disks with r = 0 at the center. 

 
Fig. 2. The geometry of heat transfer problem 

Temperature distribution problem for the geometry shown in Fig. 2 was solved with 
several assumptions made. Between both disks there is perfect thermal contact – heat flux is 
continuous, the bottom of the copper disk is set to be at constant temperature that is equal to 
the temperature of water. All other faces are set in heat isolating state, which is a good 
approximation, because of small heat transfer coefficient between both mediums (YAG and 
cooper) and air. Also light reflection at the top of active medium is neglected, while at the 
bottom light is fully reflected. 

Fig. 2 shows pump beam with a constant width, but the case with focused beam will be 
discussed as well. All together, temperature distribution was calculated for four situations. 
First – angle θ is 90º (Fig. 2: dashed line), second – θ = 45º (Fig. 2: solid line). For those both 
cases pump beam width is set to be a constant. Third – θ = 45º and pump beam is focused in 
such a way, that its waist is at the bottom of active medium disk, and fourth – θ = 45º, pump 
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beam is focused as in previous case and thermal conductivity dependence on temperature is 
taken into account. 

Temperature distribution calculation was based on the 3D steady state heat conduction 
differential equation: 

 ( ) ( )( ) ( ) 0,,,, =+∇∇ zyxQzyxTTk , (1) 

where symbol ∇  denotes del operator, k(T) is temperature dependent thermal conductivity of 
active medium, and Q(x,y,z) – heat source. However, this equation can be simplified if we 
assume that thermal conductivity is constant (which is good approximation for small 
temperature interval). In this case Eq. (1) becomes: 

 ( ) ( ) 0,,,,2 =+∇
k

zyxQzyxT . (2) 

For the perpendicular incident beam we can go even further and simplify Eq. (2) to 2D 
radial differential equation: 
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r is radial coordinate. Boundary conditions used in Eqs. (1), (2) and (3) are: 
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where Γ0 are boundaries in contact with air, Γf – boundary in contact with water and ΓA – 
boundary between active medium and copper disk. T0 express temperature of the water, which 
is constant, k – thermal conductivity of active medium and kA – thermal conductivity of 
copper. Eq. (3) requires an extra boundary condition: 

 0
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which express the symmetry of temperature distribution with respect to z axis. The only heat 
source in Eqs. (1), (2) and (3) will be non-radiate transitions inside the part of active medium 
in which pump beam absorption occurs. If we assume that absorption is independent of 
medium temperature and neglect diffraction of the pump beam inside the active medium, then 
heat source is linearly proportional to the pump beam intensity (whose profile has a Hyper-
Gaussian shape) and for perpendicular beam can be expressed as: 
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where α is active medium absorption coefficient, η – power transfer efficiency (part of the 
absorbed pump power that generates heat ), P – pump beam power, w0 – pump beam width 
and p – order of Hyper-Gaussian profile. However, for the problem in this paper, heat source 
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must consist of two terms – one for incident pump beam and other for reflected (Fig. 2). In 2D 
radial problem modification of Eq. (8) is taken: 
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where the first term in the sum corresponds to heat source of incident beam, the second – of 
reflected. For 3D problem, when pump beam incident at some angle, transformation of 
coordinates were used. Pump beam axis is turned around y coordinate and beam itself is 
shifted along coordinate x, so that y coordinate is unchanged. With this modification made, 
heat source is expressed in Eq. (10): 
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where L is the thickness of active medium disk and terms zI, xI are the transformed 
coordinates for incident beam, and zR, xR – for reflected beam: 

 ( ) θθθ sincostan zLxxI +−= , (11) 
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For focused pump beam term w0 in Eq. (10) is replaced by expression (11): 
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relating beam width with the coordinate z. M2 is beam quality parameter and λ – beam 
wavelength. Eqs. (1), (2) and (3) were solved numerically by finite elements method with 
“Comsol Multiphysics” software. Numerical values of parameters in equations above, which 
were used in calculations are given in Table 1: 

Table 1. Parameters used in calculation 

Parameter Numerical value 
w0 0.2 [mm] 
P 40 [W] 
p 20 
D 12 [mm] 
d 24 [mm] 
η 0.3 
k 12 [W/(mK)] 
kA 400 [W/(mK)] 
T 20 °C
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where D is diameter of active medium disk and d – of copper disk.  

3. RESULTS AND DISCUSSIONS 

3.1. Perpendicular incident pump beam 

For perpendicular incident beam equation (3) was solved. Calculations were made for 
different active medium disk thicknesses and absorption coefficients. Values of the active 
medium disk thicknesses were taken in range from 0.5 mm to 1.5 mm with increasing step of 
0.25 mm. Calculated temperature distribution in both active medium and copper disk, with 
α = 6 cm-1 and L = 1.5 mm, is shown in Fig. 3. 

 
Fig. 3. Temperature distribution in both disks in plane (zr) 

Temperature at the center on the top of the coopers disk is about 26 °C and at the whole 
bottom (the side that is in contact with water) is equal to 20 °C. While this difference may be 
considered small, temperature difference between top and bottom in active medium disk is 
much bigger and reach value of about 232 °C. For larger values of active medium disk 
thickness maximum temperature grows (Fig. 4(b)), and temperature along radial coordinate 
spreads outside more (Fig. 4(a)). This is a result which could be expected because of larger 
region inside active medium disk where pump beam absorption occurs – that is more heat is 
generated in active medium disk. 

 

 
Fig. 4. (a) Temperature distribution along radial coordinate and (b) maximum  

temperature for different thickness L. Absorption coefficient α = 6 cm-1 

For bigger values of absorption coefficient maximum temperature and temperature 
along both coordinates z and r also increase (Fig. 5). Maximum temperatures in active 
medium disk differ from one in copper disk quite much (Fig. 5(a)). Maximum temperature in 
copper disk for absorption coefficient values from region 4÷9 cm-1 differs from 26 °C only for 
about 4%. For some approximation it is possible to neglect existence of copper disk and 
perform temperature distribution calculations only in active medium disk with assumption 
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that its bottom has constant temperature. This approximation was used to get results discussed 
in the following part of this paper. 

 

 
Fig. 5. Temperature distribution: (a) along coordinate z (interval from 1.5 mm to 3 mm 

belongs to copper), (b) along radial coordinate r. Active medium disk thickness L = 1.5 mm 

3.2. At 450 angle incident pump beam 

For oblique incident pump beam Eq. (2) with heat source given by equation (10) is 
solved. As mentioned above, copper disk was neglected and temperature at the bottom of the 
active medium disk was set to be equal to 20 °C – a situation which could reflect a very thin 
copper disk. Angle θ was set to be equal to 45º, thickness of active medium disk L = 1.5 mm, 
absorption coefficient α = 6 cm-1 and pump beam width w0 = 0.2 mm. Heat source in active 
medium disk replicates geometry of pump beam (Fig. 6). Local maximums of heat source are 
located at the top of active medium disk, where pump beam incidents, and at the bottom, 
where heat sources from incident and reflected beams compose. 

 

 
Fig. 6. Heat source in the plane (x,y=0,z) of active laser medium disk 

 

Maximum temperature in active medium disk is 233 °C (Fig. 7). Although its value is 
less than the one in perpendicular incident pump beam case (Fig. 2), power dissipated here is 
larger (10.8 W vs. 9.8 W of the total 40 W pump beam power). Lower maximal temperature 
mainly is caused by the fact that incident and reflected pump beams compose in smaller 
region, and partly because of larger heat source volume inside medium, what results wider 
temperature spread (Fig. 7 vs. Fig. 2).  
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Fig. 7. Temperature distribution in the plane (x,y=0,z) of active laser medium disk 

On the top of the active medium disk there are two temperature peaks (Fig. 8 (b)). For 
smaller values of absorption coefficients second peak (corresponding to reflected beam) 
becomes bigger, while the first one – smaller. 

 
Fig. 8. Temperature distribution: (a) on the top of the disk and (b) along coordinate x

 

3.3. Focused pump beam 

Focused pump beam changes its width along the way through active medium disk, heat 
source also replicates this geometry (Fig. 9). In this case maximum heat source is generated at 
the bottom of the disk, that is where pump beam waist, equal to w0 = 0.2 mm, was set. Pump 
beam was focused in such a way, that its width at the waist is 0.2 mm and at 50 mm distance 
from waist – 5 mm (parameter M2 in equation (15) equal to 78). Other parameters were the 
same as those in previous discussion. 

 
Fig. 9. Heat source in the plane (x,y=0,z) of active laser medium disk 

Temperature distribution compared to the one of unfocused beam (Fig. 7) does not 
differ much (Fig. 10). But maximum temperature is notably less – about 149 °C (233 °C for 
unfocused pump beam) – result partly influenced by the fact, that only 7.6 W of the total 
40 W pump power becomes heat in active medium. Other reason for this is that maximum 
heat source is at the bottom of the disk – at the boundary where largest heat sink is produced. 
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To get the same power dissipation as in the case for constant width pump beam (10.8 W) 
56 W pump beam can be used. Maximum temperature then is 204 °C – still smaller. 
Conclusion from this result could be this – in order to get lower values for maximal 
temperature one should keep in mind use of focused pump beam. 

 
Fig. 10. Temperature distribution in the plane (x,y=0,z) of active laser medium disk 

3.4. Influence of temperature dependent thermal conductivity 

Temperature distribution calculation based on solving equation (1) used empirical 
expression (16) [5] for thermal conductivity: 
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−=

96
204)3.728.7(

T
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where c is the doping concentration, which value in calculations were set to zero. This was 
done in order to see the temperature distribution of Nd:YAG crystal itself. Use of temperature 
dependent thermal conductivity gives raise to maximum temperature (Fig. 11). Fig. 11 (b) 
summarizes results with all pump beam geometries discussed. Perpendicular pump beam 
gives largest maximum temperature and focused – lowest. Affect of temperature dependent 
thermal conductivity is quite large (Fig. 11(b)) – maximum temperature raise about two times. 
 

 
Fig. 11. (a) Temperature at the top of active medium disk along coordinate x, thickness of the 
disk L = 1.5 mm, pump beam is focused, α = 4 cm-1. (b) Maximum temperature dependent on 

thickness of the disk for different incident beam geometries, α = 4 cm-1
 

4. CONCLUSIONS 

This work presents the results of temperature distribution calculations in a thin active 
laser medium disk using finite elements method. Calculations were performed for different 
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geometries of incident pump beam, different values of the disks thickness and absorption 
coefficient. Also, temperature dependent thermal conductivity was discussed. It was shown 
that larger values of absorption coefficient and disk thickness result maximum temperature 
raise. Increasing disk thickness from 0.5 mm to 1.5 mm increase maximum temperature about 
20%. Temperature peak was located at the top of the disk. Maximum temperature with the 
same pump power absorbed is gained with perpendicular incident pump beam, while 
minimum - with focused pump beam. This difference is about 30%. Temperature dependent 
thermal conductivity gives significant increase in maximum temperature – about two times. 

Results discussed in this article will be used for calculating laser beam aberration and 
thermal lens effect in thin disk active laser medium.  
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ABSTRACT 

The electrical properties of nanostuctured, undoped n-type ZnO layers (ZnONR), comprising 
hexagonal nanorods, were studied. The aim was the determination of charge carrier density in ZnONR. 
The C-V characteristics of ZnONR/Hg Schottky barrier contact were obtained in order to determine the 
active area of the contact via a newly proposed model for the capacitance of the ZnONR/Hg Schottky 
barrier; Mott-Schottky plot of the C-V characteristics was applied in order to determine the carrier 
density. Carrier densities in the order of 1014  to 1016 cm-3 were determined, dependent on the growth 
temperature of the ZnONR. Higher densities were acquired in case of lower deposition temperatures. 
The origin of the carriers is related to the intrinsic defects of ZnONR. Higher growth temperature is 
likely to reduce the concentration of the oxygen vacancies as electron donors. Annealing or doping of 
the ZnONR is needed in case higher carrier densities are required.  

Keywords: ZnO, Nanostructures, Electronic properties, Hg probe 

1. INTRODUCTION  

ZnO layers of hexagonal nanorods (ZnONR), prepared by chemical spray pyrolysis [1], 
were studied. Optical transparency and light scattering ability due to high internal surface area 
makes ZnONR suitable for solar cell window layer application [2]. However, the aim of this 
work was the determination of the charge carrier density (from here on: carrier density) in the 
n-type ZnONR layers, indicating high resistivity according to preliminary measurements.  

The determination of electrical parameters in lateral direction, regarding the substrate, is 
not available due to discontinuous cross section of the nanostructured layer. However, the 
main difficulty in case of electrical characterization perpendicular to the substrate is the 
determination of the electrically active interface area (from here on: active area) of the ZnONR 
and contact material. 

Different methods for the determination of electrical properties of ZnO single nanorods 
have been applied, yet requiring considerable time and effort. The conductors used to contact 
ZnONR are: Pt-covered cantilever of atomic force microscope (AFM) forming a Schottky 
contact on an individual ZnO nanorod grown on a conductive substrate (ITO) [3], AFM 
cantilever on a ZnONR/Au Schottky diode array grown on conductive ZnO layer [4]; Ni/Au 
conductors in order to manufacture ohmic contacts to single ZnO nanowire FET (Field 
Emission Transistor) [5];  ohmic Ti/Au conductors defined by electron beam lithography 
(EBL) on a ZnO nanorod separated from the substrate [6]; Ag conductors forming rectifying 
Schottky nanocontacts on a separated ZnO nanorod [7]. 
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The characterization of bulk ZnONR layers has been done by means of a counter 
electrode (ITO), pressed on the ZnONR layer grown on ITO [8]; impedance spectroscopy (IS) 
of n-ZnONR/liquid junction [9]; investigations of n-Si/n-ZnO and p-Si/n-ZnO heterojunction 
[10]. However, the studies of previous references are limited to current-voltage (I-V) 
characteristics, with an exception of the electrochemical characterization by IS [9] suitable for 
the determination of carrier density. In addition, carrier density has been evaluated from the 
field-effect based transport measurements as-well [5], based on the I-V characteristics. 

In this paper, a method for the evaluation of the active area of bulk n-ZnONR and Hg 
Schottky contact, is discussed. The active area and the carrier density are determined from 
capacitance vs bias voltage (C-V) measurements of the Schottky barrier. The advantage of 
this method is the determination of the active area by concurring identical electrical 
measurements to determine the carrier density, as opposed to visual evaluation by scanning 
electron microscope (SEM) images, yielding an exact area of the working contact, i.e. the 
effective area. 

2. EXPERIMENTAL 

The ZnONR layers were prepared on glass/ITO substrate by chemical spray pyrolysis 
(CSP) deposition of zinc chloride solutions at substrate temperatures 480 °C and 550 °C. 

The electrical characterization of ZnO nanocrystals was carried out using mercury (Hg) 
probe to form the ZnONR/Hg Schottky barrier. The mercury drop with an area of ca 7 mm2 
was applied onto ZnONR to form a rectifying contact, confirmed by diode-like I-V 
characteristics recorded by four-point probe method on Autolab PGSTAT-30 potentiostat. 
Due to the high surface tension of Hg, short circuiting was avoided with ITO which served as 
the second, negative electrode. In addition, it was assumed that the contact forms only with 
the top of the ZnO nanorods. 

C-V measurements of the ZnONR/Hg Schottky barrier were recorded at 10kHz, 20 mV 
AC on the same apparatus. The active area of the contact and the carrier density of the ZnONR 
was obtained from 1/C2–V plot, according to the Mott-Schottky model [11]. The series 
resistance of the ZnONR was evaluated from linear part of the I–V characteristics of the 
forward biased ZnONR/Hg barrier, while having subtracted the series resistance of the 
substrate. 

 

3. RESULTS 

3.1. Determination of the active ZnONR/Hg contact area 

In order to exlude the air volume of the ZnONR layer, that is, to evaluate the active area 
only, a model is proposed for the capacitance of ZnONR/Hg Schottky barrier (Fig. 1). 

The total capacitance C0 of the ZnONR layer between ITO and Hg drop, can be 
expressed as: 

 210 CCC +=  (1) 

Here, C1 is the capacitance caused by the active area of ZnONR/Hg contact, acting as a 
Schottky barrier capacitor and C2 is due to the air gap, partially filled with ZnO nanorods 
which do not take part of the Schottky barrier capacitance. Thus, C2 is considered as an air 
gap with relative permittivity ε ≈ 1.  
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Fig. 1. Left: Sketch of the ZnONR/Hg contact and the model of capacitance. Right: SEM 
images of ZnONR array, deposited at 550 °C. The length of the particular nanorods is ca 

800 nm, and length to width ratio is ca 3  

In case a full depletion of the ZnONR is achieved via applied bias voltage, then, 
according to the model of parallel plate capacitor and the considerations in previous section, 
equation (1) can be represented as 

 
L

AA
L

AC )( 10110
0

−⋅
+

⋅⋅
=

εεε  (2) 

Here, A is the area of the Hg drop, ε1 is the relative permittivity of ZnO (ε1=8.5), ε0 is the 
electric constant (8.85·1012 F/m) and L is the thickness of the ZnONR layer, determined from 
SEM cross-sectional image (Fig. 1). While A corresponds to apparent contact area of the 
mercury drop, the active area A1 of ZnONR/Hg contact is derived from equation (2): 
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In order to calculate A1, the total capacitance C0 is obtained from 1/C2 = const, at the 
reverse bias region of 1/C2–V plot (Fig. 2).  

 
Fig. 2 Mott-Schottky plot of the ZnONR/Hg barrier 

 
The presence of the horizontal part of the 1/C2–V plot is assigned to the fulfillment of 

the requirement of the full depletion of the ZnONR. In case this requirement is not fulfilled, the 
model is inapplicable and active area must be evaluated by other means, e.g. from SEM 
image. 
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Thus, the active ZnONR/Hg area is estimated from the 1/C2–V plot of the ZnONR/Hg 
Schottky barrier, according to equation (3), assuming the full depletion of the ZnONR. This 
step is needed for the determination of the carrier density of the ZnONR layer.  

3.2. Determination of carrier density in ZnONR 

Carrier density n of the ZnONR is determined from the negative slope of 1/C2–V plot 
(Fig. 2), according to the Mott-Schottky formula: 
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dV
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where q is the elementary positive charge (1.60·10-19 C). The active area A1 of the ZnONR/Hg 
contact is evaluated as presented in paragraph 3.1. 

4. DISCUSSION 

Relatively low n-type carrier densities 1014 to 1016 cm-3 were determined in ZnONR, 
dependent on the growth temperature of the ZnONR. Higher carrier densities were acquired in 
case of lower deposition temperature of 480°C and lower carrier densities were obtained in 
case of higher deposition temperature of 550 °C 

As ZnONR were undoped, the origin of the carriers is intrinsic. Thereof interstitial zinc 
(Zni) and oxygen-vacancies (VO) as electron donors is the cause of n-type conduction in 
ZnONR. The contribution of VO is known to be dominant in the sense of n-type conductivity, 
while n-type defects are dominant as a whole, making the achievement of p-type ZnONR 
difficult [12].  

Regarding our study, the higher growth temperature was likely to reduce the 
concentration of the oxygen vacancies as electron donors due to thermodynamically more 
favorable conditions for the crystal formation. In order to increase the carrier density in 
ZnONR, the concentration of oxygen vacancies needs to be increased by annealing in vacuum 
or zinc rich atmosphere [11]. Another option is the addition of suitable group III elements (Al, 
Ga, In) as n-type dopants, of which Ga is structurally most suitable due to similar covalent 
bond length of Ga–O and Zn–O [13]. The production of p-type ZnO has been done by N–In 
co-doping [14]. 

As an extension of the discussed method for the evaluation of the carrier density, it 
allows an estimation of the substrate coverage via the A1/A ratio. 

5. CONCLUSIONS 

Carrier density in ZnONR was determined via a proposed model for the determination of 
the electrically active interface area of ZnONR/Hg Schottky contact. Carrier densities in the 
order of 1014 to 1016 cm-3 were determined in ZnONR, deposited at 550 °C and 480 °C, 
respectively. The origin of carriers in ZnONR is related to intrinsic defects, most likely oxygen 
vacancies. The lower depositing temperature and annealing or doping is needed in case higher 
carrier densities are required. 
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ABSTRACT 

In order to save the world's climate a continuous growth of Photovoltaic (PV) by at least about 20% 
per year will be needed during the coming decades leading to installation of several ten TWp in 2050. 
However, both current thin film materials, i.e. CdTe and CI(G)S contain resource limited elements (Te 
and In) which do not allow for such an extensive use. The only currently available very promising 
new material is CZTS, as yet investigated only in few research laboratories. Powder crystals with a 
diameter of about 50 μm have proven already to yield solar efficiencies of more than 10 % yielding 
cell efficiencies of more than 6 %. By varying the composition of the melt-grown Cu2ZnSn(SxSe1-x)4 
materials, especially the sulphur to selenium ratio, the band-gap as determined from quantum 
efficiency spectra of photo current generation can be shifted between below 1.0 to above 1.7 eV, i.e. 
across the complete range of band-gaps able to generate the highest possible solar energy conversion 
efficiencies of single band-gap as well as of tandem solar cells. A production process is currently 
developed for the first complete roll-to-roll production of flexible solar modules. The present study 
deals with possible chemical reactions between the binary precursor compounds CuSe, SnSe, ZnSe in 
molten CdI2 as flux material in vacuum ampoules. The aim is to find suitable preparation conditions 
for the synthesis of Cu2ZnSnSe4. Differential thermal analysis (DTA) was used for the determination 
of thermal effects and their enthalpies. Phase compositions in mixtures of binary precursors and CdI2 
were determined by X-ray diffraction (XRD) Energy-dispersive X-ray spectroscopy (EDX) and 
Raman spectroscopy. Closed quartz vacuum ampoules were used for heating/cooling processes of 
mixtures and empty ampoule as reference. The chemical route of formation of Cu2ZnSnSe4 starting 
from binary chalcogenides is discussed. 

Keywords: Cu2ZnSnSe4, solution growth, XRD, EDX, Raman and DTA 

1. INTRODUCTION 

 Solar cells converting absorbed solar light into electrical energy by the photovoltaic 
effect are a promising alternative to the use of non-renewable and polluting fossil fuels in the 
today's world situation of growing energy needs and increasing environmental concern. 
Research and development in new, exotic and simple materials and devices, and innovative, 
but simple manufacturing processes need to be pursued in a focused manner.  
 Conventionally, photovoltaic materials are inorganic semiconductors, which form 
suitable junctions with materials of the other type of conductivity and exhibit a PV effect 
when exposed to light, but only a few of them are commercially interesting. A solar cell 
absorber should be a direct band gap semiconductor material with a band gap of 1–1.5 eV 
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with a high optical absorption (>104 cm–1), high quantum efficiency of excited carriers, long 
diffusion length, low recombination velocity, and should be able to form a good electronic 
junction [1]. For example, alloys and compounds of I–III–VI ternaries (on the base of 
CuInSe2) and related quaternaries like Cu2ZnSnSe4 where relatively high cost. In is changed 
by Zn and Sn, can form a host of suitable photovoltaic materials [2]. However, it must be 
emphasized that with increasing number of components, the phase diagrams of these 
materials are quite complicated [3] and due to this it is difficult to produce homogeneous 
single phase absorber materials. As a rule, monograin growth in different molten fluxes 
results in homogeneous material [4]. The isothermal heating of precursor materials in the 
presence of liquid phase of a suitable solvent material (flux) leads to the formation of 
semiconductor materials with single-crystalline grain structure and narrow-disperse 
granularity, so called monograin powders. In our previous reports [5, 6] we showed, that 
monograin powders of Cu2ZnSnSe4 and also Cu2Zn1–xCdxSn(Se1–ySy)4 solid solutions with 
tailored chemical composition could be prepared by isothermal recrystallization of initial 
binary compounds in molten KI. Cu2ZnSnSe4 powder crystals grown in molten KI had 
tetragonal shape with rounded grain edges. By XRD analysis the powders had stannite 
structure (space group mI 42 ) [5]. Potassium iodide has high melting temperature (686 oC) 
and due to this rather high contamination of synthesized absorber material with potassium and 
iodine is predicted. Solvent materials with lower melting temperatures are therefore preferred. 
In the present paper the formation of Cu2ZnSnSe4 from binary CuSe, ZnSe and SnSe in 
molten CdI2 (melting temperature 390 oC) is studied and the chemical interactions between 
initial binary compounds with CdI2 are investigated using SEM, EDX, DTA and Raman 
spectroscopy.  

2. METHODOLOGY 

 For determination of temperatures of phase changes and interactions between initial 
binaries and flux material differential thermal analysis (DTA) was used. Following samples 
were studied: CdI2+CuSe, CdI2+ZnSe, CdI2+SnSe, CdI2, CdI2+CuSe+ZnSe+SnSe, 
CdI2+CuSe+SnSe. The total mass of mixtures was kept constant – 0.25 g. The mass ratios of 
binary compounds and CdI2 were equal to 1:1. Compounds were mixed by grinding in a 
mortar and sealed into degassed quartz ampoules. As the reference the empty degassed and 
sealed quartz ampoule was used. Heating rate 5 oC/min was applied during two heating runs 
from room temperature to 800 oC and cooling down to 300 oC.  
 The samples for Raman and XRD measurements were prepared as follows: 1 g mixtures 
of CuSe + ZnSe + SnSe in relations of Cu-deficient composition of Cu2ZnSnSe4 with 
Cu/Zn+Sn=1.85 and CdI2 were annealed in degassed quartz ampoules at temperatures: 
370 oC, 400 oC, 590 oC, 740 oC for 1h. The ampoules were quenched in water. The used 
temperatures were a little bit higher than those for the detected peaks in DTA curves. The 
ampoules were opened and the powder was studied by Raman, EDX, XRD and SEM. For 
more deep investigation of interactions between ZnSe and molten CdI2 a single crystalline 
sample of ZnSe was heated in CdI2 at 740 oC for 1 week. After opening this ampoule CdI2 
was removed by washing with DI water. Room temperature Raman spectra were recorded by 
using a Horiba`s LabRam HR high resolution spectrometer equipped with a multichannel 
CCD detection system in backscattering configuration. In micro-Raman measurements, the 
incident laser light with a wavelength of 532 nm can be focused on the sample within a spot 
of 1 μm in diameter. Samples were studied by using Zeiss Ultra 55 SEM. Composition was 
determined by EDX method using a Röntec EDX X-flash 3001 detector and the Thermo 
Noran Maxray ER Parallel Beam Spectrometer. For XRD Rigaku PDXL Ultima IV apparatus 
with D/teX Ultra line detector was used. For DTA – Lab sys SETERAM was used. 
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 Results of DTA were compared with phase diagrams of systems Cu-Se (Fig. 1), Zn-Se, 
Sn-Se available from literature [7].  

  

Fig. 1. Phase diagram of system Cu-Se [7] 

3. RESULTS AND DISCUSSIONS 

3.1. Differential thermal analysis (DTA)  

3.1.1. Quasi-binary systems 

Comparison of DTA curves presented in Fig. 2 with corresponding phase diagrams of 
semiconductor compounds gave the next findings: DTA peaks can be attributed to phase 
changes for the mixture of CuSe + CdI2 (Fig. 2a) as follows – at 51 oC α-CuSe transforms to 
β-CuSe, which transforms to γ-CuSe at 119 oC the endothermic peak at 217 oC, near the 
melting point of Se, indicates that used CuSe contains an undetermined amount of elemental 
Se. The endothermic peaks at 304 and 354 oC can not be assigned to phase changes of CuSe. 
The next endothermic peak in vicinity of 368 oC could be attributed to the melting process of 
CuSe+CdI2 mixture. After this peak an exothermic peak follows at 385 oC that probably is 
connected with dissolution of CuSe in molten CdI2. The undissolved β-Cu2-xSe melts at 
636 oC [5]. 
 In the other binary systems there were found no other peaks than an endothermic peak 
followed by an exothermic peak in the vicinity of CdI2 melting point. DTA curve of the 
mixture CdI2 + ZnSe shows an endothermic peak at 381 oC followed by an exothermic peak at 
388 oC (Fig. 2b) and DTA curve of the mixture SnSe + CdI2 shows an endothermic peak at 
359 oC and an exothermic peak at 384 oC (Fig. 2c). The common feature for all the 
investigated quasi-binary systems is that after endothermic peak attributable to melting 
process an exothermic peak occurs. 
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Fig. 2. DTA heating curves of quasi-binary systems (2a, 2b, 2c), the sample of the mixture for 
quaternary CZTSe synthesis (2d) and also CdI2 (2e) 

3.1.2. CuSe+ZnSe+SnSe+CdI2  

 From the first DTA heating curve presented in Fig. 2d it is seen that there are more 
pronounced endothermic peaks at 254, 290 and a wide peak at 348 oC followed by an 
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exothermal peak at 388 oC. The endothermic peak near 700 oC can be attributed to the melting 
of ternary compound Cu2SnSe3 (685–697 oC) determined by Dudchak et.al. [6]. In the cooling 
curve of the studied system there was only one endothermic peak in the vicinity of melting 
point of the mixture at 366 oC that can be attributed to the solidification process of the molten 
phase. 

3.2. Raman analysis 

In the Table 1 the experimental results of Raman spectroscopy for the mixture of 
CuSe+ZnSe+SnSe+CdI2 heated at several temperatures for 1 hour are presented. Raman 
spectroscopy data reveal that the formation of CZTSe is detectable already at 370 oC, lower 
than melting temperature of pure solvent CdI2 but higher than melting temperature of the 
mixture of precursors. The CZTSe Raman peak at 171 cm-1 in spectrum of the sample heated 
at 370 oC is shifted to 174 cm-1 for samples annealed at higher temperatures. This shift is 
typical for CZTSe materials where Zn is partly substituted with Cd. It is common for all used 
heating temperatures that some part of SnSe and SnSe2 is remained as non-reacted, even at 
740OC. No CZTSe Raman peaks were found in un-crushed sample heated at 740 oC. It means 
that the surface of formed CZTSe grains is completely covered by SnSe-SnSe2. In all samples 
there is also determined the presence of solid solution ZnxCd1-xSe.  

 
Table 1. Data of Raman analysis for the mixture of CuSe+ZnSe+SnSe+CdI2 heated at several 

temperatures for 1 hour 

Annealing 
temperature OC Raman peaks, cm-1 Component Reference 

240-242 ZnSe-CdSe Experiments and [10] 

109–111, 143–147 SnSe [8] 370 

171, 194 CZTSe [6] 

238–242, 476–477 ZnSe-CdSe Experiments and [10] 

109–111, 143–147 SnSe [8] 400 

194, 383 CZTSe [6] 

240-242 ZnSe-CdSe  Experiments and [10] 

109–111, 143–147 SnSe [8] 590 

194 CZTSe [6] 

94–98 ZnSe-CdSe Experiments and [10] 
740 

109–111, 143–147, 187–188 SnSe, SnSe2 [8, 9] 
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Fig. 3. The Raman spectrum of the sample ZnSe-CdI2 heated at 740 oC for 1 week . Dashed 
line is Raman spectrum of a single crystalline ZnSe sample 

 

 Raman spectra of the mixture of ZnSe-CdI2 heated at 740 oC for 1 week (see Fig. 3) 
showed peaks at 95–97 cm-1 region, at 206-207 and at 242 cm-1. For comparison, a Raman 
spectrum of a single-crystalline ZnSe sample is given. It is seen that the peak at 253 cm-1 in 
Raman spectrum of single-crystalline ZnSe is shifted to 242 cm-1

 in Raman spectra of ZnSe 
samples heated in CdI2. The shift of the peak position is the conformation to the formation of 
solid solution of ZnSe-CdSe. (Raman peak of pure CdSe is at 209 cm-1 as measured separately 
and not shown in Fig. 3). 

3.3. SEM, EDX and XRD analyses  

3.3.1 ZnSe-CdI2 

 In Fig. 4 SEM photos from different places of the sample of single crystalline ZnSe 
heated in CdI2  are presented. Fig. 4a gives information about 2 different areas of the sample – 
black and orange. External surface is not homogeneous, the colour contrasts from black to red 
and even orange. From EDX analyses (see Table 2) the black area (see Fig. 4b) surrounding 
the orange part consists of Cd, Se and I. By XRD CdSe crystalline phase is determined for 
this black part. The orange part consists mainly of Cd, Zn and Se and Cd3Zn7Se10 crystalline 
phase is determined by XRD. The most probable is that after the formation of molten phase 
the chemical change reaction (1) occurs in the molten phase followed by the formation of 
solid solution ZnxCd1-xSe through the reaction (2). The possible reactions could be written as 
following: 

 ZnSe + CdI2 → CdSe +ZnI2 (1) 

 x ZnSe +1-x CdSe → ZnxCd1-xSe (2) 
 The occurrence of iodine in the black parts can be attributed to CdI2 enclosed between 
solid crystals of ZnxCd1-xSe due to the fast crystallisation of them during the quenching 
process. Fast crystallization can be also derived from the formation of leaf- (Fig. 4c) and 
flower-like (Fig. 4d) shape of crystals. 
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Table 2. EDX analyses data for the sample ZnSe-CdI2 (heated at 740 oC for 1 week) 
Concentration , mole % Place of EDX 

analysis Colour Zn Se Cd I 
Fig. 4a Orange 31.2 48.9 17.5 0 
Fig. 4a Black 0 29.7 51.4 18.9 
Fig. 4b Black 10.7 42.9 39.3 7.0 
Fig. 4c Black “leaves” 3.9 38.9 43.8 13.4 
Fig. 4d Black “flower” 3.7 30.0 40.4 25.8 

 

 

Fig. 4a Fig. 4b 

 

Fig. 4c Fig. 4d 

Fig. 4. SEM photos from different places of the ZnSe-CdI2  sample  
(heated at 740 oC for 1 week) 

3.3.2 CuSe-CdI2 

 By XRD the sample CuSe-CdI2 heated at 400 oC contained CdSe, Cu1.75Se, Cu3Se2 and 
elemental selenium. By this finding the DTA exothermic peaks in the vicinity of CdI2 melting 
temperature could belong to the exchange reactions of copper selenides with CdI2. It is one 
more evidence for the statement that formed liquid phase is the main mediator for diffusion 
and chemical interactions. 
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3.3.3 CuSe+ZnSe+SnSe+CdI2 

 XRD analyses show that the formation of CZTSe in CdI2 involves several steps. In 
samples heated at 370 oC Cu2CdSnSe4, SnSe2 and ZnSe were found. At 400 oC Cu1.8Se, 
Cu2SnSe3 and SnSe prevailed. At 590 oC Cd0.22Zn0.78Se, CuI and Cu2ZnSnSe4 existed. At 
740 oC beside Cu2ZnSnSe4 also CuSe and Cu4Se3 were detected. By EDX analysis the 
crystals of CZTSe grown in CdI2 contain about 3 mole % of Cd. On the basis of the results of 
Raman and XRD measurements it can be derived that Se, released due to the phase change of 
CuSe to Cu1.8Se, can combine with SnSe resulting in SnSe2 that dissolves in molten CdI2 and 
deposits on the surface of formed particles of Cu2(ZnxCd1-x)SnSe4 during the quenching 
process.  
 It is one more evidence for the statement that formed liquid phase is the main mediator 
for diffusion and chemical interactions. 

4. CONCLUSIONS  

 Comparison of DTA curves revealed that the common features for all the investigated 
quasi-binary systems – precursor binary compound mixed with CdI2 – are that melting of 
mixtures started at lower temperatures than melting of pure CdI2 and that after endothermic 
peak attributed to the melting process an exothermic peak occurred. By SEM, DTA, EDX and 
Raman spectroscopy data it can be concluded that all chemical interactions were induced by 
formation of liquid phase both in separate quasi-binary systems of precursor compound-CdI2 
and in the mixture for quaternary CZTSe synthesis. In the case of ZnSe-CdI2 chemical 
exchange reaction occurred and as a result CdSe and ZnI2 was formed. Similar reactions were 
found for CuSe-CdI2. Raman analysis gave the data, that the formed surface of CZTSe 
crystals was covered by SnSe-SnSe2. In all samples there was also determined the presence of 
solid solution ZnxCd1-xSe and conformed the formation of pentanary Cu2(ZnxCd1-x)SnSe4. The 
formation of multiphase products makes the useage of CdI2 as a solvent for synthesis of single 
phase monograin powders of CZTSe complicated.  
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ABSTRACT  

Laser Multi-Photon Polymerization (LMPP) is a direct writing technique offering three-dimensional 
(3D) nanostructuring of photopolymers. In this report, we present LMPP principles, our constructed 
versatile fabrication system and an overview of recent advances. Based on non-linear light-matter 
interaction, tightly focused intense laser beam can initiate photochemical modification which is tightly 
localized in space within femtoliter volume. There is no restriction in the sample translation trajectory, 
thus point-by-point photomodification can be induced with no geometrical restrains. As the sample is 
scanned according to Computer Aided Design (CAD) model, the trace of the focused beam 
materializes the object. After exposure, the sample is immersed into an organic solvent in order to 
remove the unmodified material, thus results in free standing 3D structure on a substrate. The LMPP 
fabrication system employs 75 fs pulse duration laser light of 515 nm central wavelength. Large 
working field (100 mm x 100 mm x 50 mm in X, Y and Z directions) linear-motor stages are used for 
the precise sample positioning with up to 10 nm resolution. The fabricated functional microstructures 
are: microlenses, photonic crystals, phase and fluorescent gratings, artificial scaffolds for cell growth, 
cantilevers and tubules. Conventional optical and fluorescence, scanning electron and atomic force 
microscopes are used to characterize the fabricated microstructures. Biological experiments proved 
the structured materials to be biocompatible framework for tissue forming cells and, therefore, to be 
used as scaffolds for artificial tissues and applied for regenerative medicine. The microstructures show 
perfect quality and can be fabricated with high repeatability as well as be integrated into more 
complex Micro-Opto-Electro-Mechanical (MOEM) or Lab-On-Chip (LOC) devices. Variety of 
photosensitive materials can be used for this type of manufacturing, among them are: epoxies (SU-8), 
acrylates (AKRE), hybrid organic-inorganic (ORMOCERs and ORMOSILs) and biodegradable 
(PEG-DA) materials. In brief, high throughput, possibility to use various photosensitive materials 
combined with flexibility and easy scaling makes LMPP a versatile 3D nanostructuring technique for 
diverse applications in microoptics, photonics, biomedicine, micromechanics and microfluidics.  

Keywords: femtosecond laser, nonlinear absorption, photopolymerization, nanolithography, three-
dimensional microstructures, photonics, microoptics, micromechanics, artificial scaffolds, stem cells 
growth, regenerative medicine 
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1. INTRODUCTION TO MICRO/NANOSTRUCTURING 

Interest in down-scaled functional micro/nano devices is growing steadily as low-cost 
and high-efficiency devices are being applied wider in everyday life. During last decades, 
efforts in improving the fabrication methods of such components have advanced dramatically. 
UV lithography [1], electron beam writing [2], X-ray lithography [3] and nanoimprint [4] are 
widely used for nanostructuring, however, these methods are not flexible, cost efficient and 
limited for 3D formation. Recently, development of less expensive technical routes for 
industrial applications has emerged. It is represented by ink jet and 3D printing [5, 6], dip 
coating [7] and selective laser sintering [8] techniques. However, these methods are lacking 
fabrication resolution and are limited to usable materials. During last decade a non-linear 
lithography technique employing ultrafast laser has emerged as Laser Multi-Photon 
Polymerization (LMPP) [9]. Illustrations showing method’s feasibility and flexibility for 
production of 3D microstructures are shown in Fig. 1. Direct 3D writing in photopolymers 
enables rapid, flexible and cost efficient fabrication of microstructures required in fields of 
photonics [10–12], microoptics [13, 14], microfluidics [15, 16], biomedical components 
[17,18] and tissue engineering [19,20]. Compared to its anterior alternative, UV micro-
stereolithography [21, 22], it offers higher spatial resolution and easier fabrication of true 3D 
structures [23, 24]. Novel hybrid materials are expected to ensure higher structuring 
resolution and control optimized mechanical, optical and electrical or even magnetic 
properties [25, 26]. Possibility to selectively metalize these nanostructures provides 
opportunity to make it applicable in plasmonics or metamaterials production [27–30]. Using 
LMPP technique, near 100 nm spatial structuring resolution was demonstrated [31–33] 
(prototype systems are already commercially available [34–37]), but the structures were not 
much bigger than several tens or hundreds of micrometers. It complicates the nano-featured 
microstructures practical applications or even characterization of their properties. This implies 
that demand of 3D micro/nanostructures over a large area is still high [38–40]. For example, 
larger photonic crystals or microlens arrays can increase their applicability; artificial scaffolds 
have to be big enough for the biologist or surgeon for comfortable handling.  
 

 
Fig. 1. Scanning electron microscopy images of micro-animals fabricated via LMPP 

technique: micro-platypus and micro-wolf out of SZ2080 and AKRE37 materials, a) and b), 
respectively. c) and d) depicts STL models of the produced micro-objects 

Summing up, the field of direct writing based on LMPP technique has advanced to a 
level of practical applications. However, several issues are still to be solved, among them – 
efficient micro/nanostructuring of larger areas and on various transparent as well as opaque 
substrates. In this paper, we present constructed LMPP system, designed for rapid fabrication 
over a large area for applications in photonics, microoptics, micromechanics and 
microfluidics, especially focusing on production of artificial polymer scaffolds for tissue 
engineering [41–43]. 
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2. LASER MULTIPHOTON NANOPOLYMERIZATION TECHNIQUE  

2.1. Principles of non-linear laser writing in polymers 

LMPP is a direct writing technique based on point-by-point photomodification of 
photosensitive material. A tightly focused laser beam induces non-linear light-matter 
interactions, which quasi-instantly triggers radical polymerization chain-reactions which 
convert monomers to polymer. Due to multi-photon absorption, laser light is absorbed only in 
the vicinity of the focus and absorption is negligible in the outer region of the focus. This 
enables energy to be introduced in an ultra-localized volume (voxel), deep in the droplet of the 
pre-polymer, transparent to VIS or NIR light. In this manner, the translated focal spot leaves a 
photomodified trace inside the bulk, so that it becomes insoluble in organic solvents. After 
immersing the sample in the developer bath the unexposed part of the material is washed out 
revealing the 3D model as a materialized structure. Fabrication steps are shown in Fig. 2. 

 

 
 

Fig. 2. The LMPP fabrication process: a) femtosecond beam is tightly focused into a droplet 
of photopolymer and point-by-point solidifies it from the liquid (or gel) state; b) layer-by-
layer 3D computer model is materialized; c) after development the unexposed part of the  

pre-polymer material is removed and 3D structure is revealed 

The size of the generated voxels depends on the laser power and exposure time. Their 
diameter (d) and length (l) dimensions can be estimated theoretically [14]: 

 d = 
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here λ, NA, I, t, τ, ν, Ith, zR, n is laser radiation wavelength, numerical aperture, intensity in the 
vicinity of the focus, exposure time, pulse duration, repetition rate, polymerization threshold 
intensity, Rayleigh range and refractive index, respectively. β is experimentally obtained 
constant. Actual value of β depends on various photoinitiator properties, such as two-photon 
absorption cross-section, quantum yield of absorbed photo-energy conversion to chemical 
energy (generation of radicals) and concentration of the photoinitiator itself. As shown in Eq. 
(1) and (2), the dimensions of the voxels can be minimized by optimizing the irradiation dose. 
Despite achievable sub-100 nm spatial resolution [44, 45] for some application demands, it is 
more important to have highly reproducible structuring resolution. Moreover, ultra-fine 
featured structures are extremely sensitive to chemical treatment which complicates 
microstructure extraction from the solvent [46–48]. Experimentally obtained structuring 
resolutions in the used materials are provided in the Results section. 
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2.2. Femtosecond laser three-dimensional nanopolymerization setup  

The goal of our experiments was to construct an LMPP system and test it for 3D 
micro/nanostructuring of photopolymers over a large area. A schematic illustration of the 
fabrication system is shown in Fig. 3. An Yb:KGW femtosecond laser oscillator (Pharos, 
Light Conversion. Co. Ltd.) was used as an irradiation source. The laser parameters were: 75 
fs pulse duration, 200 kW peak power, 1030 nm and 515 nm (second harmonic) central 
wavelengths, 80 MHz repetition rate. The expanded femtosecond laser beam was guided 
through the objective, where it was focused into the volume of the photopolymer. The sample 
was mounted on XYZ wide range positioning stages. The positioning system “AltSCA-2” 
consisted of combined linear motor driven stages [49] (Aerotech, Inc.): for XY translation - 
ALS130-100 and for Z translation - ALS130-50. These stages ensured an overall travelling 
range of 100 mm into X and Y directions and 50 mm in Z direction and supported a scanning 
speed of up to 300 mm/s. 
 

 

 

Fig. 3. The LMPP fabrication setup: a femtosecond laser beam is frequency doubled using a 
non-linear KTP crystal and tightly focused via microscope objective to the pre-polymer 

droplet spread on the substrate. For fabrication monitoring in real time the LED illumination 
is guided through the same objective and reflected from the sample to a CMOS camera 

 

Upon irradiation, the pre-polymer underwent a transition from liquid to solid (or from 
gel to solid) which resulted in a change of the refractive index. This can be used for real time 
monitoring of the manufacturing process through wide field transmission microscopy. A 
microscope was built by assembling its main components: an LED source of red light, a 
CMOS (mvBlueFOX-M102G, Matrix Vision GmbH) camera, and a video screen. The ability 
to image photostructuring process, while performing LMPP, is an important feature for a 
successful fabrication. It is of utmost importance for the microstructures to be properly 
anchored to the substrate, so that they could survive the washing step of the unsolidified resin. 
Control of all equipment was automated via custom made computer software “3D-Poli” 
specially designed for LMPP applications. By moving the sample three-dimensionally, the 
laser focus position inside the photopolymer changed, thus enabling the writing of complex 
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3D structures. Structures could be imported from Computer Aided Design (CAD) files or 
programmed directly. Since it is a serial direct writing approach, it can be time consuming to 
process huge volumes using highest resolution. In order to increase manufacturing throughput 
we were able to scale up and speed up the fabrication by changing the laser beam focusing 
objectives in the range from 100x NA = 1.4 to 8x NA = 0.2, sacrificing resolution (from 
below 200 nm to up to 20 µm [41]) for manufacturing speed.    

Rapid and flexible production is an important factor for the technology to be widely 
applied. Fabrication duration (t) of specific 3D structure can be estimated by Eq. 3:  
 

 t = .
Rv

xyzF
 (3) 

Here x, y and z are the dimensions of the structure, F - filling factor, R - resolution and v 
is sample scanning speed. It is obvious that increase of the structure size affects the 
fabrication time dramatically, though appropriately chosen R and F can reduce it, while 
scanning speed v is a user set parameter and is limited only by the sample positioning stages. 
For example, it takes 60 h to fabricate a 3D woodpile structure having dimensions of 
5 x 5 x 0.02 mm3 at 1000 µm/s sample scanning speed. In comparison, only 1 h is needed to 
produce a 2D grid having lateral dimensions of 10 x 10 x 0.05 mm3 at scanning speed 
500 µm/s. Though the fill factors (F) (corresponding to total processed volume) of both 
structures were comparable, the structuring resolution (R) was different: 500 nm and 20 µm. 
Another example could be fabrication of woodpile structure with lateral and axial period of 8 
µm and 2 µm, having an overall structure size of 800 x 800 x 40 µm3 and roughly 0.5 filling 
ratio. If the sample is translated at 1000 µm/s speed it would take just 25 min to manufacture 
it using NA = 0.25 objective. In comparison to 7 h, needed for fabrication of identical 
structure using NA = 1.25 objective.  

However, if huge volumes are needed to be polymerized, and high feature resolution is 
required, a sophisticated strategy to overcome this drawback of time consuming fabrication 
can be recurred. For example, if a cantilever with a sharp tip is needed, the huge volume 
cantilever can be fabricated using low NA objective and then, the sharp tip can be fabricated 
with high NA objective. This combination enables fabrication of relatively large (mm in 
overall scale) volumetric structures with submicrometer feature resolution. 

3. PHOTOSENSITIVE POLYMER MATERIALS 

We have used four different negative photoresins in our experiments. Organic-inorganic 
hybrids SZ2080 (FORTH) [26, 50] and Ormocore b59 (Micro Resist Technology GmbH) [12, 
19], acrylate based AKRE19 [24, 39] and biodegradable PEG-DA-258 (PolyEthylenGlycol 
Di-Acrylate of M.w. = 258, Sigma-Aldrich GmbH) [42, 51]. The pre-polymers were 
photosensitized by adding 1 wt.% of thioxanthen-9-one or 2-benzyl-2-dimethylamino-1-(4-
morpholinophenyl)-butanone-1 photoinitiators (Sigma-Aldrich GmbH). Ormocore b59 was 
used as received. To increase the functionality of the materials, they can be chemically 
bonded or doped with inorganic or organic ingredients upon demand [26, 52]. Chemical 
formulas and developers for the used materials are listed in Table 1. Samples for the 
fabrication were prepared by drop-casting or spin-coating the pre-polymer on a substrate 
(cover glass, metal plate or plastic pad). Scanning Electron Microscopy (SEM) was applied to 
investigate the microstructured scaffolds. 
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Table 1. Photosensitive pre-polymer materials 
 

Material Chemical 
formula Developer 

SZ2080 C4H12SiZrO2 
methyl isobutyl 

ketone:isopropanol (1:1) 

Ormocore b59 C4H12Si2O2 
methyl isobutyl 

ketone:isopropanol (1:1) 

AKRE C18H21N3O9 ethyl alcohol 

PEG-DA-258 C8H10O4 water 

4. RESULTS 

4.1. Fabricated three-dimensional microstructures  

The possibility to flexibly change the CAD model enables easy modification of the 3D 
structures’ architecture (see Fig. 4). In this way not only overall size, but porosity and fill 
factor can be controlled precisely. This important feature corresponds to the structures’ 
interaction with light at nano-scale (when feature resolution R ~λ) and biocompatibility at 
micro-scale (when feature resolution is in the range of 10-100 µm). Both of these factors 
influence the stiffness (flexibility) of the whole structure at macro-scale. The maximal 
obtained structuring resolution in the used materials is given in Table 2. As it is seen, the 
aspect ratio of the voxels’ dimensions (l/d) varies depending on the chosen material. AKRE19 
shrinks, yet ensures highest structuring resolution, SZ2080 shrinks negligibly, thus provides 
quality structuring, and PEG-DA-258 shrinks the most, resulting to almost symmetrical 
voxels. As discussed earlier, using the LMPP approach it is straightforward to increase 
fabrication throughput, sacrificing spatial resolution, by adjusting introduced laser power or 
focusing optics, if needed [41]. 
 

Table 2.  Experimentally obtained structuring lateral (d) and longitudinal (l) resolutions in 
used materials, with writing parameters: pulse energy Ep = 0.125 nJ (corresponding to 

I = 0.5 TW/cm2 intensities when focused with NA = 1.4 microscope objective) and 
v = 100 µm/s sample translation speed 

 

Material d, nm l, nm 
AKRE19 180 550 
SZ2080 220 670 

PEG-DA-258 1070 1110 
 

Three-dimensional microstructures, which could be applied as components in 
micromechanics and microfluidics, were successfully fabricated and shown in Fig. 5. It 
demonstrates feasibility to produce elements without any geometrical restrains and being 
intertwined which each other as well as having a hollow inside. Fabricated woodpile photonic 
crystal and artificial scaffold template (of 10 x 10 mm2 area) over the large area is shown in 
Fig. 6. Diffraction pattern from collimated 405 nm light incident to photonic crystal (area – 
5 x 5 mm2, 40 layers) made out of SZ2080 material on the cover glass substrate is seen on the 
screen (Fig. 6. a)). In Fig. 6. b), a 2.5D grating having 100 µm lateral period and 10 x 10 mm2 
overall size produced on stainless steel surface is shown. Similar structures were tested for the 
rabbit myogenic stem cell proliferation and results are depicted in Fig. 7. As seen from the 
pictures, cell growth is widespread and comparable in both scaffold templates manufactured 
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out of Ormocore b59 [17–19] material, well known for biomedical applications, and novel 
SZ2080 material. This shows a potential to use it for further cell growth and tissue 
engineering experiments. SZ2080 being designed expressly for LMPP micro/nanostructuring 
[26, 58] offers much more quality fabrication possibilities. 
 

 
Fig. 4. CAD models (a) and (b), and LMPP fabricated 3D rotating woodpile scaffolds out of 

SZ2080 material (c) and d)). The structures are of the same size and geometry but having 
different periodicities, left and right, respectively 

 

 
Fig. 5. Components out of SZ2080 for micromechanics and microfluidics: a) a free movable 
micro-ring on a micro-rod based on rectangular and circular hollow wells, b) micro-tubule 

having diameter of 20 µm 
 



             CYSENI 2010, May 27–28, Kaunas, Lithuania 
             ISSN 1822-7554, www.cyseni.com 
 

VII-350 
 

 

 

Fig. 6. a) Diffraction pattern of 405 nm light propagating through 5 x 5 x 0.02 mm3 photonic 
crystal out of SZ2080, with 2 µm lateral and 0.5 µm longitudinal periods. b) 10 x 10 mm2 

2.5D grating scaffold out of PEG-DA-258 having 100 µm period on stainless steel substrate 

 

 

4.2. The material and structure biocompatibility tests 

The biocompatibility of microstructures as scaffolds for tissue engineering was assessed 
according to adult stem cell expansion on them. The scaffold provides housing for the cells, 
therefore, it must ensure a friendly environment in which cell proliferation, differentiation and 
migration can occur. However, fabrication of artificial tissue is followed by two different kind 
of mechanism by which the cells interact with the surface. The first of them is cell adhesion to 
polymeric scaffold and the second is relationship with other cells. Both they determine quality 
of the artificial tissue.  

In our experiments, rabbit muscle-derived adult stem cells were used for cell-based 
biocompatibility testing of fabricated microstructures. Myogenic stem cells were isolated 
from skeletal muscle tissue and grown in Iscove’s modified Dulbecco minimum essential 
medium (Sigma) supplemented with 10% foetal calf serum (Sigma) in multiple polystyrene 
tissue culture plates (Orange). We have studied the possibility to expand cell growth on the 
tested scaffolds in two steps. The first portion was stained with vital dye PKH26 (red 
fluorescent cell membrane label), the second cell part was stained with vital dye PKH67 
(green fluorescent cell membrane label). The second portion of the cells was introduced after 
72 h after the first seeding. The scaffolds with the cells were examined after 168 h cultivation. 
The cells on Ormocore b59 as well as on SZ2080 scaffolds seemed to be alive. Both colours 
of the cells were registered and are shown in Fig. 7. Two colours imagery of the artificial 
tissue present fully-fledged relations between scaffold-cell as well as cell-cell. 
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Fig. 7. Optical microscopy images of adult rabbit myogenic stem cells expanded on LMPP 
microstructured scaffolds out of a) Ormocore b59 and b) SZ2080 materials, respectively. Line 

thickness and height is 15 µm and pore size is 25 x 25 µm2. The first layer consists of red 
cells, and the second layer is of green cells, age of culture is 168 hours. No significant cell 

growth differences using different materials were found 

5. CONCLUSIONS 

Direct structuring by LMPP enables rapid and flexible production of 3D 
micro/nanostructures. We have presented a constructed system based on femtosecond VIS 
light combined with precise high speed linear motion translation stages designed for 
fabrication over the large areas. Our fully automated LMPP setup is user friendly for 
modeling and managing production of 3D structures as well as for easy change of geometrical 
parameters, if needed. Samples of up to several cm in overall size can be successfully 
processed by nanometer or micrometer resolution. Point-by-point serial writing is relatively 
slow in manufacturing structures of huge volume, but change of focusing optics can 
dramatically increase fabrication throughput while keeping ultra-fine features. Another 
advantage of the LMPP method is the diversity of usable photopolymers. Materials having 
good optical, mechanical, chemical characteristics or biocompatibility (biodegradability) can 
be freely chosen depending on final application. In this paper, we have demonstrated rapid 
fabrication of 3D microstructured polymers over a large area on glass, plastic and metal 
substrates. It can be used for further investigations in photonics, microoptics, 
micromechanics, microfluidics and cell proliferation. Results of stem cell expansion show a 
potentiality for this technique to be used in tissue engineering experiments in the near future. 
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ABSTRACT 

The paper presents the study of ion high dose implantation effects on the distribution of implanted 
ions and atoms of solid. The study is based on the analysis of rate equations describing simultaneous 
action of different processes, such as ion implantation, preferential ion sputtering, adsorption, cascade 
mixing and thermal diffusion. Emphasis is made on the studies of distribution profiles of implanted 
species. The existing models are based on assumptions about continuity of solid and fulfilment of 
normalization condition. They do not consider the facts that composition of solid changes during ion 
implantation and implanted atoms initiate growth of implanted layer. It is shown that these 
assumptions can be source of inaccuracies in calculations of profiles of implanted atoms. 

A new alternative model is proposed. Kinetic equations for ion implantation and relaxation processes 
are modified. Changes of composition of material during the implantation and process of the target 
growth due to accommodation of implanted species are taken into account. Obtained calculation 
results are compared to the existing models.  

Keywords: Ion implantation, nonlinear model, distribution profiles 

1. INTRODUCTION 

The understanding of processes on the surface of solids is necessary condition for an 
interpretation of various surface properties. With the help of ion beams the surface properties 
can be controllable handled. From one side, ion beams can be used as a tool to get 
fundamental understanding about the surface structure and composition, from the other side, 
as an instrument to change surface properties for different applications. The answer to the 
question, how do the properties of solid after high-flux, low-energy ion irradiation at elevated 
temperature change approaching the surface from the bulk is still the object of intensive 
discussions. 

During ion beam interaction with solids, surface properties of material change as result 
of various ion beam initiated processes, such as ion implantation, preferential ion sputtering, 
adsorption, cascade mixing and thermal diffusion [1]. Each of these processes are well 
investigated, there are many models describing these processes separately. For example SRIM 
program [2] is widely used that can calculate behavior of different energy ions implanted into 
different materials. But this program cannot simulate several interaction processes acting 
simultaneously and to obtain distribution profiles of implanted species across modified 
surface layer after ion irradiation. The aim of this work is to develop a common model of ion 
beam interaction with solids. Ion implantation model described in this paper includes some 
new elements regarding modeling of relaxation processes after insertion of implanted atoms 
in the solid and may be adapted to the general model described in detail in [1, 3]. 
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2. BASIC OF ION IMPLANTATION 

Ion implantation is a materials engineering process by which energetic ions can be 
implanted into another solid, thereby changing the physical properties of the solid [4]. It is 
thermodynamically non equilibrium process. The energy of the ions, as well as the ion species 
and the composition of the target determine the depth of penetration of the ions in the solid. A 
monoenergetic ion beam will generally have a broad depth distribution. The mean penetration 
depth is called project range Rp. The mean range can vary from a few nanometers to a 
micrometer. The number of incident ions to the surface of solid is called fluence, F, while 
dose, D, is equal to the number of ions which cross the surface of the solid [1]. In this paper 
we will assume that F=D, because only ions implanted into the bulk are considered in this 
work. Moving in solid ions lose their energy by collisions with the target atoms and energy 
losses resulting in constant ion stopping as a result of interaction with target electrons and 
nucleus. For large ion energies, electronic stopping is dominant. With the decrease of incident 
ion energy, the nuclear energy losses become prevailing. Penetration length of ion in material 
can be found in the assessment of its energy losses: 

 
( ) ( ) ( )( )∫

E

en ES+ESN
dE=ER

0

 , (1) 

where N – concentration of material atoms, Sn(E) – cross section of nuclear stopping, Se(E) – 
cross section of electronic stopping. But the length of penetration trajectory is not equal to the 
mean implantation range, because after collision with atom of solid, ion may be recoiled in all 
directions. Therefore, distribution of implanted atoms has a statistical nature. In the simplest 
case the profile of the implanted atoms in the solid can be presented as a Gaussian distribution 
[3]. In this work, the distribution profile of implanted ions was obtained by the computer 
program SRIM2010 [2].  

3. MODELS 

3.1 Main assumptions of the existing ion implantation model  

Existing model of ion implantation is widely used for many practical applications. All 
equations and parameters of the model are comprehensively presented in literature [1, 3]. 
There are considered the applications of the model for simulation of experimental results of 
ion implantation and other implantation induced processes in the studies of interaction of first 
wall materials of thermonuclear reactor with plasma and formation of metal hydrides [5, 6].  

Concentration of implanted species changes due to ion implantation as 

 
i

(K)
i
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(K)
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dt
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⎝

⎛

.

, (2) 

where (K)
iw  – the frequency probability of implantation of i type ion into the K-th monolayer 

of target, ii  – the flux of incident i type ions expressed in relative units.  
Ion implantation process increases relative concentration of implanted component in 

target. It means that condition of normalization for relative concentrations 

  ∑ =
i

ic 1 (3) 

is not held. That’s why process of relaxation has to be introduced. A part of implanted i atoms 
from K-th monolayer is moved into K+1 monolayer: 
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where (K)
ic'  is concentration obtained by equation (2). The final concentration of i atoms in the 

K-th monolayer after implantation and relaxation processes is 
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where (K)
iΔc  is total amount of surplus i type atoms in the K-th monolayer, expressed in the 

following way 
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In this equation, (K)

inotnorm
c  is equal to concentration, obtained not only due to implantation, but 

also due to relaxation from K-1 monolayer:  
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(K)
i c+c'=c
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−Δ . (7) 
 

3.2 Nonlinear ion implantation model 

The penetration range of implanted atoms depends on the composition of solid. For 
targets of different elemental composition, the energy losses of ions and theirs penetration 
range varies. In the model, the distribution of implanted atom ion is defined by implantation 
frequency probability (K)

iw for different target monolayers K. The i atom concentration in the 
K-th monolayer changes due to ion implantation calculated by equations presented above can 
give significant inaccuracies in determination of penetration depth for the case of high-dose 
ion implantation when the target composition changes during the process, but implantation 
probability (K)

iw stays unchanged. 
Implantation probability of carbon ion into K-th monolayer as a function of magnesium 

monolayer number was calculated by the stopping and range of ions in material software 
package SRIM2010. Obtained results presented in Fig. 1 (curve 1). After intensive irradiation 
by carbon ions target near surface layer may be saturated by carbon atoms. Implantation 
probability profile of carbon ions in carbon material calculated by SRIM2010 is also shown in 
Fig. 1 (curve 2). 

As it is shown in the Fig. 1, the mean carbon ion implantation range in magnesium is 
approximately 18 monolayers, while in isotropic carbon, almost two times smaller, about 10 
monolayers.  
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Fig. 1. Distribution profiles of carbon ions in magnesium (curve 1) and isotropic carbon 

(curve 2) targets, as a function of target monolayer number. Energy of carbon ions – 1.0 keV 

In the modified model, it is considered that the target composition changes due to ion 
implantation and it may be expressed as: 
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where ii  is flux of i type ions, (K)
ijw –  implantation probability of i ions into the K-th 

monolayer of target, when target is composed of j atoms. 
The process of relaxation described in existing models transfers part of target atoms into 

deeper monolayers. In this way the growth of target due to ion implantation is neglected. In 
the modified model, the part of target atoms from K-th monolayer is transferred into K-1 
monolayer:  
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Normalization, that makes the sum of concentrations of all components in one 
monolayer equal to 1, gives 
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When the part of target atoms driven by the relaxation process arrives into the first 
monolayer, they start to form a new monolayer on the top introducing some atoms into it from 
the bulk. Some atoms part of the first monolayer become atoms of the second monolayer. It 
does not change composition of the first monolayer, but the other monolayers, starting from 
the second, must be recalculated by equation  
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where )(
ic 1  is not normalized concentration of i atoms of the first monolayer.  

4. COMPARISON OF THE MODELS AND DISCUSSION  

The computation program was built on the basis of ideas disclosed above. FORTRAN90 
was used as programming language. Classical fourth-order Runge-Kutta method was used for 
numerical solution of models equations.  

Probability distribution profiles in dependence on the monolayer depth number for carbon 
ions implanted in magnesium and carbon calculated by SRIM2010 are shown in the Fig. 1. 
Flux of carbon ions was assumed equal to 0.1 per one surface atom per second. No other 
simultaneously acting processes were simulated for the simplicity of obtained results 
interpretation. 

 
 a) b) 

 
 c) d) 

Fig. 2. Comparison of calculated distribution profiles for different irradiation fluences. 
Concentration profile obtained according model [1] (curve 1) and modified model (curve 2) 

It is easy to see in the Fig. 1, differences between the profiles obtained by different 
models depend on the dose of implanted atoms. After t=1 (Fig. 2a) when implantation dose is 
small, there are no noticeable differences between the considered models. Composition of a 
target is almost unaffected by implanted atoms. Therefore, it can be assumed that a profile of 
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implantation probability is constant during all process. We can see that the mechanism of 
relaxation does not give an impact in the range of low doses. 

After t=20 (Fig. 2c) concentration of implanted atoms becomes large enough and we see 
differences between results obtained by different models. The concentration peak of 
implanted atoms obtained by model [1] is much deeper than a concentration peak calculated 
by modified model. In a case of t=50 (Fig. 3) the depth of concentration profile obtained by 
existing model is about two times deeper than used calculated profile of implantation 
probability. Any other except relaxation transport mechanism of implanted atoms was not 
simulated. 

 
Fig. 3. Comparison of implantation probability profiles of carbon ions into magnesium and 

carbon (curves 1 and 2, respectively) and calculated distribution profiles of existing and 
modified models (curves 3 and 4, respectively) 

Differences between the distribution profiles of implanted species obtained by existing 
and modified models can be explained by the differences of implantation probability for 
different materials. In the existing model implantation probability profile stays constant 
during all process. In the modified model this profile depends on the composition of target. 

In conclusion, new approach for relaxation process in implanted solids is considered. In 
the case of high fluences and low ion energies, when concentration of implanted atoms is 
comparable with concentration of matrix atoms, it is suggested to keep continuity of the solid 
performing relaxation by pushing atoms to the surface rather than into the bulk.  
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ABSTRACT 

The conductivity of yttria stabilized zirconia (YSZ) bulk materials is well investigated and 
understood, while the results for the thin film case are contradictory with values varying from one 
publication to another. The conductivity of thin YSZ films can be measured perpendicular and lateral 
to the thin film plane. Both types of measurements are important, because they reveal any potential 
anisotropy of the conductivity due to the microstructural effects of the thin film. In this contribution 
the in-and across-plane conductivity was measured with impedance spectroscopy by applying a 
special geometry of micropatterned electrodes. For the in-plane measurements YSZ coatings were 
synthesized onto sapphire wafers with insulating behavior to both electronic and ionic currents. For 
the across-plane measurements YSZ thin films were synthesized onto silicon wafers, which have a 
low electronic resistance. For both measurements thin films of YSZ with thicknesses ranging from 60 
nm to 200 nm, were synthesized by pulsed laser deposition (PLD). In- and across–plane conductivity 
values are discussed in comparison to measurements on a YSZ single crystal.  

Keywords: YSZ thin films, ionic conductivity, microelectrodes, conductivity anisotropy, pulsed laser 
deposition 

1. INTRODUCTION  

Ceramic ion conducting materials play an important role in fuel cells, batteries, and 
sensors. Yttrium stabilized zirconium (YSZ) is one of the most important ionic conductors, 
and used as electrolyte in solid oxide fuel cells (SOFC) due to its ionic conductivity and 
thermal stability. Bulk properties of YSZ are widely investigated and understood, while 
results obtained on thin films are still contradictory. The activation energies of the ionic 
conductivity in thin films vary from one paper to another. A higher conductivity in thin films 
is discussed in terms of the increased role of interfaces. In some studies it was shown that 
when decreasing the film thickness the conductivity increases [1, 2]. However, other studies 
reported that the ionic conductivity is independent of the films thickness [3]. In some 
publications it was emphasized that due to interfacial effects the conductivity increases for 
very thin films [1, 2], while in others an effect of the interface was not observed [3]. Most of 
these studies dealt with the in-plane conductivity and there are much less studies considering 
the across-plane conductivity in films of nanometer thickness. Most of the studies which 
investigated the across-plane conductivity used films with a thickness in the micrometer range 
[4, 5]. Further in- and across-plane conductivity studies could help to evaluate the 
conductivity anisotropy of YSZ films which, among others may come from the effect of 
different numbers of grain boudaries and the effect of the interface.  
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YSZ thin films can be synthesized by various methods, such as chemical vapour 
deposition [7, 9] ultrasonic spraying [8], electron beam evaporation [10] etc. A very 
convenient method for thin film deposition in the nanometer range is pulsed laser deposition 
[11]. In this work thin films of YSZ were prepared by pulsed laser deposition. To investigate 
the role of the microstructure on the conductivity, thin films were synthesized onto two 
different substrates. For perpendicular (across-plane) measurements thin films were 
synthesized onto silicon substrates which have a higher conductivity than YSZ. For the in-
plane measurements, YSZ films were deposited onto highly resistive sapphire substrates. The 
conductivity anisotropy was detemined from the in- and across-plane conductivity 
measurements by impedance spectroscopy.  

2. EXPERIMENTAL 

YSZ thin films were prepared by pulsed laser deposition (PLD) onto silicon (100) and 
sapphire (0001) substrates. For the ablation an eximer KrF laser (248 nm) was used with a 
beam spot size of 2 cm2. The repetition rate was 5 Hz, the fluence of the beam was 2 J/cm2. 
The laser beam entered the chamber at an angle of 450 and hit the rotating YSZ target. The 
distance between the target and the substrate was 6.3 cm, the oxygen pressure during the 
deposition 0.4 mbar. The substrates were preheated during the deposition. Heater set 
temperature during the deposition was 800 oC. The substrate temperature during the 
deposition process was also measured with an IR pyrometer. A sketch of the PLD system is 
shown in Fig. 1. The deposition rate was 1 nm/min. YSZ targets were synthesized by unaxial 
pressing of 8% Y2O3 doped ZrO2 powder (Tosoh, Japan). Pressed pellets were annealed at 
1200 oC for 10 hours. After annealing the pellets were polished. The thickness of the layers on 
the silicon wafers was determined by ellipsometry and from scanning electron microscope 
(SEM) cross section photos.  

 
Fig. 1. Pulsed laser deposition system 

The phase composition of the synthesized layers was determined by X- ray diffraction 
method. X-ray diffraction measurements were done with Philips X’Pert (Cu anode, 
λ = 1.54 Å) diffractometer. The crystallite size was estimated by using an atomic force 
microscope (AFM) VEECO nanoscope 5. Electrical properties of the synthesized samples 
were measured by impedance spectroscopy (Novocontrol Alpha) in a frequency range from 1 
Hz to 1 MHz. The measurements were done in the temperature range from 100 oC to 450 oC.  
Fitting of the impedance spectrum was accomplished with the ZView software. To avoid a 
possible short-circuit through pinholes in the YSZ film circular microelectrodes with 
different diameters (100, 50 and 40 μm) were used for the perpendicular conductivity 
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measurements. The bottom of the substrate was covered with silver paste. This measurement 
geometry is shown in Fig. 6a. For the in-plane conductivity measurements two stripe 
electrodes on top of the YSZ layer were used as shown in Fig. 3a. In both cases 
micropatterned electrodes were prepared by UV lithography from gold films deposited by 
magnetron sputtering.  

3. RESULTS 

3.1. In-Plane Measurements 

For the in-plane measurements YSZ thin films on a saphhire substrate were used. XRD 
measurements are shown in Fig. 2a and demonstrate that YSZ layers exhibiting the cubic 
phase were sucessfully synthesized. For comparison the XRD pattern of the pure sapphire 
substrate is also shown in Fig. 2a. The YSZ thin film thickness was estimated from the 
known deposition rate (200 nm). For the crystallite size evaluation AFM measuremens of the 
surface morphology were used. YSZ thin films grow with a columnar structure and from the 
AFM measuments we can see (Fig. 2 b) that the mean crystallite size is approximately 30 
nm. Electrical characterization of the samples was done in the AC mode with a microcontact 
electrode measurement stage. One semicircle was found in impedance spectra (Fig. 3b), and 
the corresponding resistance includes contributions from both grain and grain boudaries 
resistances. Separation of the grain and grain boundary conductivity with such a geometry is 
not possible due to the high stray capacitance of the substrate. Measurements of the 
impedance were done in the temperature range from 100 0C up to 550 0C. The impedance 
spectrum was fitted with one parallel RQ element, where Q is a constant phase element and 
R is a resistance. The conductivity of the layer was calculated from the equation σ = 
L/(R*k*d), where L is the distance between the gold electrodes, R = resistance, k = the 
length of the electrodes, and d = thin film thickness. The calculated conductivities are plotted 
in the Arrhenius diagram in Fig. 8a. 
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Fig. 2. a) XRD of a YSZ thin film on a substrate and of the pure substrate; b) AFM 
surface measurements of the YSZ film 
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Fig. 3. a) Sketch of the measurement geometry of the in-plane measurements;  

b) Impedance spectra of an in-plane measurement at 300 oC  

3.2. Across-Plane Measurements 

The measurement geometry for the across-plane conductivity measurement is demonstrated 
in Fig. 6a. For such experiments YSZ layers on silicon wafers are used. During the pulsed laser 
deposition in oxygen environment it is not possible to avoid oxidation of the silicon wafer, 
moreover the native silica layer was not removed before the deposition. Hence, an insultating 
layer exists between YSZ and Si. YSZ films with different ablation times were synthesized to 
investigate possible conductivity correlations with the film thickness. The thickness of the 
samples was determined by ellipsometer measurements. To avoid possible errors and 
uncertainties thickness measurements were performed four times on each sample. It was taken 
into account that the silicon refractive index is 1.5 and that of YSZ is 2.1. The thicknesses of the 
YSZ films determined by ellipsometry measurements were 30, 60 and 100 nm. Their structure 
was again analyzed by XRD and the diffractograms are shown in Fig. 5a. 

 

a)              b)    

Fig. 4. a) Cross section image of a gold electrode/YSZ thin film/Silicon measured in the 
SEM back scattering mode; b) micropatterned gold electrodes 

a) 

b) 
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Fig. 5. a) XRD patterns of synthesized YSZ thin films onto silicon wafers;  
b) AFM surface measurements of the film 

It can be concluded that a cubic YSZ phase was successfully synthesized onto the silicon 
wafer. AFM measurements were done to evaluate the crystallite size of the film. 
Measurements are represented in Fig 5 b and show that the mean width of the columns is 
20 nm. To minimize the shortcircuit possibility micropatterned electrodes were used in such 
across-plane measurements. The corresponding gold electrodes on the YSZ layer are shown 
in Fig. 4b. Different radius of the circular electrodes were investigated for a better separation 
of YSZ and Si conductivities.  

The impedance measurements were conducted in a frequency range from 1 Hz to 
1 MHz. The temperature of the heating table was changed from 100 0C to 450 0C. A tungsten 
needle was attached to the circular gold electrodes, while another one was used to contact the 
silver counter electrode on the bottom of the sample.  
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Fig. 6. a) Across-plane measurement sketch of the structure Au/YSZ/SiO2/Si/Ag; b) Across-

plane impedance spectra measured for different temperatures (200 0C – 450 0C); c) High 
frequency part of an across-plane impedance spectrum; d) Equivalent circuit for the across-

plane measurement 

  

a) 

d) 

b) c) 
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 The impedance spectrum shows a strong effect due to a blocking capacitance, which 
reflects the silica layer (Fig 6 b). In the high frequency range, however, (from 1 MHz to 
50 kHz (depending on temperature) a part of a semicircle appears (Fig 6 c), which is the 
result of ion conduction across the the YSZ film. The impedance spectrum was fitted with a 
RQ element, which corresponds to the YSZ film, serially connected to the blocking 
capacitance of silica. The conductivity of silicon, which changes with temperature, was also 
taken into account by a resistor. (Fig 6d). Across-plane measurements were done for different 
film thicknesses and different diameters of the circular electrodes. The conductivity of the 
layer was calculated as σ = d/(π* r2 *R), where d is the thickness of the YSZ thin film, 
r = radius of the circular microelectrode, R = measured resistance. Calculated conductivities 
correlate with those of YSZ single crystals, independent of the YSZ film thickness (Fig. 9). 
The blocking capacitance of the silica was constant over time and did not vary with 
temperature, but changed with the radius of the electrode.  

3.3. Across-Plane Impedance Simulation 

Additional impedance simulations were done with the equivalent circuit shown in 
Fig. 6d using the ZView software. The simulation results show how the separability of YSZ 
and silica becomes worse with increasing silica layer thickness. By changing the silica layer 
thickness the silica capacitance is modified. It is seen in Fig. 7b that for an additional silica 
layer of 79 nm thickness, there is hardly any possibility to separate the two phases in order to 
see an effect of YSZ, i.e. to perform successful perpendicular measurements.  

 
 

a) C=123 pF,  
    D = 4 nm 

 
 

b) C= 50 pF,  
     D = 16 nm 

 
c) C = 10 pF,  
    D = 79 nm 

 
Fig. 7. Simulated (solid line) Bode plots with different thickness of silica layer and 

measured Bode plot (solid line with dots) with the native silica layer 
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3.4. Anisotropy Evaluation from in- and Across-Plane Conductivities 

 For comparison impedance measurements were performed on single crystals of YSZ 
covered by platinum electrodes. The conductivity of the YSZ single crystal, the 
perpendicular YSZ film and the lateral YSZ film measurements are shown in an Arrhenius 
plot in Fig. 8. Activation energies of the conductivity were calculated according to Eq. (1). 

 ⎟
⎠
⎞

⎜
⎝
⎛−=

kT
EAexpσ  (1) 

where σ is the conductivity, A = pre-exponential factor, E = activation energy, k and T – 
Boltzmann constant and temperature, respectively.  
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Fig. 8. Arrhenius plots of different YSZ films and a YSZ single crystal 

 
The across-plane conductivity is much higher than the in-plane conductivity. This could 

be due to the different number of grain boudaries to pass. Different activation energies might 
be caused by an effect of the substrate. Arrhenius plots of across plane measurements of YSZ 
thin films with different thicknesses are shown in Fig. 9. The activation energies of the 
across-plane conductivities do not depend on thickness and the conductivity values are the 
same, except for the measurements at low temperatures which might be due to additional 
conduction paths protons.  
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Fig. 9. Arrhenius plots of across-plane measurements with different film thicknesses 
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4. CONCLUSIONS 

YSZ thin films with cubic phase were successfully synthesized onto sapphire and silicon 
substrates. The study showed that across-plane measurements are possible despite a native 
silica layer. The native silica layer may even be useful to avoid shortcircuits by cracks or 
holes in YSZ thin films which easily appear in films in the nanometer range. Simulations of 
impedance spectra showed that across-plane measurements would not be possible with thicker 
silica layers. Comparison of in- and across-plane conductivities shows, that the in-plane 
conductivity is lower than that of across-plane measurements. The activation energies of the 
conductivities may differ due to the effect of the substrate (mismatch of lattice parameters). 
To better understand the anisotropy of the conductivity the thin films case, studies of in- and 
across-plane conductivities on the same substrate are needed.   
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ABSTRACT 

The NiFe2O4, ZnFe2O4 and CoFe2O4 ferrites were prepared by auto-combustion method. Method 
involves the preparation of aqueous solution containing corresponding metal nitrates and organic 
compound - citric acid. Metal nitrates acting as oxidants were also used as cation sources, whereas an 
organic compound was employed as fuel. In the next step dried gel from achieved solution were 
obtained which was directly transformed into nanosized oxide mixture after temperature initiated 
oxidation-reduction reaction. Finally obtained oxide mixtures were anealed at 800 oC. The 
morphology of combustion reaction products were investigated by scanning electron microscopy 
(SEM). The structural evolution of spinel ferrites and its crystallite sizes at different process stages are 
investigated by X-Ray diffraction and Fourier transform infrared techniques (FT-IR). The X-ray 
diffraction patterns after anealing confirm the single-phase spinel structure for the synthesized ferrites. 
The average crystallite sizes for different compounds were found to be ranging from 33 to 40 nm. The 
FT-IR measurements show two fundamental absorption bands which are assigned to the vibration of 
octahedral and tetrahedral complexes characteristic to the structure of spinel. Powder surface area was 
measured using the multi point Brunauer-Emmet-Teller method (BET). BET results shows, that after 
anealing sub-micrometer sized primary particles have been agglomered into larger secondary 
particles. Atomic force microscopy (AFM) was used to study particle dimensions. AFM images reveal 
particles in the nanosize range (10-70 nm). Room temperature electrical resistivity measurements of 
the spinel ferrites were measured by conventional two probe method. 

Keywords: Nanoparticles, combustion reaction, ferrite, athom force microscopy, electric properties 

1. INTRODUCTION 

Spinel ferrite nanoparticles are attractive materials for modern industries such as 
electrical engineering, electronics and information. The ferrites made from nanoparticles are 
intensively studied due to their unusual electric and magnetic properties. The properties of 
nanosized particles are in general attributed to the small size, large surface to volume ratio 
and structural characteristics. As a result nanoparticles could launch comparatively different 
properties from those of materials prepared by the use of particles with sizes over hundred 
nanometers [1]. 

It is well known that the spinel ferrite structure with molecular formula MeFe2O4 can be 
described as a cubic close packed arrangement of oxygen atoms, which contains two cation 
sites for metal cation occupancy. There are 8 A-sites where metal cations are coordinated 
tetrahedrally and 16 B-sites, which posses octahedral coordination. When sublattice A 
contains Me2+ ions, and sublattice B contains Fe3+ ions, the ferrite has a normal spinel 
structure. If the A-sites are completely occupied by Fe3+ ions and B-sites are randomly taken 
up with Me2+ and Fe3+, the structure is attributed as an inverse spinel [2]. 

Bulk zinc ferrite has a long been known as an antiferomagnetic material and it poses a 
normal spinel structure where the A site contains all the Zn2+ ions. The NiFe2O4 is a 
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ferromagnetic material in which structure nickel ion due to its superior radius (0.74 Å) [3], in 
comparison with Fe3+ radius (0,67 Å) [1], tends to occupy B sublattice states by making an 
inverse spinel structure [4]. Recent investigations have suggested that the cation distribution 
in nanosized ZnFe2O4 and NiFe2O4 is partly inverted which means, that both sites contain a 
fraction of the Me2+ and Fe3+ cations [5, 6]. The CoFe2O4 usually forms an inverse spinel 
structure and independently from preparation technique, as well as particle size it has a high 
magnetic anisatropy and saturation magnetization [7]. 

These structural modifications of nanosized ferrite materials increases its potential 
technological applications, which means that effective, relatively easily method with low 
energy consumption  is significant. Method of ferrite powder preparation strongly affects not 
only the size of powders but also characteristic properties, thus the aim of present report is to 
characterize structure and some properties of various spinel ferrites obtained by sol-gel auto-
combustion method. 

2. METHODOLOGY 

In order to obtain zinc, nickel and cobalt ferrites, corresponding metal nitrates as iron 
nitrate (Fe(NO3)3·9H2O) and nickel nitrate (Ni(NO3)2·6H2O) or zinc nitrate (Zn(NO3)2·6H2O) 
or cobalt nitrate (Co(NO3)2·6H2O) were weighted accurately according to the required molar 
proportion and dissolved in distilled water. Then 1 mole citric acid monohydrate 
(C6H8O7·H2O) was added to nitrate solution. To reach pH value to about 7 of prepared 
solution, ammonia water (NH4OH) was used. During the last step highly viscous gel was 
formed after intensive stirring and evaporation at 100oC temperature. The resulting gel was 
heated up to 250 ºC to initiate combustion, and as a result the as-burnt product powder 
mixture of different oxide compounds was obtained. Finally, attained oxide mixture for 1h 
was annealed at 800 ºC temperature by using heating rate 15 ºC/min. 

X-ray diffraction patterns of the combustion reaction and annealed powders were 
recorded for 2θ from 5º to 60º at scan rate of 2º min-1 using X-ray diffractometer Rigaku 
Ultima+ with CuKα radiation (λ=1.5418 Å). 

The IR absorption spectra of calcinated powders were recorded in the wave number 
range of 4000–400 cm-1, by using Shimadzu Prestige-21 spectrometer. Sample preparation for 
FTIR measurements included mixing ferrite powder with potassium bromide (KBr) powder. 

Morphology of auto-combustion reaction products was characterized by using scanning 
electron microscopy Hitachi TM 1000. The particle dimensions of annealed ferrites were 
collected with Digital Instruments CP-II scanning probe microscope, Veeco Instruments Inc. 
by using non-contact mode. The particle sizes were determined from AFM topographical 
analysis data taking into account at least 100 particle measurements. Samples for AFM 
analysis were prepared by dispersing ferrite particles in heptane with subsequent ultrasound 
treatment to destroy particle aglomerates. The drop of suspension onto mica sheet was 
analyzed after drying. 

The specific surface area was determined by the physical adsorption of N2 performing 
the multi-point BET calculation method using a Surface Area and Pore Size Analyser NOVA 
1200e.  

DC resistivity measurements were performed by the convenctional two probe method 
with tera-ohmmeter E6-13A. The samples for resistivity measurements were used in the form 
of circular pellets with the thickness of 1mm and 10 mm in diameter, which were pressed 
from auto-combustion reaction products at the pressure of 20 MPa using 5 wt % propanol-2 
as a binder. Pelets were heated with heating rate of 15 ºC/min, and sintered at 1100 ºC for 2 
hours. The samples were overlayed on either side with high purity conductive silver paint to 
ensure good electric contacts. 
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3. RESULTS AND DISCUSSIONS 

3.1. Phase analysis of products 

The X-ray diffraction patterns of as-burnt and annealed ZnFe2O4, NiFe2O4 and CoFe2O4 
samples are presented in Fig. 1, Fig. 2 and Fig. 3, respectively. 

 
Fig. 1. XRD pattern of as-burnt and annealed ZnFe2O4 

 
Fig. 2. XRD pattern of as-burnt and annealed NiFe2O4 

The XRD patterns of as burnt products besides cubic spinel structure indicates presence 
of other minor phases caused by impurities. When annealing in 800 ºC temperature is carried 
out, the product seemed to contain single-phase ZnFe2O4, NiFe2O4 and CoFe2O4 ferrites 
because only characteristic peaks of spinel structure are observed ensuring phase purity. The 
crystallite size (Table 1) determined from the most intense diffraction peaks (311) for the 
different prepared ferrite compounds, applying Debye-Scherrer equation show that the 
crystallite size in all cases is at nanometer dimensions and increases with taking annealing at 
800 ºC. The lattice parameter ‘a’ of the as-burnt and annealed ferrites was determined by 
using the formula [9]: 

 
( )

θ
λ

sin2

2/1222 lkha ++
=  (1) 
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where λ is the wavelength of CuKα, (hkl) are the Miller indices, and θ is the diffraction angle 
of corresponding (hkl) plane. Parameter ‘a’ for all compositions were calculated from the 
(220) plane due to its occupied by both A and B sublattice ions [10]. As we can see in Table 
1, the lattice parameter in all cases increases by taking ferrite treatment at elevated 
temperature, that suggests the formation of a compositionally stoichiometric ferrite compound 
[9]. Generally observed ‘a’ values for annealed ferrite compounds is in good agreenment with 
other authors obtained results for nanosized ferrites [11, 12]. 

 
Fig. 3. XRD pattern of as-burnt and annealed CoFe2O4 

3.2. Infrared analysis 

From rsults presented at Fig. 4 we can observe typical spinel ferrite absorption bands, 
which is attributed as metal oxygen vibrations. The first one, V1, is mostly notice in the range 
between 600–540 cm-1 [13], corresponds to intrinsic streching vibrations at tetrahedral site 
and second one, V2, is observed in the diapason 450–385 cm-1, corresponds to octahedral-
metal streching [11]. Thease absorption bands are highly sensitive to changes in interaction 
between oxgen and cations, as well as particle dimensions for nanomaterials [13].  

In our study V1 bands (Table 1) in all cases are higher for annealed samples, what can 
be explained with stoichiometric compound formation, as well as Fe3+ ion replacement with 
bigger Zn2+, Ni2+ or Co2+ ion. 

 
 

Table 1. Various properties of ferrite powders synthesized by sol-gel  
auto-combustion method 

Ferrite a, Å D, nm V1, cm-1 V2, cm-1 

Specific 
surface 

area 
m2/g 

ρ, Ω·cm 

as-burnt ZnFe2O4 8.4191 20.0 547.8 409 36.4 - 
annealed ZnFe2O4 8.4618 34.7 549.5 412.5 8.0 5.8·105 
as-burnt NiFe2O4 8.3416 28.2 578.7 - 36.4 - 
annealed NiFe2O4 8.3744 33.1 584.4 - 5.2 9.24·105 
as-burnt CoFe2O4 8.3648 24.0 578.0 - 32.6 - 
annealed CoFe2O4 8.3865 34.9 586.0 - 25.4 4.78·106 
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For NiFe2O4 and CoFe2O4 ferrites we could not observe an accurate value of V2 
vibrations due to spectra was recorded in range of 4000–400 cm-1 but octahedral state 
vibrations for thease samples are located below 400 cm-1. 

Generally all spectra indicate broad bands around 3450 cm-1, 1600 cm-1 and 950 cm-1 
showing evidence for O↔H streching vibrations. The vibration band located at 2337 cm-1 
belongs to KBr. 

 
Fig. 4. IR spectrum of spinel ZnFe2O4 ferrite 

3.3. Powder characterization 

 
Fig. 5. SEM microphotography of the CoFe2O4 as-burnt powder 

It is to be noted, that in auto-combustion reaction forms highly porous and fluffy 
products. From gained image (Fig. 5) we can see sub-micrometer sized primary particles 



             CYSENI 2010, May 27–28, Kaunas, Lithuania 
             ISSN 1822-7554, www.cyseni.com 
 

VII-376 
 

which are agglomerated into larger secondary particles. In the same time from obtained 
photograph is hard to evaluate shape and size of individual particles.  

Non-contact AFM topographical images and topographical analysis of ZnFe2O4, 
NiFe2O4 and CoFe2O4 are shown in Fig. 6, Fig. 7 and Fig. 8, respectively. As we can observe 
from topographical analysis, ferrite powders consists of individual particles and superior sized 
clusters (Fig. 6-3, Fig. 7-1, Fig. 8-2), which presumably consists of smaller individual 
particles as like as it was concluded in the work of Dias et al. [14]. 

 
Fig. 6. AFM topographical image and topographical analysis of ZnFe2O4 

 
Fig. 7. AFM topographical image and topographical analysis of NiFe2O4 

Measured particle sizes for ZnFe2O4 were 25-70 nm, NiFe2O4 10-45 nm and for 
CoFe2O4 10-40 nm. In the case of ZnFe2O4 there are bigger particles and clusters. Zinc ferrite 
superior average particles and clusters sizes, can be explained that by the Zn2+ ion presence at 
spinel structure tends to increase a combustion reaction temperature resulting with 
intensification of individual particle growth [15], as well as due to liquid phase presence of 
zinc at sintering process, attributed to its low melting point (470 oC), which draws the 
particles together because capillary forces takes place [16]. 
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Fig. 8. AFM topographical image and topographical analysis of CoFe2O4 

Measured specific surface areas of the samples are presented in Table 1. From the 
specific surface area values of as-burnt powders we can conclude that auto combustion 
reaction products have a mesoporous character. In result of heating at 800 ºC for 1 hour, 
products showed a clear decrease of the surface areas, from what we can conclude that sub-
micrometer sized primary particles have been agglomerated into larger secondary particles. 

3.4. DC resistivity 

Measured electrical resistivity values are shown in Fig. 9 and Table 1. The 
comparetively high resistivity values is due to spinel ferrites belongs to the group so-called 
hopping semiconductors. The basic conduction mechanism for spinel ferrites at room 
temperature is attributed to hopping of electrons between one cation to another [17] and not 
due to thermal creation of charge carriers. 

 

 
Fig. 9. Electrical resistivity of ferrites 

The electron hopping at room temperature is also observed only in equal sublattice sites, 
because the distance between the metal cations at B sublattice are smaller than the distance 
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between A and B site adherent cations. Therefore the electron hopping between A and B sites 
compared with B and B sites under normal conditions has a very small probability [18].  

Observed electrical propertes could also be attributed to small grain sizes which results 
with larger number of insulating grain boundaries which act as barriers to the flow of 
electrons [19]. Generally observed results are in good agreement with other authors obtained 
experimental results [20, 21]. 

4. CONCLUSIONS 

A convenient combustion synthesis has been developed and can be used to synthesize 
ultrafine and highly crystalline spinel ferrites with high purity. 

The FT-IR studies and lattice parameter changes shows that by taking annealing at 
800ºC temperature, compositionaly stoichiometric ferrite compounds are formed. 

The topographical images obtained from AFM indicates that ferrite powders consist of 
nanometer-sized individual particles, as well as particle clusters. 

Measured DC resistivity values were comparatively high corresponding to the nature of 
spinel ferrite materials. 
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ABSTRACT 

The possibility of obtaining carbon nanomaterials from such local recoverable materials as plant 
biomass and waste polymers has been proven. The two-phase technique of obtaining carbon 
nanomaterials from gaseous products of pyrolysis of a vegetative biomass and waste polymers in a 
fluidized bed has been suggested and the installation has been described. The suggested two-phase 
technique has been tested experimentally. It is shown by the experiments that carbon nanotubes 
obtained by the two-stage technique of synthesis of carbon nanomaterials from plant biomass are of 
much higher quality compared to those obtained by single-stage pyrolytic synthesis. There is every 
reason to believe that it would also improve the quality of carbon nanomaterials obtained from 
polymers. 

Keywords: nanomaterials, Carbon nanotubes, Fluidized bed, Biomass 

1. INTRODUCTION 

Thanks to their unique properties, carbon nanomaterials (CNMs) – nanotubes (CNTs) 
and nanofibers (CNFs)  became a perspective material for many industries. However, a high 
cost of production and a limited quantity of a synthesized material (10–100 g/hour) restrict 
their use in the industrial market. Existing technologies use graphite, carbon monoxide or 
hydrocarbons as a raw material for construction a carbon "skeleton" of CNTs. In some 
methods, thermolysis of hydrocarbons or materials containing carbon that uses metal catalytic 
centres is applied. In any case, these methods require extreme operating conditions, which, 
along with expensive raw materials, defines a high cost of a product and restricts the range of 
application of nanomaterials. 

Recently, new methods directed to large-scale production of CNTs have appeared which 
open a possibility of their wide practical application in various areas. An analysis of different 
variants of hardware design of such processes allows one to distinguish, among the most 
perspective ones, a technology with a fluidized bed (FB) reactor where fine-grained particles 
of catalyst are fluidized by a carbonaceous gas [1–4]. The known advantages of a fluidized 
bed - isothermicity and high efficiency of a reactor attained at the expense of a substantial 
increase of the catalyst  surface , allow one to obtain a uniform product and to automate the 
process. Besides, fluidized bed reactors can be used for organization of a continuous process. 
Simultaneously, there appeared the information on the possibility of using wastes of plastic as 
a potential source of carbonaceous raw materials for obtaining CNMs. Their application 
allows simultaneous solution of two problems: to reduce a cost of raw materials and to solve a 
problem of waste utilization [5]. 

The present work is aimed at investigation of the possibility of obtaining multiwalled 
carbon nanotubes (MWCNTs) by thermochemical conversion of polymer plastic in a fluidized 
bed of an inert material (sand) that is fluidized by nitrogen.  
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2. THE EXPERIMENTAL SETUP 

The studies were carried out on the experimental setup that makes it possible to obtain 
CNMs in a fluidized bed not only from carbonaceous gases, but also from vegetative biomass. 
The schematic of the experimental setup is show in Fig. 1. 

The basic units of setup are reactor 1 for synthesis of carbon nanotubes which is 
connected by a gas supply system 2 with a gasification reactor 3 . 

The first stage (gasification) reactor 3 with an inner diameter of 55 mm is made of heat-
resistant steel. The reactor height over a gas-distributing grating 4 is 0.5 m. The gas-
distributing grating consists of a 1.5-cm-thick layer of chamotte crumbs  confined between 
double layers of a heat-resistant grid with a mesh of 0.5 mm. 

A fluidized bed of inert material particles (quartz sand) 6 is formed on the gas-
distributing grating 4 of the gasification reactor. Nitrogen entering from the gas supply system 
2 is used for fluidization of the bed of the inert disperse material 6. 

The (CNMs synthesis) reactor 1 with an inner diameter of 50 mm and a height of 1 m is 
made of heat-resistant steel (Fig. 1) and is installed above the first stage (gasification) reactor 
downstream the course of gases. A possibility of reactor off-line operation with the use of 
ready gas-reagent (acetylene, ethylene, propylene) is provided. 

 
 

Fig. 1. The schematic of the experimental setup for obtaining CNTs from carbonaceous 
gases and biomass in FB: 1) reactor of CNTs synthesis; 2)system of gas supply; 3) reactor of 

biomass gasification; 4) gas distributor; 5, 6) fluidized bed; 7) electric heater;  
8) thermocouple; 9) biomass feeder; 10) drainage of FB material; 11) cyclone-separator; 

12) material recirculation line; 13) nickel plate; 14) quartz insert 
 

The fluidized bed of the catalysts 5 represented by sawdust impregnated by ferric nitrate 
lies on the gas-distributing grating 4 of reactor 1. The carbonaceous gas formed in reactor 3 is 
used for fluidization of bed 5. The reactors 1 and 3 are equipped with external electric heaters 
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7 with the help of which the bed temperature can be increased to 800°C. The temperature is 
measured by the chromel-coppel thermocouples 8. The reactors are also equipped with screw 
feeders 9 for supply of wood raw materials. Reactor 1 is fed with the catalyst and reactor 3 
with raw materials for obtaining a carbonaceous gas. The reactor is supplied by a cyclone 
separator 11, which serves for additional trapping of nanotubes, and also by a vertical nickel 
plate 13 where carbon nanotubes settle. Reactor walls are insulated from the catalyst 
contained in the bed by a quartz insert 14 to prevent sedimentation of nanotubes on the reactor 
walls. In the lower part of a reactor 3 a device to drain the inert disperse material 10 on 
termination of the experiment is installed. 

2.1. Experimental Technique 

The fluidized bed temperature in the reactors of both stages was maintained the same 
and equal to 650°C. In the first-stage reactor the bed material was sand with an average 
particle size of 0.26 mm, the fluidizing gas was nitrogen with the volumetric flow rate 
0.3 nl/s. Sawdust with a humidity of 8%, or polyethylene (PE) waste, which were supplied to 
the reactor 3, served as a raw material for obtaining the carbonaceous gas. In the second-stage 
reactor the rate of gas filtration was somewhat higher because of release of volatiles in their 
pyrolysis. 

The sawdust impregnated by ferric nitrate was used as the catalyst for CNTs synthesis. 
The sawdust forms a bed 5 in the CNTs synthesis reactor 1. The samples of the product were 
taken from the surface of the nickel plate placed in reactor 1 and from the cyclone-separator 
11, installed behind the  second-stage reactor. 

A typical procedure of the experiment was as follows. 
First, reactors 1 and 8 were brought to the operating mode. When the temperature in a 

fluidized bed 6 reached 550 °С and that in bed 5 reached 650°С air supply to reactor 8 was 
stopped and switched to nitrogen supply. The raw materials for gasification (sawdust or 
polyethylene granules) were fed by screw feeder 9 to reactor 3 where gasification with 
obtaining of carbonaceous gas took place. Simultaneously, disperse catalyst was supplied to 
reactor 1 by feeder 9. The carbonaceous gas obtained as a result of gasification of wood raw 
materials entered reactor 1. Synthesis of carbon nanotubes in reactor 1 is carried out in a 
fluidized bed 5 on the disperse catalyst in the form of the sawdust impregnated by ferric 
nitrate, which is fluidized by accending flow of the gas-reagent, being a gasification product. 
As the process of synthesis goes on the agglomerates of carbon nanotubes accumulate in 
reactor 1 of the synthesis of carbon nanotubes on the catalyst and a nickel plate 13. Particles 
of the catalyst with settled on them nanotubes that were carried away from reactor 1, got to 
cyclone-separator 11 where nanotubes settled, and catalyst particles were returned to reactor 1 
through the system of recirculation 12.  

After each experiment the fluidized bed reactor was cooled by a free air stream, and the 
flue ducts behind the reactor downstream the course of gases were demounted. The internal 
surfaces of the walls of the reactor and flue ducts were cleaned. During the experiments the 
deposits on the vertical nickel plate or the stainless steel grid, fixed in the freeboard region of 
the reactor were gathered and analyzed. The deposits and samples of the bed material  were 
analyzed by a scanning electron microscope Supra 55 Carl Zeiss and spectral microanalyzer 
INCA 350. 
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3. RESULTS AND DISCUSSION 
 

3.1. Use of Wood as a Raw Material for Gasification 
 
Typical results of the experiments using the sawdust as a raw material for obtaining 

the carbonaceous gas are presented in Figs 2–4.  
 
 

 
 

Fig. 2. Carbon nanotubes synthesized from the products of pyrolysis of wood biomass on 
a surface of the nickel plate (scale: 100 nm) 

 
 

Deposits on the surface of the nickel plate (Fig. 2) consist of a continuous "carpet" of 
interweaved CNTs with a diameter D = 30÷50 nm and a length L >> D (the authentic 
estimation of the length of tubes is complicated in connection with their interweaving). There 
occurdouble tubes braid in original "plaits" with an outer diameter 75÷100 nm.  

The spectral composition of crude CNTs is C – 97.23 at.%, O – 2.77 at.% which 
indicates an insignificant amount of moisture in the studied samples. 

Fig. 3 shows a microphoto of solid material particles trapped in the cyclone-separator 
behind the second-stage reactor after calcination in a muffle furnace at a temperature of 
300°C for 8 hours. The particle surface is covered by a "carpet" from CNTs synthesized from 
the products of wood biomass pyrolysis. 

 



             CYSENI 2010, May 27–28, Kaunas, Lithuania 
             ISSN 1822-7554, www.cyseni.com 
 

VII-384 
 

 
 
Fig. 3. The sample of particles from the cyclone-separator, with CNTs deposits 

synthesized from the products of pyrolysis of wood biomass (scale: 10 μm) 

 

 
 
Fig. 4. Carbon nanoparticles synthesized from the products of pyrolysis of wood  

biomass on a surface of quartz particles from the cyclone-separator (scale: 200 nm). 
 

The large-scale samples of the corresponding CNTs are presented in Fig. 4. A diameter 
of tubes is close to D ≈ 50 nm, the length is much larger than a diameter that is clearly seen in 
the figure  although quantitative estimates of their length are difficult because of the 
crookeedness and interweaving of tubes. 

The spectral composition of annealed CNTs is C – 97.03 at.%, O – 2.61 at.%, and Ni – 
0.36 at.%. A small impurity of oxygen most likely is connected to the content of moisture in 
the investigated sample, and nickel traces point to the role of nickel atoms as a catalyst in the 
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synthesis process and a "basis" for CNTs "growing" on a nickel substrate. As a tube breaks 
off from the substrate, atoms of Ni possiblly remain in its basis. 

3.2. Use of Polyethylene as Raw Material for Gasification 

Figs. 5–7 present the results of investigation of CNTs synthesis from products of 
pyrolysis of high-pressure PE waste. An average weight of a particle is equal to 0.15 g. The 
total time of the experiment is about 5 hours. An average flow rate of raw materials is 36 g/h, 
the used weight of raw materials is 180, the fluidized bed temperature is 650°C. 

Fig. 5 shows the general view nanostructural deposits on a surface of a bed material 
particle (quartz sand) sticking to a nickel plate at a height h = 0.2 m over the upper boundary 
of FB. In the figure one can see many nanotubes (fibers) with a diameter D ≈ 30÷70 nm a 
length of which is difficult to be estimated because of crookedness. It is possible to 
discriminate the braids twisted in dense spirals from two and more CNTs with a diameter to 
200 nm.  

The spectral composition of nanostructures shown in Figure 5 includes C – 97.34 at.%, 
O – 2.16 at.%, Ni – 0.5 at.%. The content of nickel indicates that its atoms can serve as the 
basis for CNTs being formed. 

 

 
 

Fig. 5. The microphotos of nanostructural deposits obtained as a result of  
pyrolysis of PE waste, on a surface of particles carried away from a bed  

(altitude over a bed h = 0.2 m; scale: 200 nm) 

 
In Fig. 6, a crude sample of the material collected in the cyclone-separator behind a 

reactor is shown. As follows from figure, the particles in the cyclone-separator become 
covered by a thick layer of gums that condense here despite the presence of external thermal 
insulation. 

Spectral measurement of the content of crude samples from the cyclone-separator (C – 
24.72 at.%, O – 49.8 at.%, Si – 24.47 at.%, Al – 1.0 at.%) indicate a great amount of impurity 
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in the samples of the carried away bed material (sand) that mainly consists of silicon dioxide 
and aluminosilicate impurities. 

 

 
 

Fig. 6. The microphotos of the sample of  material from the cyclone-separator  taken in 
synthesis of CNTs from the products of PE pyrolysis (scale: 200 nm) 

 

 
Fig. 7. The  microphotos homogeneous carbon nanotubes, gained from the products of 

pyrolysis of PE waste (scale: 200 nm) 
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On annealing the samples taken from the cyclone-separator in the muffle furnace at a 
temperature of 300°C for 15 hours, the following spectral composition of them was obtained: 
C – 98.41 at.%, Fe – 1.59 at.%. Apparently, sand impurities have been taken away from the 
samples by melted gums. The annealed CNTs samples synthesized from the products of 
pyrolysis of PE wastes in the fluidized bed are shown in Fig. 7. 

In Fig. 7, a strongly magnified massif of homogeneous nanotubes is shown. The given 
CNTs samples possess the best morphological properties from all previous data: diameter D = 
15÷40 nm, length of visible horizontal projections not less than 1000 nm, and a maximum 
ratio L/D = 250÷700. 

4. CONCLUSIONS 

A possibility of obtaining carbon nanomaterials by pyrolysis of biomass and polymer 
materials in a fluidized bed of an inert material is confirmed experimentally. There are all 
bases to assume that this will allow one to raise the quality of CNTs obtained from biomass 
and polymers. We have submitted the application for a patent for the given way of obtaining 
CNTs. The patent pending No. a20091704 as of 01.12.2009.  
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ABSTRACT 

ZnO is an abundant and low cost material and its electrical conductivity can be varied in wide range 
by doping with suitable elements. ZnO thin films are extensively used as window layers in solar cells, 
for example in amorphous silicon solar cells and thin film solar cells based on chalcopyrite absorbers. 
ZnO is one potential candidate to substitute indium tin oxide (ITO; In2O3:Sn) and fluorine doped tin 
oxide (FTO; SnO2:F) as transparent and conductive electrode for various applications if prepared 
electrically highly conductive. In present study ZnO thin films were prepared by low cost chemical 
spray pyrolysis method on glass substrates from solutions of Zn(CH3COO)2·2H2O in a mixture of de-
ionized water and isopropyl alcohol. Doping material InCl3 was added into the spray solution to obtain 
conductive films. The films were grown at substrate temperatures between 350°C and 550°C in air. 
The structural, optical, morphological and electrical properties of ZnO thin films were studied. These 
properties depend on the deposition temperature, concentration of the doping material in solution and 
solution spraying rate. According to XRD, undoped ZnO films are highly c-axis orientated, ZnO:In 
films show preferential (101) orientation. ZnO:In films have smooth surface and show optical 
transmittance of 80-85% in visible spectral region. Electrical resistivity as low as 4·10-3 Ωcm was 
obtained in the films deposited from solutions with [In3+]/[Zn2+]=2-4 at.% at tin bath temperatures 
close to 450°C using spray rate of 3-4 ml/min. 

Keywords: Zinc oxide; Spray pyrolysis; Thin films; Indium 

1. INTRODUCTION 

Zinc oxide (ZnO) is a widely used semiconductor material for many different 
applications such as gas sensors, ultrasonic oscillators and transducers, reflecting coatings and 
transparent and conductive layers in photovoltaic devices [1–3]. Its direct optical band gap 
(3.3 eV) is wide enough to transmit most of the useful solar radiation in CuInSe2 based solar 
cells [2, 4]. Furthermore, ZnO is a good candidate to substitute indium tin oxide (ITO; 
In2O3:Sn) and fluorine doped tin oxide (FTO; SnO2:F) as transparent and conductive electrode 
for various applications if prepared electrically highly conductive [2]. In present work ZnO 
thin films are prepared by chemical spray pyrolysis which is found to be cheap and simple 
method to produce large area thin films [1–2, 4]. 

It has been found in earlier studies that parameters such as zinc source, the 
concentration of zinc in spray solutions, growth temperature, doping material and doping 
concentration have strong effects on optical transmittance, structural and electrical properties 
of sprayed ZnO thin films [1–2, 4]. The aim of this study is to give an overview of the 
previous worldwide studies and our recent results on formation of uniform, optically 
transparent and electrically conductive ZnO thin films by chemical spray pyrolysis. We 
studied the effect of indium concentration in spray solution, growth temperature and spraying 
rate to the structure, optical transmittance and electrical resistivity of the films. 
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2. METHODOLOGY 

Zinc oxide thin films were prepared by spraying of zinc acetate (Zn(CH3COO)2·2H2O, 
Merck, 99.5%) in a mixture of deionized water and isopropyl alcohol (2:3 by volume) onto 
heated glass substrate (25mm x 25mm x 1mm). The glass substrates were placed on a 
soldered tin bath. Compressed air was used as carrier gas. The concentration of 
Zn(CH3COO)2·2H2O at spray solution was fixed to 0.2 mol/l for every series. A few 
millilitres of acetic acid was added to the solution to avoid precipitation of zinc hydroxide. 
Indium(III)chloride (InCl3) prepared from indium (extra pure) and hydrochloric acid was used 
as doping agent added to the spray solution. Indium to zinc concentration (in future as [In]) 
was varied from 0 up to 5 at. %. The tin bath temperature (TSn) varied from 350°C up to 
550°C. The growth temperature of thin films is approximately about 100°C lower that tin bath 
temperature. 

X-ray diffraction (XRD) patterns of sprayed thin films were recorded using a Rigaku 
Ultima IV diffractometer with monochromatic Cu Kα radiation. The optical transmittance 
spectra were recorded in the wavelength range of 200-2000nm on a Jasco V-670 UV-VIS-
NIR spectrophotometer. The surface morphology of the films was examined by scanning 
electron microscopy (Zeiss HR FESEM Ultra 55). Electrical resistivity of the thin films was 
measured by Van der Pauw’s method. 

3. RESULTS AND DISCUSSIONS 

3.1. Summary of previous worldwide studies on deposition of transparent and 
conductive ZnO thin films by chemical spray pyrolysis 

Different spraying systems, set-ups and spray modes have been used by many research 
groups to deposit ZnO thin films. The zinc source, doping material and solvent are also 
different, not to mention precursor solution concentration, doping material level and growth 
temperature. A summary of main film deposition parameters and properties of the films 
obtained is presented in Table 1. 

Table 1. Summary of literature survey on deposition doped ZnO thin films by spray pyrolysis. 
CSP – Pneumatic chemical spray pyrolysis; USP – Ultrasonic spray pyrolysis; Tsub – substrate 
temperature (°C); T – optical transmittance in visible region (%); XRD – preferred crystallite 

orientation; ρ – resistivity (Ωcm) 
Film deposition parameters Film properties 

Spray 
mode Zinc source Zinc 

conc. Dopant source Dopant 
conc. 

Tsub, 
°C T, % XRD ρ, Ωcm Ref. 

CSP Zn(C2H3O2)2 0.7M H3BO3 1 at.% 450 >90 (002) 2.5·10-3 [5] 
CSP Zn(C2H3O2)2 0.2M AlC15H21O6 3 at.% 475 >85 (002) 4.3·10-3 [6] 
CSP Zn(C2H3O2)2 0.1M Al (NO3)3 0.15 at.% 450 >90 (101) - [7] 
CSP Zn(C2H3O2)2 0.2M GaC15H21O6 2 at.% 425 >80 (002) 7.4·10-3 [8] 
CSP Zn(C2H3O2)2 0.1M GaCl3 5 at.% 350 >85 (002) 1.5·10-3 [9] 
CSP Zn(C2H3O2)2 0.2M InCl3 1 at.% 350 - (002) 10·10-3 [2] 
USP Zn(C2H3O2)2 0.2M In(C2H3O2)3 3 at.% 370 >80 (101) 2.9·10-3 [10] 
CSP ZnC10H14O4 0.5M InCl3 3 at.% 475 >80 (101) 3.0·10-3 [11] 
USP Zn(C2H3O2)2 0.2M In(C2H3O2)3 3 at.% 370 83 - 3.0·10-3 [12] 
CSP ZnC10H14O4 0.2M In(NO3)3 2.5 at.% 475 >85 (101) 3.0·10-3 [13] 
CSP ZnC10H14O4 0.5M In(C2H3O2)3·H2O 3 at.% 475 77 (101) 2.1·10-3 [14] 

CSP Zn(C2H3O2)2 0.1M In(NO3)3 3 at.% 450 >85 (101) 
(002) 4.0·10-3 [15] 
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According to literature review two main zinc sources such as zinc acetate and zinc 
acetylacetonate and four main doping elements such as boron, aluminium, gallium and indium 
were used to obtain conductive ZnO films. Zinc concentration varies from 0.1M up to 0.7M 
and the most useful dopant concentrations altered from 0.15 at.% to 3 at.%. Doping of the 
films was attained by adding salt of the dopant element into the spray solution. All thin films 
presented in Table 1 are more than 80% optically transparent in visible spectral region and 
their resistivity varies from 1.5·10-3 Ωcm to 10·10-3 Ωcm. It is noticeable that indium 
compounds (InCl3, In(NO3)3, etc.) are the most widely used dopant sources although there is 
no matter what kind of In compound to use for doping with indium [14]. Indium doped ZnO 
films show preferred orientation along (101) plane, however doping with gallium and boron 
do not cause changes in the crystallites preferred orientation compared to undoped ZnO films 
with c-axis orientated crystallites [5, 8–14]. Electrically conductive films were prepared at 
substrate temperatures from 350°C up to 475°C. Usually the home-made set-up is used and 
therefore every group has to find parameters which will work on their spraying system to 
prepare optically transparent and electrically conductive ZnO thin films.  

3.2. Our results 

Studies on preparation of doped and undoped ZnO thin films by chemical spray 
pyrolysis were initiated at Tallinn University of Technology (TUT) in 1995 [1]. It was found 
that increasing substrate temperature increases optical transmittance of undoped and indium-
doped (up to 1 at.%) films [1]. The dopant concentration has also effect on optical 
transmittance [4]. It has been shown that for the use of dopant in amount of 1 at% or less in 
spray solution the preferred orientation is (002), otherwise it is (101) [2, 4]. 

Recently, the studies for deposition of zinc oxide thin films at TUT were reactivated 
due to need to develop transparent conductive ZnO window layers for solar cells [16].  

3.2.1. The effect of indium concentration in spray solution on properties of ZnO thin films  

InCl3 was used as indium source and the atomic percentage of indium in spray solution 
was varied from 0 at.% to 5 at.%, other deposition parameters such as zinc concentration, tin 
bath temperature and spraying rate were kept constant. The X-ray diffraction patterns of ZnO 
and ZnO:In thin films grown at TSn=450°C are shown in Fig. 1. All peaks in XRD spectra 
belong to ZnO (JSCP file No.: 00-036-1451) and therefore no other compounds are in the 
films. Undoped ZnO thin film shows very strong (002) peak, thus the film is c-axis oriented 
(see Fig. 1). Doping with indium decreases the intensity of the (002) peak and increases 
relative intensity of (100), (101), (102) and (110) peaks. At dopant concentration of 3 at.% in 
spray solution the (101) peak is the most intense. The result obtained is in accordance with 
earlier studies [2, 4, 10] and shows that crystallites in the film are grown (101) plane parallel 
to the substrate.  

It was found that ZnO thin films were milky and foggy while indium doped ZnO thin 
films (ZnO:In) were clear and transparent. Optical transmittance spectra for ZnO and ZnO:In 
indicate that the interference maxima of ZnO thin film are not as strongly formed as they are 
for ZnO:In thin films (see Fig. 2). Similar tendency is characteristic of the films deposited at 
TSn=550°C. The optical transmittance of ZnO:In is higher than 80% in visible region of the 
spectrum. The difference in optical transmittance between undoped and doped films is caused 
by their different surface morphology. SEM pictures were done to study thin film surface (see 
Fig. 3). 
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Fig. 1. XRD patterns of sprayed undoped ZnO and indium doped ZnO thin films (In 

concentration in solution 2 at.% and 3 at.%) deposited at TSn=450°C with similar spraying 
rate of ca. 3 ml/min. 
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Fig. 2. Total transmittance spectra of sprayed ZnO and ZnO:In thin films deposited at 

TSn=450°C with similar spraying rate of ca. 3 ml/min. 

 

  
 a) b) 

Fig. 3. SEM pictures of sprayed ZnO thin films. a) undoped ZnO thin film; b) ZnO:In thin 
film ([In]=3 at.%). Films were deposited at TSn=450°C 
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Undoped ZnO thin films surface is not uniform and the crystallites on the ZnO thin film 
surface resemble needles and roses-like crystals as shown in our recent study [17]. According 
to SEM, ZnO:In thin film (Fig. 3b) is composed of tetragonal grains and is more 
homogeneous. 

The effect of indium concentration in spray solution on electrical resistivity of ZnO:In 
thin films deposited at tin bath temperatures of 350°C, 450°C and 550°C is shown in Table 2. 

Table 2. Electrical resistivity (in Ωcm) of ZnO thin films depend on the indium concentration 
in spray solution. The films were deposited at tin bath temperatures of 350°C, 450°C and 

550°C using solution spraying rate 2.6–3.0 ml/min. 
 Indium concentration in spray solution 

TSn, °C 1 at.% 2 at.% 3 at.% 4 at.% 
350 0.25 0.15 0.028 0.049 
450 0.085 0.0044 0.0054 0.0049 
550 0.069 0.014 0.014 0.012 

 
Increase in In concentration in spray solution has effect on electrical resistivity of ZnO 

deposited at 350°C, 450°C or 550°C. Independent of the growth temperature, the [In] = 1 at.% 
was not sufficient to reduce electrical resistivity of ZnO. Doping effect becomes clearly 
visible starting from 2 at.% using deposition temperature of 450°C. Undoped ZnO film has 
high resistivity (ρ = 50 Ωcm). Addition of indium in amount of 1 at.% into the spray solution 
results in resistivity of 0.085 Ωcm. ZnO films with the lowest resistivity of 0.004–0.005 Ωcm 
were achieved when deposited at TSn=450°C with 2–4 at.% of In in spray solution. Effect of 
indium concentration is also observed in the films deposited at 550°C, where the lowest 
resistivity (ρ = 0.01 Ωcm) for this deposition temperature was obtained with [In]=2–4 at.% in 
spray solution. 

3.2.2. The effect of growth temperature on properties of indium doped ZnO thin films  

To study the effect of the growth temperature on properties of ZnO:In thin films, the In 
concentration in spray solution was selected to be 3 at.% and films were deposited at 400°C, 
450°C, 500°C and 550°C. The X-ray diffraction profiles of ZnO:In thin films deposited at 
different temperatures with 3 at.% in starting solution are presented in Fig. 4. According to 
XRD, there are minor changes with the deposition temperature in the interval 400–500°C. 
ZnO: In films show preferential growth along (101) plane, increase in deposition temperature 
weakens the intensities of the (102) and (103) planes.  

The UV-VIS transmittance spectra of ZnO: In thin films deposited at different 
temperatures showed (not presented) that all films were more than 80% transparent in visible 
spectral region. Hence, the optical transparency of ZnO:In thin films deposited at different 
temperatures is similar. 

The resistivity of ZnO: In films (3 at.% of In in solution) decreases from 0.28 Ωcm to 
0.004 Ωcm when deposition temperature increases from 350°C to 450°C (see Fig. 5). Further 
increase in deposition temperature leads to an increase in resistivity and the film deposited at 
550°C shows resistivity in the order of 0.01 Ωcm. According to the electrical resistivity 
measurements TSn=350°C is not sufficient to deposit electrically conductive ZnO:In thin 
films. Deposition temperatures above 500°C are also not recommended as electrical resistivity 
of the films is up to three times higher than in the films deposited at 450°C.  
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Fig. 4. XRD patters of sprayed ZnO:In films deposited at different temperatures with similar 

spraying rate of ca. 3 ml/min and constant indium concentration in spray solution (3 at.%) 
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Fig. 5. Effect of deposition temperature on electrical resistivity of ZnO:In films. Indium 

concentration in spray solution is 3 at.%, spray rate ca. 3 ml/min. 

3.2.3. The effect of spraying rate on properties of indium doped ZnO thin films 

To study the effect of spraying rate on properties of ZnO:In, the films were prepared at 
TSn = 400, 450 and 550°C with indium concentration of 3 at.%, spray rate was varied from 1.8 
to 4.2 ml/min. The X-ray diffraction patterns of ZnO:In thin films deposited at 450°C using 
three different spray rates are presented in Fig. 6. With an increase in spraying rate the 
intensity of the (102) peak is increasing and of the (110) is decreasing. Thus, the spray rate 
has only some effect on orientation of the crystallites in the film deposited at 450°C with 
different spray rate. 

The optical transmittance spectra of ZnO:In thin films sprayed with different spraying 
rate showed (not presented) that the optical transparency of all the films deposited at 450°C 
was more than 80%. 
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Fig. 6. XRD patterns of sprayed ZnO:In thin films deposited at TSn=450°C with different 
spraying rates with constant indium concentration in spray solution (3 at.%) 
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Fig. 7. The effect of spraying rate to electrical resistivity of ZnO:In thin films deposited at 
different temperatures with 3 at.% of indium in spray solution. 

 

Fig. 7 presents the electrical resistivity of ZnO films prepared at different temperatures 
depend on the solution spray rate. It can be seen that resistivity of the films obtained with the 
spray rate of ca. 1.8 ml/min is 0.01–0.02 Ωcm depend on the deposition temperature. For the 
films deposited at 400°C and 450°C the resistivity values of 0.008 and 0.005 Ωcm, 
respectively were obtained with the deposition rate close to 3 ml/min. Relatively conductive 
films with resistivity of 0.004 Ωcm could be obtained at 450°C also with higher spray rates 
(ca 3.8 ml/min). At the same time spray rates higher than 3 ml/min at 400°C were found to 
increase ZnO film resistivity. Thus, the solution spray rate is an important parameter 
controlling the film electrical properties. This observation is in accordance with the earlier 
results when ZnO films were prepared by pulsed spray with mean spray rate of 0.7 ml/min at 
450°C [18]. Electrical resistivity of ZnO: In films prepared by pulsed spray mode was as high 
as 30–40 Ωcm [18]. ZnO: In films deposited at TSn = 550°C show electrical resistivity higher 
than 0.01 Ωcm and using spray rate above 4.0 ml/min causes significant increase in the film 
resistivity.  
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4. CONCLUSIONS 

A summary of published studies on preparation of electrically conductive and optically 
transparent ZnO films by chemical spray pyrolysis method was presented. In experimental 
part of the current work undoped and indium doped zinc oxide thin films were prepared by 
chemical spray pyrolysis method using pneumatic continuous spray mode and deposition 
temperatures in the range of 350°C-550°C. According to XRD, undoped ZnO films are highly 
c-axis orientated. Doping with indium from InCl3 affects the crystallites orientation in the 
film. Using In concentracion higher than 1 at.% in the solution the crystallites are grown 
(001) plane parallel to the substrate. ZnO:In films have smooth surface and show optical 
transmittance of 80–85% in visible region of the spectrum. It has been shown that low spray 
rates (< 2 ml/min) and growth temperatures above 500°C result in electrical resistivities above 
0.01 Ωcm. ZnO films with electrical resistivity of 0.004 Ωcm, which is close to the best 
values reported in literature, can be deposited by spray of zinc acetate solutions with In 
concentration of 2–4 at.% in the spray solution using tin bath temperatures close to 450°C and 
solution spray rate of 3.0–4.0 ml/min.  
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ABSTRACT 

Previous research approved polyisoprene – nanostructured carbon composite (PNCC) as a prospective 
material for use as a piezoresistive pressure sensing material in finger pressure range. The major 
advantage of this material would be hyperelastic flexibility compared with conventional ceramic 
piezoelectric pressure sensing elements as well outstanding sensitivity for small (<1 Bar) pressures. 
The PNCC is made when highly structured particles of good conductor (Printex XE2 carbon black) 
and necessary curing ingredients are dispersed into elastomer matrix (Thick Pale Creppe natural 
polyisoprene) and vulcanized afterwards. There electrical percolation of PNCC greatly depends on 
mixing method used. In our work we try to use ultrasound as an alternative way to disperse filler. The 
roll mixed, mechanically mixed in solution and ultrasound mixed in solution PNCC samples were 
made. The critical concentrations of electrical percolation were determined and critical indexes were 
calculated for all types of PNCCs using linear trendlines on log-log plots. The piezoresistive behavior 
of PNCCs was evaluated and compared. 

Keywords: polyisoprene, carbon, nanostructured, composite, piezoresistive 

1. INTRODUCTION 

1.1. Prime novelty statement 

Increasing demand of compressive and strain sensors requires a new materials to be 
designed for particular application. Usually the pressure and strain sensors are rigid structures, 
connected with difficulties to integrate them into structure being monitored. Attempts were 
made to design a flexible pressure and strain sensor made of filled polymer or elastomer. 
Recent research approved PNCC to be a prospective material for current needs. At certain 
concentrations of conductive filler these composites shows remarkable reversible 
tensoresistive and piezoresistive effect [1]. In this work we present an attempt to use PNCC as 
a perspective material for flexible pressure sensor elaboration. We have estimated the 
electrical percolation threshold shift for various piezoresistive composites, depending on filler 
dispersing technique used. We believe that our research will lead to a new kind of functional 
sensor composite material, which could be used for intelligent sensing in robotics and other 
smart structures. 

1.2 The concept 

The conductive polymer-composites for stress and/or strain sensing can be obtained 
when electrically conducting particles (carbon black, graphite powder, carbon fibers, particle 
of metals) are implanted into an insulating polymer matrix [2–6]. A continuous insulator-
conductor transition is observed in two-component systems at gradual increase of the number 
of randomly dispersed conductor particles in an insulator matrix.  Most often such transitions, 
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called percolation transitions, are described by the model of statistical percolation [7-8]. The 
volume concentration of conductor particles VC at which the transition proceeds is called the 
percolation threshold or critical point [8].  

In the vicinity of percolation threshold, the specific electrical conductivity of the 
composite σ changes as 

 t
cVV −~σ , if cVV > , (1)  

where t is the non-universal critical index [8]. According to concept of piezoresistivity, in the 
sharpest region of the percolation threshold the composite should be the most sensitive to 
external mechanical action (the region of interest shown in Fig. 1) as well the percolation 
threshold is expected to shift to lower concentration region, if more effective filler dispersing 
method is used [1, 9]. 

 
Fig. 1. The schematic illustration of the percolation threshold for carbon filled  

conductive composites 

This means - to gain more piezoresistive sensitivity, the sharpest possible percolation 
threshold should be acquired with lowest possible fraction of conductive filler, although 
resulting in more economically effective use of filler. 

2. METHODOLOGY 

2.1. Making the samples 

The polyisoprene – nanostructured carbon composite raw rubber is made from Thick 
Pale Creppe polyisoprene natural rubber, necessary curing ingredients and high structure 
carbon black (HSCB). Commercially available Degussa Printex Xe2 HSCB (average particle 
diameter of 30 nm, DBP absorption value 380 ml/100 g and specific surface area of 950 m2/g) 
was used as desired electroconductive filler. The concentration of conductive filler was 
expressed as “parts per hundred rubber”, adopted from rubber chemistry, later mentioned as 
p.h.r. in text and figures, which means mass parts of filler per 100 mass parts of natural 
polyisoprene. 

Three types of PNCC raw rubbers were fabricated using different methods for 
dispersing the conductive filler.  

1) Roll mixed PNCC was obtained directly mixing all curing ingredients and HSCB 
into polyisoprene on cold rolls (Fig. 2.). 
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Fig. 2. The making schematics of roll mixed PNCC sample 

2) Chloroform solution mechanically mixed (further in text - mechanically mixed) 
PNCC were made by first mixing curing ingredients (except HSCB) into polyisoprene matrix 
using cold rolls. Obtained raw rubber was dissolved into chloroform and necessary amount of 
HSCB was added. Then solution was homogenized by high speed mechanical mixing with 
small glass beads for 30 minutes. Afterwards the solution was poured into glass plate for 
chloroform to evaporate and films were obtained. Acquired films were then homogenized 
using cold rolls with the possible smallest aperture (Fig.3.). 

 
Fig. 3. The making schematics of mechanically mixed PNCC sample 

3) Chloroform suspension ultrasound mixed (further in text - US mixed) PNCC were 
made by first mixing curing ingredients (except HSCB) into polyisoprene matrix using cold 
rolls. The HSCB was dispersed separately into chloroform using Hielscher UP200S 
ultrasound homogenizator for 5 minutes. Specific power was 1 W/ml. Afterwards the filler 
dispersion in chloroform was added to raw rubber/chloroform mixture and stirred in room 
temperature for 24 h. Then solution was poured into glass plate for chloroform to evaporate 
and PNCC films were obtained. Acquired films were then homogenized using cold rolls with 
smallest possible aperture (Fig. 4.). 

 
Fig. 4. The making schematics of US mixed PNCC sample 
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Flat shaped samples in average thickness of 1mm were made by curing raw rubbers in 
hot stainless steel mould using Rondol™ thermostated press at 150 ºC for 15 to 20 minutes. 
The sandpaper polished brass foil mould inserts were used to acquire good electrical 
connection for measurements. 

The samples were shelf aged in room temperature for at least 24 h after processing 
before any electrical measurements were made. 

2.2. Instruments and measurements 

Before vulcanization the raw rubber compositions was tested on Monsanto rheometer 
for optimal curing time. 

The initial electrical resistivity of the samples was measured using Agilent A34970A 
digital multimeter/multiplexer and Keithley Model 6487 Picoammeter/Voltage source. The 
mechano-electrical testing was done using Zwick/Roell Z2.5 universal material testing 
machine, coupled and synchronized with Agilent A34970A digital multimeter/multiplexer. 
The samples of lower regions of percolation thresholds were not measured for 
piezoresisitivity, because the upper resistivity range of the dynamic measuring equipment was 
limited to 108 Ω. The evaluation of the results and trend line fitting was done using Origin8 
data analysis and graphing software. 

3. RESULTS AND DISCUSSION 

First of all initial electrical resistivity of all samples was measured. The percolation 
transitions obtained from these measurements are displayed in Fig. 5. 

 
Fig. 5. The specific electrical resistivity as a function of filler fraction for differently 

prepared PNCCs 

As it can be seen, the percolation transition for roll mixed and mechanically mixed 
PNCC is much steeper than for US mixed PNCC, so theoretically, the better piezoresistive 
action can be expected. To ease up further investigation, at this point the specific electrical 
resistivity was converted into specific electrical conductivity. The experimental data were 
carefully fitted by statistical percolation theory predicted dependence of conductivity on filler 
concentration (so called “scaling law”) 

 t
C )(0 Φ−Φ=σσ . (2) 
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The critical concentrations (Φc) corresponding to the percolation threshold were found 
out for all types of PNCCs (Fig. 6.). 

 
Fig. 6. The specific electrical conductivity as a function of filler fraction for differently 

prepared PNCCs and their critical concentrations Φ 

To properly do this, experimental results was plotted logσ versus log(Φ-Φ
c
) (Fig .7) by 

incrementally varying of Φ
c 
until the best linear fit was obtained [10]. 

 
Fig. 7. The linear fitting of conductive part of the logσ versus log(Φ-Φc) plot for 

differently prepared PNCCs. 

As it is seen in Fig. 5. and Fig. 6. the mechanical mixing with glass beads in chloroform 
solution doesn’t add much effect on lowering the percolation threshold. In the same time, the 
chloroform suspension sonicated PNCC provides as much as 2.5 times lower percolation 
threshold. According to Kilbride et al. [10], the slope of the linear fit trend line of logσ versus 
log(Φ-Φ

c
) plot (see Fig.7) corresponds to the critical index t. According to Yakubowicz et al. 

[11] t can be interpreted as average number of simultaneous contacts each conductive particle 
forms with its neighboring ones. In other words, the critical index describes the complexity of 
the direct conductive grid, formed by HSCB particles. And as a fact - the larger the t, the 
more sharper the percolation transition appears. Accordingly to this assumption the 
comparison of critical indexes in Fig. 7 has good correlation with the sharpness of percolation 
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transitions obtained in Fig. 5. This means, that sonication reduces the complicity of HSCB 
structure, possibly resulting from more uniform distribution of sizes of HSCB aggregates. At 
the same time, the better distribution of smaller particles should lead to major increase of the 
role of tunneling currents. According to Bauhofer [12] the intensity of tunneling currents 
between closely distributed but non-touching conductive particles can be expressed by 
dependence 

 3
1

ln
−

Φ∝DCσ . (3) 
When plotting the conductive part of percolation threshold as logσ versus Φ-1/3, the 

coefficient of determination R2 of its linear fit is proportional to the contribution of tunneling 
currents mechanism to conductivity (Fig. 8). 

 
Fig. 8. The linear fit of the logσ versus Φ-1/3 plot for differently prepared PNCCs 

The piezoresistive properties (ΔR/R0, %) under applied external one-dimensional 
pressure P up to 1 Bar were determined for roll and US mixed PNCC samples (Fig. 9 and 10). 
Unfortunately, we were unable to perform these measurements on mechanically mixed 
PNCC, due to proper sample shape unavailability. 

 

 
Fig. 9. The piezoresistive behavior of roll mixed PNCCs 
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Fig. 10. The piezoresistive behavior of US mixed PNCCs 

The measurements of piezoresistive behavior prove that roll mixed PNCCs exhibit large 
dependence of piezoresistivity on HSCB concentration. The maximal piezoresistivity for 
mechanically mixed PNCC is found in the lower concentration end of percolation transition 
(8 p.h.r. on black curve in Fig. 5.). At the same time, the maximal piezoresistivity for US 
mixed PNCC if found in upper concentration region of percolation transition (6 p.h.r. on red 
curve in Fig. 5). 

This phenomenon can be explained as follows: It is believed, that during mechanical 
deformation, the inter-particle slippage occurs due to excessive share forces and conductive 
channels are partly destroyed, resulting in positive piezoresistivity. The conducting channels 
in roll mixed PNCC are mainly formed by larger HSCB agglomerates. For this reason better 
piezoresistivity is observed at lower concentrations of percolation transition, where shunting 
is limited due to small filler concentration. At higher filler concentrations the shunting of 
conductive channels comes into play reducing the overall piezoresistivity. On contrary the 
conducting channels in US mixed PNCC consist of well distributed smaller HSCB primary 
particles, which exhibit better mobility when compared to aggregates, thus more complete 
conductive grid breakdown is achieved even at larger fractions of filler. 

4. CONCLUSIONS 

The character of percolation for PNCC is clearly dependant on the mixing method used 
to disperse HSCB. The US mixed PNCC provided up to 2.5 times lower percolation 
threshold, in the same time reducing the overall sharpness of percolation transition. The 
correlation was found between the critical index of percolation, the sharpness of percolation 
transition and the maximum piezoresisitivity of PNCC. The use of ultrasound for dispersing 
HSCB in suspension instead of direct roll or mechanical mixing in solution reduces the 
structure of conductive filler, evidenced by increasing relevance of tunneling currents and 
noticeably shifting the percolation threshold to lower concentration region. The change of 
electrical resistivity for roll mixed PNCC can reach up to 30% under applied external one-
dimensional pressure of 1 Bar. The maximal piezoresistivity also shifts from lower 
concentration end of percolation transition for roll mixed PNCC up to higher concentration 
end of percolation transition for US mixed PNCC. The most believable cause of this is the 
increased mobility of smaller and better distributed HSCB particles. 
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ABSTRACT 
 

To understand codeposition of all components of Cu2ZnSnSe4 (Cu2ZnSnS4) electrochemical 
behaviour of pyrophosphate formulations was investigated. A preliminary analysis using cyclic 
voltammetry performed for each individual component showed that proposed ligand (P2O7

4-) is 
suitable for one step codeposition of elements. Presence of the metalloids either Se or S ions (SeO3

2- 
or SO3

2-) causes an obvious depolarization in depositing of the metal constituents and of the 
chalcogens itself. This phenomenon indicates that there is a potential interval for induced codeposition 
in the system Cu-Zn-Sn-Se-S. At higher catodhic potentials where components are deposited in 
limiting diffusion currents almost stoihiometric Cu2ZnSnS4 was deposited.  
During the electrodeposition of alloy Cu-Sn layers to avoid oxidation Sn2+ ions on the counter 
electrode the bath volume was separated as anode and cathode part by an ion selective membrane. 
The electrodeposited in Potentiostatic conditions thin stacked layers were selenized in an isothermal 
quartz tubular reactor. Ratio of metal components in selenized films was adjusted through appropriate 
choice of composition and thickness of the constituent layers. The influence of annealing conditions 
on crystalline structure, phase composition, surface morphology and photoluminescence of obtained 
Cu2ZnSnSe4 thin films is discussed and peculiarities of formation Cu2ZnSnSe4 thin films determined. 

 
1. INTRODUCTION  
 

Future development of thin film photovoltaics depends on deployment of low cost and 
easy up scalable deposition methods for abundant and non-toxic compounds [1]. Ternary 
chalcopyrites CuInS2 (CIS) and Cu(In,Ga)Se2 were promise  solution but increasing price of 
rare metals In and Ga changed unfavorably the cost-efficiency ratio. Replacement of III group 
metals with cheap and widespread Zinc and Tin serve another opportunity for diversification 
and industrialization of compound thin film photovoltaics [2]. Cu2ZnSnSe4 (CZTSe) is a 
structure analog of CIS where III group (Indium or Gallium) atoms are exchanged with Zinc 
and Tin. CZTSe is a perspective material with direct band gap near 1.44 eV close to the 
optimum for the solar irradiation spectra and high absorption coefficient ranging 104 cm-1 [3].  

There are numerous investigations on the sulphur compound Cu2ZnSnS4, exploring 
either atom beam sputtering [4] and thermal evaporations [5] and electron beam evaporated 
precursors processed in H2S atmosphere [6]. Later were developed electrodeposition routes 
[7, 8] for formation of substrate metallic precursors subjected subsequently on sulfurization. 
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Abou-Ras et al. [7] exploited a particularly elaborated electrolyte for formation of metallic 
alloy Cu-Zn-Sn precursor layers [9] for building of solar cells.    

On the aspect of the selenium compound are developed CZTSe thin layer absorbers by 
pulsed laser ablation [10], one step RF magnetron sputtering [11] or with sequential 
selenization [12] as well as synthesis from melts [13]. The recent developed low sulphur 
containing thin film Cu2ZnSn(S,Se)4 solar cell has given Voc = 516 mV, Jsc = 28.6 mA/cm2 
and FF 65 % with overall World record efficiency 9.66% [14]. 

This work presents results of investigations on formation of Cu2ZnSnSe4 absorber 
layers by sequential electrodeposition of alloy Cu-Zn and Cu-Sn stacked precursors followed 
by reactive annealing in atmosphere of selenium vapors.  
 
2. EXPERIMENTAL DETAILS 
 

Electrodeposition of precursor layers was performed on potentiostatic condition with 
Wenking Bank PGstat 3440 in three-electrode configuration at room temperature (20°C). 
Reference was a saturated silver chloride electrode (Ag/AgCl: 3M KCl) and counter electrode 
was platinum gauze with much higher active surface than cathode. The working electrodes 
were molybdenum covered (near 1 μm thick) soda-lime glass substrates sized approximately 
1 x 2.5 cm2 or molybdenum foils by the same dimensions. Solutions for deposition Cu-Zn and 
Cu-Sn layers contained 0.6M potassium pyrophosphate and salts of Cu2+, Zn2+ and Sn2+ 

following formulations in [15]. Due to oxidizing ability of Sn2+ on anode or by the oxygen 
from air the electrolytic cell for deposition of bronze layers was divided and anode 
compartment was isolated trough an ion (Na+) selective membrane. Anolyte was 0.2M 
Na2CO3 and to keep constant cation equilibrium concentrations for membrane the catolyte 
contained 0.2M Na4P2O7 and 0.4M K4P2O7 as well as 0.1M Hydroquinone playing role as 
antioxidant.  

Substrate layers Cu-Zn/Cu-Sn were selenized at isothermal conditions in evacuated 5 
cm long quartz ampoules at 530°C – 560°C during 15 minutes at 1.5 m long thermal tubular 
reactor. In order to simulate fast thermal annealing samples with ampoules were situated in 
preliminary preheated quartz holder pipe – ticker 2 mm, longer 60 cm and with inner diameter 
2.5 cm. After that the pipe with ampoule inside was comparatively slowly moved out for 
cooling down to near 50°C until another 20 minutes. Estimated annealing temperature profile 
is shown schematically on Fig. 1. Annealing experiments as reactive selenization for 1 hour at 
560°C were performed for preliminary preheated in vacuum 150 Torr during 1 hour at 400°C 
metal alloy sub layers.  

Scanning electron microscopy investigations and EDX composition measurements were 
performed on Hitachi TT1000 unit supplied with X-ray source and detector equipment with 
accelerating voltage 15.0 kV and acquisition time 90 sec. High resolution micrograms and 
fine impurities composition measurements were done on Zeiss ULTRA 55 at accelerating 
voltage 1.74 kV. The room temperature (RT) micro – Raman spectra were recorded by Horiba 
LabRam 800 high-resolution spectrometer equipped with a multichannel detection system on 
backscattering configuration. Spectrometer operates by Green 532 nm wavelength laser 
focused within a 1 μm spot diameter providing the incident light with spectral resolution 
0.5cm-1.  

X – ray diffraction analysis (XRD) were performed on Rigaku Ultima IV with Cu – Kα 
radiation (λ=1.5418Å) and 4 kV accelerating voltage The diffracted beam was scanned in 
steps by 0.01° for 2 sec in angular range from 10 to 80 degrees in 2Θ. A comparison with 
JCDPS file cards [16] was made to assign the observed peaks. Phases manifested at least with 
three reflexes are taken into considerations. Optical investigations for determining the type 
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and width of the band gap were carried out on UV-VIS-NIR spectrophotometer JASCO V-
670 in the range 200 to 2500 nm. 
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Fig.1. Scheme of time-temperature profile for fast annealing experiments
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Fig. 1. Thermal profile for selenization of thin alloy Brass – Bronze layers 
 

3. RESULTS AND DISCUSSION 

The electrochemical behavior of the elements was elaborated by potentio-dynamic 
investigations on Glassy Carbon Electrode (GCE) and by Classical Differential Polarography 
on Dropping Mercury Electrode (DME). All potentials here are set versus Saturated Ag/AgCl 
Reference Electrode if is not mentioned other and data are presented in Tabl. 1. 
 

Table 1.1 Differential Polarography and Dynamic Voltammetry data for aqueous  
solution of Cu2+, Zn2+,Sn2+, S2O3

2- and SeO3
2- in 0.6M K4P2O7 

Cation PickPot/lMDE/polgr vsAg/AgCl PickPotDinVA/GCE vsAg/AgCl 
Cu2+ Ep

’  Ep
’ -538mV 

 Ep
” -1318mV Ep

” -850mV 
Sn2+ Ep

’ -963mV Ep
’  

 Ep
” -1260mV Ep

” -1230mV 
Zn2+ Ep

’ na Ep
’ -1650mV 

 Ep
”  Ep

”  
S2O3

2- Ep
’ +48mV Ep

’  
 Ep

” -250mV Ep
” -1050mV 

SeO3
2- Ep

’ -926mV   
 Ep

” -982mV   
 Ep

”’ -1744mV   
 
Surprisingly tin appears at more positive potentials than copper in MDE. Tin reduces on 

two waves – at – 963 mV and at – 1260 mV. The first can be ascribed on step reduction of 
Sn4+ to Sn2+ or adsorption phenomena. Last is for full reduction of tin and was confirmed by 
dynamic curve also with individual response at –1230 mV  

Copper appears at –1318 mV. One can expect appearance of copper reduction wave 
before reduction wave for Tin. But if are taken into consideration the activity of ligand ions 



             CYSENI 2010, May 27–28, Kaunas, Lithuania 
             ISSN 1822-7554, www.cyseni.com 
 

VII-408 
 

(P2O7
4+) which fix Cu2+ much more stronger than Sn2+ the picture seems quite reasonable. 

Dynamic voltammetry presents two waves: first at –538 mV is attributable of the Redox 
couple Cu+/Cu2+ and second – for reduction of Cu2+ to elemental Cu0.   

Unfortunately, it was not possible to registrate reduction of Zn2+ ions to elemental Zn on 
DME. As it is well known the deposition potential for Zn2+ to Zn is quite negative and the 
reaction is accompanied usually with intensive Hydrogen evolution. In the same condition 
Dynamic voltammetry has shown a wave with peak at –1650mV.  

The as presented investigations are base for development of complex electrolyte for as 
depositing of multi component alloy and compound material layers. 
 

Tabl. 2. Thin compound layer compositions, deposited at –1500 mV from respective 
electrolyte compositions – El-15, El-16 and El-17(see Fig. 2) 

 
 
 
 
 
 
 

In co-deposition of metals with Tiosulphate have been obtained layers with different 
sulphur concentration achieving almost near stoichiometric composition (See Tabl. 2.).  

Selenium appeared in co-deposits near and below -1.3 V (vs. Ag/AgCl) but on higher 
cathodic potentials miss probably due to formation of H2Se. At near -1.5V(vs. Ag/AgCl) from 
electrolyte with appropriate metals ion (Cu2+, Sn2+ and Zn2+) ratio in 0.6M K4P2O7 (El 16) 
were deposited metal alloy Cu-Zn-Sn layers close behind to stoichiometric composition for 
formation of Cu2ZnSnSe4 after selenization (Fig. 3). 
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Fig. 2. Electrolyte composition with appropriate ions (Cu2+, Zn2+,Sn2+) ratio – Sol 16 and 
alloy thin film Cu-Zn-Sn compositions, deposited at –1500 mV 

Unfortunately, the electrolyte suffers of lack of stability due to oxidizing ability of Sn2+ 
on air oxygen or on the Counter Electrode in the cell. On other side presence of Tiosulphate 
or/and Selenite ions in electrolyte causes precipitations. These circumstances imposed to 
simplify deposition process on two independent depositions of both Brass (Cu-Zn) and 
Bronze (Cu-Sn) sub layers.  Fig. 3 a and b represent micrograms of surface morphology and 

-1.5V (vs.Ag/AgCl) a.%Cu a.% Zn a.% Sn a.% S 

El 15 21.99 18.65 5.09 54.25 

El 16 19.87 11.75 13.22 55.14 
 20.66 13.74 11.55 54.04 
El 17 18.08 10.06 14.81 57.03 
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cross section of a (Cu-Sn) onto (Cu-Zn) sub layers deposited on Mo covered soda lime glass 
substrate. The deposit is amorphous and estimated overall thickness is near 350 nm. 
 

a)     b)  
 

Fig. 3. Surface morphology and cross-section microgrammes of Brass (Cu-Zn) under  
Bronze (Cu-Sn) substrate layers, deposited on Mo covered soda lime glass electrodes. 

 
Electrodeposition for 40 minutes of Brass layer followed by 3 minutes electrodeposition 

of Bronze layer ensures formation of 1.5–2 μm thick CZTSe layer after selenization.   
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Fig. 4. X-Ray diffraction patterns of thin layers Cu2ZnSeSe4 annealed in different regimes: 
Sample 36-5/8 – selenization 15 minutes at 530°C and 20 minutes slow cooling down;  

36-8/4 – 1 hour annealing in vacuum and1 hour selenization at 560°C 
 

Fig. 4 presents XRD patterns of samples 36-8/4 and 36-5/8. First one had passed 
preliminary homogenization annealing in vacuum for 1 hour at 400°C followed by reactive 
isothermal anneal in Selenium vapors for 1 hour at 560°C.  The second sample had been 
treated for short time (15 minutes) at 530oC and then cooled slowly down following 
procedure described by Fig.1. In both cases main reflexes of CZTSe at 45.1°, 27.16° and 
53.52° in scale 2Θ as well as minorities at 17.44°, 36.25°, 65.98° and 72.65° are seen. Signals 
are strong and sharp indicating well-crystallized Stannite – (JCDPS 01-070-8930). Well-
defined reflexes from Molybdenum substrate layer at 40.18° and 73.4o in 2Θ are additionally 
detected. The pair of reflexes at 31.66° and 56,9° together with the small peak at 11.54° are 
assumed to  Drysdallite MoSe2 (JCDPS 02-909-14) - a product of selenization of the 
substrate. Detailed structural analysis has revealed in both cases non-monophase thin film 
materials. There are minor but well distinguished reflexes at 26.58°, 28°, 31.2° and 50.02° 
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related obviously to CuSe (Klockmanite – 01-070-8576). It is possible that thin films consist 
additionally small concentrations of cubic ZnSe (Stilleite – JCDPS 01-080-0021) which 
pattern coincides with the Stannite at 27.16°, 45.1° and 53.52° in 2Θ scale. In addition 
scrupulous analysis supposes existence of another phase – Cu1.8Se (Bercelianite – JCDPS 01-
071-0044) with possible reflexes at 27.16°, 45.1° and 56.03°.  
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Fig. 5. Room temperature Raman spectra of Cu2ZnSnSe4 thin layers 
 

Fig. 5 presents RT Raman spectra of samples 36-8/2 and 36-5/7 deposited and annealed 
on the same conditions as sample 36-5/8 from Fig.4. Patterns present defined spectra for well-
formed Stannite by almost all important vibrations at 79 cm-1, 173 cm-1, 196 cm-1, 231 cm-1 
and 390 cm-1 respectively. There were two peaks that could be attributed to CuSe – at 94 cm-1 
and near 263 cm-1. Registered signal at 247 cm-1 may due to the presence of cubic ZnSe in 
films. The weak vibration at 443 cm-1 could be attributed to bond Si-O-Si from substrate [17]. 
 

 
 

Fig. 6. SEM cross section microgram of CZTSe thin film, annealed in vacuum for 1 hour 
followed a selenization at 560°C for 1 hour. Insertion presents the surface morphology  

image of the same film 
Fig. 6. presents a SEM cross section and surface morphology micrograms of sample 36-

8/4 preliminary annealed in vacuum for 1 hour at 400°C and selenized at 560°C for 1 hour. As 
we could take insights from XRD and Raman spectra the formed thin films consist of large 
grains of CZTSe sized more than 1μm. More detailed observations reveal fine grains situated 
mainly on big grain boundaries of the bottom layer and flat hexagonal well-formed crystals 
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situated mainly on the surface of the layer. High definition EDX allows determining the 
compositional peculiarities of described objects. Big grains composition (measured at point +) 
indicates slightly Tin rich CZTSe (23.8 at.% Cu- 11.3 at.% Zn – 13.7 at.% Sn – 51.2 at.% Se) 
thin film material. Fine crystallites on the interface Mo - CZTSe pointed as o present 
composition 52.7 at.% Zn – 47.3 at.% Se that corresponds to the Stilleite phase (see Fig. 4). 
Flake microcrystal grains on the surface – pointed x were defined to correspond to the 
Klockmanite (Fig. 4) giving 47.5 at.% Cu – 52.5 at.% Se.  
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Fig. 7. Plot for determining of band gap of Cu2ZnSnSe4 films selenized at different 
conditions: 36-8/4 -1 hour at 400°C in vacuum +1 hour at 560°C and 36-8/2&36-5/7 for  

10 minutes at 530°C. The analysis is based on the assumption that CZTSe is a  
direct band gap material 

 
At Fig. 7 are presented curves of dependence of  (αhν)2 on optic light energy hν for 

CZTSe layers deposited in similar conditions but annealed both by fast (10 minutes 
selenization at 530°C -36-8/2&36-5/7) or through preliminary metal alloys homogenization at 
400°C for 1 hour and 1 hour selenization at 560°C – sample 36-8/4. The band gap of the 
CZTSe thin films was estimated to be 1.31 eV ± 0.01 eV. This value is lower than those 
reported earlier 1.44 eV and 1.56 eV [3, 5] but it seems to be closer to them than proposed 
recently for monograin materials near 1 eV [18].   

Comparing the samples shift intensities on Fig. 5 it is possible to conclude that a longer 
annealing time acts favourably to formation of well-crystallized Stannite Cu2ZnSnSe4. 

4. CONCLUSIONS 

The electrochemical behavior of elements Copper, Zinc, Tin, Selenium and Sulphur 
were investigated in order to formulate an electrolyte composition for their co-deposition. An 
almost stoichiometric compound Cu2ZnSnS4 thin layer was deposited but electrolyte was not 
stable due to the oxidizing ability of Sn2+ ions by air Oxygen or on the counter electrode in 
the cell.  

Electrodeposition of alloys Brass and Bronze substrate layers followed by selenization 
give a successful route for formation of well-crystallized Stannite thin film structures. Shorter 
annealing time may lead to favorable formation of Stannite thin films but the system is still 
multi phase.  All thin layers showed similar optic properties and band gap near 1.31 eV.    
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ABSTRACT 
 

Aerosol particles play important role in the global climate change. The indirect effect of aerosols is 
their impact on the size and number of cloud droplets. A second indirect effect of aerosols on clouds, 
namely their effect on cloud lifetime also lead to a negative temperature forcing. Establishing aerosol 
particle sources is an important task. One of the methods which allows “fingerprinting” carbon origin 
in aerosol particles is measurement of the carbon isotope ratio. Discrimination among isotopes occurs 
in internal combustion engines due incomplete combustion. Fuel and combustion products (CO2, 
aerosol particles) have a different isotopic signature. For determination anthropogenic carbon part in 
aerosol particles it is necessary to know what changes in the isotope ratio occur during combustion. In 
our study we used petrol, diesel and gas driven vehicles to generate aerosol particles. The aerosol 
particle carbon isotopic signature differs depending on the fuel used and presence of a catalytic 
converter in a car. We have shown that in internal combustion engines generated aerosol particles the 
carbon isotope ratio is overlapping with particles of natural origin and solely cannot be used for 
estimating carbon amount from fossil fuel combustion. Combination of stable and radioactive carbon 
isotope ratio measurements would be a promising tool for aerosols sources characterization.  

Keywords: δ13C, Biofuel, Ethanol, Blend 

1. INTRODUCTION 

The relative contributions of different emission sources of carbonaceous aerosols to the 
urban atmosphere, their formation mechanisms, transformations and transport are not well 
understood. Stable carbon isotope composition analysis has been extensively used for 
establishment of the initial pollution source and permitting a semi-quantification of their 
respective contributions. 

During real incomplete combustion, not only carbon dioxide and water steam but also 
carbon monoxide (CO), unburned hydrocarbons (HC), nitrogen oxide (NOx) and particulates 
(PM) appear. 

Highly efficient combustion can produce CO2 that makes up over 90% of the total 
carbon transformation, but less efficient combustion reduces the CO2 production to as low as 
50% with the other products such as CO, methane and other volatile hydrocarbons. 
Incomplete combustion also produces particulate matter by condensation of volatile organic 
compounds onto existing aerosols as well by emission of combustible debris [1, 2]. 

Carbon naturally possesses two stable isotopes: 12C makes up 98.89% of all carbon and 
13C–1.11% of all carbon. The variations of heavier isotope are of the order of 0.001÷0.05 %, 
so the δ notation in units of per mil (‰) is used to report changes in isotopic abundance. The 
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partitioning of isotopes between two substances with different isotope ratios is called the 
isotope fractionation (noted Δ13C = δ13Cproducts–δ13Creactant). There are two main reasons for the 
isotope fractionation appearance: (i) isotope exchange reactions; (ii) kinetic processes, mainly 
depending on differences in reaction rates of isotopic molecules.  

As combustion reactions are generally not total, it can be expected that they are 
associated with carbon-isotope fractionation (Δ13C), i.e. the reaction will favor one of the 
stable carbon isotopes (13C or 12C) in the end-products. 

As very little researches related with stable isotope fractionation during combustion 
processes has been done, the one of the aims of this work was to determine the relation 
between aerosol particles and used fuel. 

Another aim of this work was to investigate combustion products of diesel engine using 
as fuel ethanol - diesel blend changing engine working parameters. 

The global fuel crisis in 1970 s stimulated the development of alternative fuel sources. 
The ethanol-diesel blends were the subject of intense investigations in 1980s. It was shown 
that this blend was technically accepted for existing gasoline engines. The high ethanol 
production cost at that time meant that this blend could be acceptable in the fuel shortage 
case. In recent 10 years the dwindling fossil fuel sources force the expanding use of biofuel. 
Ethanol is an attractive alternative fuel because it is a renewable bio-based resource and 
reduction of particulate emission as having oxygen in its structure [3]. 

The aim of this work was to investigate the aerosol particles, generated in internal 
combustion engines, using stable isotope ratio mass spectrometry. 

2. METHODOLOGY 
For establishment of the relation between vehicle emitted aerosol particles and used fuel 

four cars described in Table 1 were selected. 

Table 1. List of studied automobiles 

Type Manufacture Year Working 
volume, l Cleaning system 

Gasoline Volvo 1994 2 - 

Diesel Hyunday 2000 2.5 Exhaust gas 
recirculation system 

Gasoline Honda Civic 2000 1.6 Three-way functional 
catalytic converter 

Liquefied 
petroleum gas Volkswagen 1993 1.8 - 

 
For investigation of combustion products of diesel engine using as fuel ethanol -diesel 

blend with various engine working parameters the engine control system КИ-5543 with 4-
cylinder diesel engine was used (Fig. 1., Table 2). 

As was mentioned above all carbon isotope data are reported in the delta notation (δ13C) 
relative to the Pee Dee Belemnite (PDB) standard as follows: 
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Analytical precision and calibration of reference gas CO2 to PDB were estimated by 
repeated analysis of certified reference material BCR 657, which gave an average δ13C of – 
10.76‰ and SD equal to 0.08‰ (certified value – 10.76±0.04‰).  

Table 2. Engine specifications (Model IZ) 
Type 
Working volume Vh, cm3 
Compression ratio ε 
Maximum power Pe, kW 
Maximum torque Ms, Nm 
Idling torque, Nm 

In-line4-cylinder 
1896 
19,5 
66 (4000 min-1) 
180 (2000…2500 min-1) 
780…860 

 
Aerosol particles emitted from exhaust pipes were collected on the 47 mm diameter 

quartz-fiber filters. The quartz-fiber filters were baked before sampling at 600 ºC for 5 hours 
to remove organic impurities. After sampling they were stored in a refrigerator. The filters 
were analyzed with the elemental analyzer (FlashEA 1112) connected to the stable isotope 
ratio mass spectrometer (ThermoFinnigan DeltaPlus Advantage) [4, 5].  

 

 
Fig. 1. Schematic diagram of experiment system 

The filters were cut into 11 mm diameter pieces, placed into the tin capsule and 
combusted in the oxidation furnace at the 1020 ºC temperature and with the oxygen excess. 
Carbon of the sample oxidized into CO2. Later this gas passed into the reduction furnace 
(650 ºC). The water from the sample in the He flow was removed using the magnesium 
perchlorate trap. Then the gas mixture was separated in the column PoraPlot Q (50º C). 
Separated gas passed to the mass spectrometer ionization cell through the gas distribution 
device ConFlow III. 

3. RESULTS AND DISCUSSIONS 

3.1. Carbon isotope fractionation induced by combustion processes in internal 
combustion engines 

The measured δ13C values of fuels and their combustion are presented in Table 3. 

Exhaust pipe 
 

Engine control system 
КИ-5543 

Spring dynamometer 
 

4-cylinder diesel engine 
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Table 3. δ13C of fuel and vehicle exhaust aerosol particles. 

 

Gasoline 
without 
cleaning 
system 

Diesel 

Gasoline with 
Three-way 
functional 
catalytic 
converter 

Liquefied 
petroleum gas 

Fuel -30.5 ± 0.2 ‰ -31.1 ± 0.4 ‰ -29.6 ± 0.3 ‰  
Aerosol 
particles -27.8 ± 0.2 ‰ -28.2 ± 0.5 ‰ -23.6 ± 0.8 ‰ -29.3 ± 0.8 ‰ 

 
Carbon isotope discrimination (Δ13C=δ13Cproduct-δ13Cfuel) is positive in particle 

formation. It was determined that Δ13C =2.7 ± 0.2 ‰ for aerosol particles emitted by the 
gasoline automobile without a catalytic converter and Δ13C =2.9 ± 0.5 ‰ for aerosol particles 
emitted by the diesel automobile. These results are very similar to presented by Widory 
(Δ13C =3.3 ± 1.1 ‰ for aerosol particles emitted by diesel and gasoline automobiles) [2] and 
comparable to the results (Δ13C ≈2.5 ‰ for aerosol particles emitted by diesel automobiles 
and Δ13C ≈ 4 ‰ for aerosol particles emitted by Magna gasoline using automobiles) presented 
by López-Veneroni [6]. The biggest fractionation between fuel and the aerosol particles 
occurred in the engine with a catalytic converter (Δ13C =6 ± 0.8 ‰). It can be explained in the 
way that a catalytic converter oxidizes unburned hydrocarbons [7] to CO2. The rest of the 
material with the higher oxidizing potential (and higher 13C content) survive and later are 
present in the aerosol particles. Thus using stable isotope mass spectrometry we demonstrate 
that a catalytic converter play important role in the reducing of unburned hydrocarbons 
amount in the exhaust gas. 

3.2. Effect of ethanol content in the fuel on aerosol particle formation 

For investigation of combustion products of the diesel engine with different engine 
working parameters used blends are described in Table 4. 

Table 4. Fuel blends and their δ13C 
Fuel δ13C, ‰ 

Diesel  -30.7 ± 0.1

Ethanol -25.2 ± 0.9

90% diesel and 10% ethanol -30.3 ± 0.5

60% diesel and 40% ethanol -29.1 ± 0.5

 
Carbon isotopic values of diesel and 10% ethanol-diesel blend are similar, but isotopic 

values of aerosol particles, generated during combustion differ significantly when load is 
49 Nm (Fig. 2). When the load is 98 Nm, the carbon isotopic values of the aerosol particles 
not varies despite the higher ethanol concentration in the fuel and has value about -28 ‰. The 
main reason for changing δ13C of emitted aerosol particles is combustion efficiency. These 
measurements show that ethanol does not participate in the aerosol particles formation during 
normal load of the engine.  
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Fig. 2. Effect of ethanol content in fuel and engine load on  δ13C of engine emitted aerosol particles 

Use of the ethanol-diesel fuel blend produces less aerosol particles comparing with pure 
diesel. This feature can be used when the anthropogenic particles emission must be reduced. 

4. CONCLUSIONS 
It has been determined that the carbon isotope discrimination is positive in particle 

formation. Isotope fractionation between fuel and aerosol particles differs depending on a fuel 
used and engine type. For gasoline engine Δ13C =2.7 ± 0.2 ‰ (without catalytic converter) 
and Δ13C =6 ± 0.8 ‰ (with catalytic converter). For diesel engine Δ13C =2.9 ± 0.5 ‰. 

During investigation of combustion products of diesel engine at different engine’s 
working parameters and using ethanol diesel blends it has been determined that ethanol does 
not participated in aerosol particle formation during normal operation conditions.  

The stable isotope ratio mass spectrometry can be used as a tool for quality evaluation 
of combustion processes. 
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ABSTRACT 

The parameters of interaction of plasma erosion flows in a confined area are presented. The collision 
of plasma flows in the confined area is characterized by large energy volume density and time of 
existence of the cumulative zone in comparison with the collision in the unconfined area. 

Keywords: erosion, plasma, accelerator, confined area, spectrum, electron temperature, electron 
concentration 

1. INTRODUCTION 

Study of physical processes of interaction of plasma erosion flows is of undoubted 
fundamental and practical interest to solve actual scientific and applied problems of quantum 
electronics, photochemistry, radiation plasma dynamics, etc. 

Works [1–3] describe in detail a cumulative discharge where a plasma flow is 
decelerated and its kinetic energy is thermalized as a result of interaction with a similar 
counter-flow. The described below interaction process is based on high-current discharges of 
magnetoplasma compressor of erosion type in vacuum and, as a rule, in the conditions when a 
cumulative zone is confined in the radial direction by transparent cylindrical walls [1]. It is 
shown that the region of plasma flow interaction (cumulative zone) is a dense structure 
confined on two sides by strong shock waves, the velocity of which is by the order of 
magnitude less than that of incoming flows. This gives evidence both of the efficiency of 
dissipation processes, i.e., practically complete thermalization of kinetic energy of colliding 
flows, and of the plasma heating in the interaction zone. 

Collision of compression plasma counter-flows gives an impetus to form rather stable 
quasi-steady spherical plasma structures that exist for more than 50 µs [4]. 

The purpose of work is research of quasi-stationary plasma formations with high energy 
content for practical applications in high thermal physics and diagnostic of materials under 
extreme conditions. 

 

2. EXPERIMENTAL SETUP 

Fig. 1 illustrates the schematic of the experimental setup for studying erosion plasma 
flows. An end erosion plasma accelerator is a system of two coaxial copper electrodes 
separated by a caprolone insulator. An outer copper electrode is shaped as a convergent 
nozzle having an outlet cross section 20 mm in dia. The diameter of a caprolone insert is 
30 mm. The accelerator was mounted in a vacuum chamber by means of copper coaxial 
current supply. Visualization, photography and spectral investigation were made through 
special vacuum chamber optical windows. 

 



             CYSENI 2010, May 27–28, Kaunas, Lithuania 
             ISSN 1822-7554, www.cyseni.com 
 

VIII-419 
 

 
Fig. 1. Schematic of the experimental setup for studying erosion plasma flow collision 

 
Each accelerator was put into operation by discharging a condenser battery with a total 

capacitance of 600 µF. Condensed batteries were charged from a high-voltage source over the 
range from 0 to 6 kV. 

Investigations were measured at a residual air pressure in the vacuum chamber not 
exceeding 3·10-3 Torr. The discharge current  amplitude of the erosion accelerator was varied 
from 90 to 140 кА when the initial voltage of the energy accumulator was increased from 3 to 
4 кV. Discharge current was measured by Rogowki’s loop, and condenser battery voltage – 
by a high-Ohmic resistance divider. 

3. INTERACTION OF EROSION PLASMA FLOWS 

Fig. 2 presents the photo of simultaneous operation of the both accelerators and the time 
dependence of total plasma luminosity in the region of erosion plasma flow collision. 

 

 
Fig. 2. Photo of simultaneous operation of accelerators and the time dependence of total 

luminosity of a plasma jet 

Two erosion plasma counter-flows interacted in the unconfined area and also in the area 
confined by a quartz tube placed between the accelerators. The outer tube diameter was 
approximately equal to the diameter of the outlet cross section of the accelerators (20 mm). 
Collision dynamics is shown in Fig. 3. 
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Fig. 3. Collision dynamics of erosion plasma counter-flows in the unconfined area (top) and 

in the area confined by a quartz tube (bottom) 

Our experiments show that the collision of plasma flows in the confined area is 
characterized by large energy volume density and time of existence of the cumulative zone 
(about 120 µs) in comparison with the collision in the unconfined area. 

The recorded spectral 300÷1200 nm emission regions show mainly continuum radiation, 
atomic hydrogen lines and the most intensive (resonance) lines of atoms of elements that are 
constituents of dielectric material. Caprolone (poly-ε-caproamide) served as dielectric material 
and its chemical formula is of the form [-NH(CH2)CO-]n. Accordingly, the erosion plasma 
spectra show resonance lines of hydrogen, nitrogen, oxygen and carbon (Fig. 4). 
 

 
Fig. 4. Spectrum of erosion plasma emission 

An electron temperature Тe in the plasma flow collision region was determined by the 
ratio of the intensity of the Balmer line of hydrogen Нγ in the spectral region in the vicinity of 
this line, assuming that local thermodynamic equilibrium exists. When the maximum value of 
discharge current was equal to 140 кА, the electron temperature in the plasma at a distance of 
1 cm from the cathode cross section was ~ 3.8⋅104 К.  

The electron concentration Ne was determined from Stark’s broadening of the Balmer 
line of Hβ. When the maximum discharge current was equal to 140 кА the electron 
concentration was 2⋅1016 cm-3 [5]. 
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4. CONCLUSION 

Basic parameters of plasma (electron temperature and concentration) in the region of 
erosion flow collision are determined in experiments: plasma temperature is 3.8⋅104 К and 
plasma electron concentration is 2⋅1016 cm-3. The limitation on the region of plasma flow 
interaction allows increasing energy volume density and time of existence of a cumulative 
zone. 
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ABSTRACT 
 

Supercapacitors due to their large specific capacitance, high power density, and high efficiency of 
charging are widely used in the electronic devices, uninterrupted power sources, hybrid car, and 
power distribution systems. Carbon electrodes were deposited using atmospheric pressure plasma 
torch in the mixture of argon and acetylene gases on stainless steel substrates. The ratio of Ar/C2H2 

was verified in the range 15–55. The arc voltage was 36 V, arc current - 25 A, deposition time – 150 s, 
and the distance between plasma torch outlet and sample – 5 mm. After carbon deposition the coatings 
were immersed in low pressure oxygen plasma for 1 min. Surface structure and topography were 
characterized by scanning electron microscopy (SEM), JEOL JSM–5600. Bulk microstructure of 
carbon coatings were analyzed using the X-ray diffraction. The capacitance values and breakdown 
(stability) voltage of fabricated supercapacitors were measured. It is shown that with the increase of 
the ratio Ar/C2H2 from 15 to 55 the capacitance of supercapacitor increases from 1.6 mF up to 3.6 mF. 
Meanwhile, the stability voltage of supercapacitor increases from 0.40 V up to 0.50 V with the 
decrease of the Ar/C2H2 ratio from 55 to 15. 
 
Keywords: supercapacitors, electrode, carbon 

INTRODUCTION 

In recent decade, a great attention is focused on the development and research of the 
supercapacitors. The supercacitors due to the specific properties (large capacitance, high 
power density, high efficiency of discharge) are widely used in the electronic devices, 
uninterrupted power supplies, hybrid car and power distribution systems [1–2]. 

Carbon materials (such as carbon black, carbon nanotubes, carbon aerogel, activate 
carbon) are widely use as the electrode materials of supercapacitors (SC). These materials are 
attractive due to high surface area, low electrical receptivity, high porosity, remarkable 
thermal and mechanical properties [3–4]. Plasma technologies are widely used to modify 
properties, such as surface composition, structure and topography of coatings [5]. It is known 
that a non-equilibrium nature of the processes in plasma results in a reduction of carbon 
density by 30–40% and formation of surfaces with an enhanced surface area. Plasma coatings, 
as result of the activated redistribution of atoms on the surface and in the near-surface layer, 
demonstrate highly developed surface topography which includes many clusters and 
nanoformations of complicated geometry formed under plasma interaction with growing film 
[6]. Recently, there is much interest in technologies of carbon materials fabricated using the 
atmospheric plasma torch [7]. The ability to control the material fluxes and processing 
conditions more precisely is a strong motivation for using plasma torch technologies to 
optimize the properties of supercapacitor electrodes. The quantitative assessment of the 
effects of plasma interaction is complicated in reactive plasma environment because of a 
complex mixture of atoms, molecules, activated species, ions and electrons is present in 
combinations of flux and energy which are currently difficult to measure and control. In this 
complex situation, it is possible to establish a correlation between electrical characteristics of 
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supercapacitor and properties of electrode material which are modified changing 
technological parameter, as in the present work, such as gas flow ratio of Ar/C2H2 keeping 
fixed other parameters. This parameter is specific technological and is in complicated relation 
with the fundamental carbon growth processes. 

EXPERIMENT 

The atmospheric plasma torch technology was used for the fabrication of thick carbon 
coatings with high effective surface area on the surface of stainless steel 1X18H9T substrates. 
Carbon layer was deposited using the plasma torch from the mixture of argon and acetylene 
gases at atmospheric pressure. Argon was used as gas carrier and acetylene as precursor. The 
ratio of Ar/C2H2 was verified in the range 15–55. The arc voltage was 36 V, arc current – 
25 A, deposition time – 150 s, and the distance between plasma torch outlet and sample – 
0.01 m. After carbon deposition, coatings were immersed in low pressure oxygen plasma for 
1 min.  

The analysis of surface topography of fabricated electrodes was carried out using a 
scanning electronic microscope (SEM) JEOL JSM–5600. The bulk microstructure of coatings 
was analyzed using X-ray diffraction (XRD) in the Bragg-Brentano configuration with the 2Θ 
angle in the range 10–70º using CuKα radiation in steps of 0.05º. Simple supercapacitors have 
been manufactured including plasma carbon electrodes. These simple devices are sandwiches 
of plasma carbon electrodes with an electrolyte permeating the space between and within 
them. Aqueous solution (dilute KOH electrolyte) was used as an electrolyte. A separator was 
used to keep the electrodes from contacting each other.  The stainless steel was used as the 
current collector. The electrical characteristics (capacitance and breakdown voltage) of 
fabricated supercapacitors were measured using standard electrical circuit. 

RESULTS AND DISCUSSIONS 

The surface topography of fabricated electrodes significantly depends on the acetylene 
gas amount in the argon plasma (Fig. 1). It is seen that the surface structure of carbon coating 
deposited at Ar/C2H2=15, after the oxygen plasma treatment, includes many self-developed 
10–30 μm size formations and contains many loosely adhered particles. The rough cluster 
formations, randomly distributed with deep holes between clusters were obtained (Fig. 1b). 
As the acetylene amount in the argon plasma decreases, the surface includes many 1–10 μm 
size formations (Fig. 1d). It may be noted that the surface roughness increases with the 
decrease of the Ar/C2H2 ratio. The increase of the surface roughness leads to the higher value 
of the surface area. Such phenomenon is explained considering the peculiarities of argon-
acetylene plasma. The microstructure of as-deposited carbon coatings was analyzed by XRD. 
The XRD patterns of the etched carbon coatings showed reflections corresponding to the 
grapheme sheet plane at 2θ=24.5o (Fig. 2). 
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Fig. 1. SEM images of the carbon coatings after treatment in low pressure oxygen plasma:   

a, b – with Ar/C2H2=15 and c, d – with Ar/C2H2 =55 
 
 The large width of this peak and complete absence of other order peaks in the XRD 
spectra suggested a disordered amorphous structure for all considered coatings. It may be 
noted that as the Ar/C2H2 ratio decreased to 15, the graphite-like peak became narrower 
indicating the same ordering process in the coating.   
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Fig. 2. X-ray diffraction patterns of as-deposited carbon coatings for different ratio of 

Ar/C2H2 values: 1 – 15, 2 – 27, 3 – 40, and 4 – 55 
 

The dependences of the supercapacitor electrical parameters on the ratio of Ar/C2H2 
were measured. Fig. 3 and Fig. 4 show dependences of supercapacitor capacitance and 
stability voltage on the ratio of Ar/C2H2, correspondingly.  The obtained results indicated that 
with the increase of the ratio Ar/C2H2 from 15 to 55, the supercapacitor capacitance increases 

(a) (b) 

(c) (d) 
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from 1.6 to 3.6 mF (Fig. 3). Meanwhile, the stability voltage of supercapacitors increases 
from 0.40 V up to 0.50 V with the decrease of the Ar/C2H2 ratio from 55 to 15 (Fig. 4). The 
volume plasma processes cannot be clearly separated from processes on the surface [1–2]. 
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Fig. 3. The dependence of supercapacitor capacitance on the ratio of Ar/C2H2 
 

The increase of the capacitance is related to the surface morphology of the carbon 
coatings. As the Ar/C2H2 ratio increases the surface roughness decreases. So, it should lead to 
lower capacitance values due to the decrease of the surface area. However, in our case the 
double electrical layer is formed on the top of the electrode surface [4]. Hence, the oscillation 
of dipoles and the Brown movement will proceed only in the upper carbon layers. Meanwhile, 
if the surface morphology of the electrode were very rough, the electrical layer would be 
formed in the internal layers of carbon electrodes. As a result of this, the Brown movement 
will be inhibited and the capacitance values will be lower.  
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Fig. 4. The dependence of supercapacitor stability voltage on the ratio of Ar/C2H2 

 
Pandolfo [3] indicated that the increasing proportion of conjugated carbon in the sp2 

state during carbonization progressively increases the conductivity of the starting material as 
electrons associated with π-bonds are delocalized and become available as charge carriers. As 
a result of this the capacitance values increase. Probably when the Ar/C2H2 ratio increases the 
carbon structure consist from the higher fraction of the sp2 carbon sites. So, the capacitance 
increases due to higher conductivity of the electrode. The understanding of carbon growth 
using plasma torch in C2H2 reactive gas is not complete and interpretation of experimental 
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results is complicated. The plasma volume reactions are necessary for the creation of species 
deposited. The efficiency of decomposition of the process gas depends on the ratio of 
Ar/C2H2. The variation of Ar/C2H2 ratio will change the plasma composition and flow density 
of the various hydrocarbon species. 

CONCLUSIONS 

1. Surface morphology analysis indicated that the surface roughness of the carbon coatings 
increases with the decrease of the Ar/C2H2 ratio.  

2. The XRD diffraction measurements indicated highly disordered amorphous 
microstructure for all carbon coatings.  

3. The increase of the Ar/C2H2 ratio from 15 to 55 increases capacitance value from 1.6 up 
to 3.6 mF. 

4. The stability voltage of supercapacitors increases from 0.40 V up to 0.50 V with the 
decrease of the Ar/C2H2 ratio from 55 to 15. 
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ABSTRACT 

The concentration of solid particles of the ash and inert material taken place in a combustion chamber 
of the circulating fluidized bed (CFB) is very high, that gives a rise to some disadvantages. At the 
same time, the required temperature level occurred in a combustion chamber is guaranteed by the 
circulation of solid particles. In this work we give an overview of numerical simulations of gas-solid 
particles flow, which were performed by 2-Dimenisonal Reynolds-Averaged Navier-Stokes (2D 
RANS) approach method and Turbulent Boundary Layer (TBL) model. The compare of the results 
with figures are shown in the work, which qualitatively and quantitatively describe the real-time 
distribution of flow parameters in real flow domain, i.e. model covers reasonable physical phenomena 
occured in fluidized bed conditions. The results of this work would be helpful for improving of the 
processes occurred in the combustion chamber of CFB. 

Keywords: circulating fluidized bed, oil-shale, two-phase flow, two-fluid model 

1. INTRODUCTION 

Over 90% of electricity produced in Estonia is made by power plants firing local oil-
shale and 25% of the boilers are of the CFB variety. Fluidized bed is the fine solid particles 
hovering system in gas flows, which inside motion gives it fluid properties, so arises pseudo-
fluid and that is how fluidized bed is called. Solid particles layer becomes a fluidized bed 
layer in a gravitation field if the blown particles gas flow dynamic pressure force equilibrates 
the gravity force of the particles. In accordance with a widespread introduction of the CFB 
furnaces in power plants the concentration of the ash solid particles in the furnace gases 
substantially increases. The ash particles of the pulverised firing boilers can be observed in 
the furnace gases as an inconvenient admixture. These particles pose specific problems such 
as the behaviour of inorganic matter in combustion process, fouling, high temperature 
corrosion and wear of the steam boilers heating surfaces. In the CFB furnaces the ash solid 
particles are used mainly as the solid heat carrier – separated in hot cyclone and cooled in heat 
exchange the ash particles come back into the furnace. By the circulating ash mass the 
temperature level in furnace is held in the given range. While the heat capacity of ash is quite 
low, then the circulating ash mass must be high. The high ash concentration in furnace gases 
is attained a) by the high velocity of gas in the bed and that of most fuel particles carried out 
of bed are burned and their ash fills the whole volume of furnace and b) by the ash 
circulation. The CFB combustion technology enables to bind the sulphur components with the 
carbonate components added to the fuel or existing within the mineral part of the fuel [1]. 

A disadvantage of CFB is that some fuel ash particles become too fine during the 
circulation and therefore the size of the ash particles contained in the fuel gas exiting the hot 
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cyclone is too small. As a result of disintegration, the mass of the fine ash particles, which are 
not separated from the flue gases or occurred in the connective flue ducts and in the 
multicyclone, increases. The high concentration of particles in the fire gases of the CFB 
furnace chamber contributes to the formation of the particle clusters with the solid phase 
concentration within 0.1–0.2 m3/m3. At the exit of the CFB boiler furnace the density of solid 
phase is within 5–20 kg/m3 [2]. 

The numerical simulations are mainly performed within the Lagrangian approach by the 
tracking of single particles or their packages in order to capture the particle-fluid interactions. 
For example, the two-dimensional gas-solid particles flow taken place in the CFB riser with a 
total volume concentration of solids 3% has been studied in [3] by the Lagrangian approach 
using the particles tracking method.  

In the present study the two-fluid model, i.e. the Eulerian approach, is applied for the 
motion of the dispersed phase. The advantage of the Eulerian method is to obtain the 
distributions of all flow dynamic parameters, including the particle mass concentration. This 
method does not depend on the number of the tracked particles which model the motion of the 
disperse phase, contrary to the Lagrangian approach, which convergence is determined by the 
number of the tracked single particles that can be up to hundreds of thousands, and it requires 
high computational capabilities.  

 

 

Fig. 1. Internal aerodynamics in circulating fluidized bed furnace [2] 
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In circulating fluidized bed furnace there is a rather complex structure of aerodynamics, 
which scheme is shown on Fig. 1. 

The furnace internal aerodynamics is affected by the furnace dimensions and heat input 
(gas velocity in furnace). 

Taking into account the characteristic parameters of two-phase flow, the furnace 
process by height (by grate surface) could be divided into four zones. The first part is situated 
near the grate, high-density solid-phase, which is similar to classical fluidized bed. This zone 
may be in turn divided into a further layer situated directly on the grate and upper layer 
pulsating zone. Due to high surface velocity these parts are not so clearly separable from the 
rest as in case of classical fluidized bed. 

The first zone is followed by the high-density upper layer zone and the solid-phase low-
density area in turn. The fourth one is a departure area. Furnace internal aerodynamics in the 
fourth zone depends on both the furnace, as well as its geometric shape and hatch dimensions, 
as well as speed and density of the solid-phase hatch outside the section.  

Circulating fluidized bed internal furnace two-phase flow aerodynamics affects the so-
called wall effect, which appears especially in case of large appliances.  

Part of outgoing particles, which departure from layer and rise up are concentrated in 
colonies,in which solid-phase volumetric concentration is 0.1–0.2 m3/m3. Such colonies leave 
the flow, bound to the wall and under gravity fall back to the layer. Particles may also have a 
specific cross-flow component from the wall to the centre of the furnace, but it is not of 
paramount importance. Particles colonies are more likely in areas where solid phase is denser 
and gas surface velocity is smaller (the variation of particle concentration and velocity in 
furnace cross-section is shown in Fig. 1). 

In the present work the gas-solid particles flow in conditions of CFB is studied, taking 
into account the amount of heat, which must be separated from the combustor by the sensible 
heat of the ash solid ash particles. This approach enables to optimize the concentrations of the 
ash solid particles in fire gases. 

2. METHODOLOGY 

In the area of multiphase flows there were developed a lot of models for particulate 
flows in pipes [5, 12]. “Two-fluid model” is being used in the modelling of dispersed two-
phase systems, where the gas and the particles are considered as two coexisting phases that 
reach the entire flow domain. In the present study we perform numerical simulation using two 
different models: Turbulent Boundary Layer (TBL) model and 2-Dimensional Reynolds-
Averaged Navier-Stokes (2D RANS) model.  

2.1. Turbulent Boundary Layer (TBL) 

This implies that the diffusive source terms were only retained in one direction, namely 
in transverse direction, and magnitude of the average transverse velocity components of the 
gas- and dispersed phases were much less than that of the longitudinal components of the 
corresponding velocities of both phases. Such approach is thoroughly valid and used in the 
pipe channel flows as well as in the turbulent round jets together with the flow past of the 
rigid shapes [6–8].  

The governing TBL equations presented in the tensor form are the following (here “i” is 
the order number of the particles fractions, I = 1.3): 

 0
Dt
D

=
ρ   (1) 



             CYSENI 2010, May 27–28, Kaunas, Lithuania 
             ISSN 1822-7554, www.cyseni.com 
 

VIII-430 
 

 ( ) ( ) ( )[ ]∑
= ⎭

⎬
⎫

⎩
⎨
⎧

−×Ω+
−

′−
∂

∂
−

∂

∂
+

∂
∂

=
3,1i

jsiiMi
i

sijj
Dii

j
t

j vvC
uu

C
x

p
r

u
r

rrDt
Du rrr

τ
α

ρ
νν  (2) 

 
( )

∑
= ⎥

⎥
⎦

⎤

⎢
⎢
⎣

⎡
′′−+

τ

−
α+

ρ
ε

−
ρ

+
∂
∂

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
ν+

σ
ν

∂
∂

=
3,1i sijjsci

i

2
sijj

i
0

t

t uuk
uuG

r
kr

rrDt
Dk  (3) 

 0
Dt

D i =
ρα   (4) 

( )
( )

( )[ ]
⎪⎭

⎪
⎬
⎫

⎪⎩

⎪
⎨
⎧

⎟
⎟
⎠

⎞
⎜
⎜
⎝

⎛

ρ
ρ

−−−×Ω+
τ

−
′α+

∂ρ
∂

−
∂

∂
ν+να

∂
∂

=
α

g
2

1vvC
uu

C
x

p
r

u
r

rrDt
uD

p
jsiiMi

i

sijj
Dii

sisij
cisi

siji rrr
 (5) 

Here Eq. (1) is the continuity equation, Eq. (4) is the mass conservation equation of the 
polydispersed phase, Eq. (2) and (5) presented in the tensor form cover the momentum 
exchange for the longitudinal and radial directions for the gas and polydispersed phases, 
respectively. The closure of the momentum equations is performed by the transport equation 
of the turbulent energy (Eq. (3)) derived by [9].  

2.2. 2-Dimenisonal Reynold-Averaged Navier-Stokes (2D RANS) 

The general equations of this method were examined by plenty of experiments, which 
showed, that using this method it is possible to discover, for example, boundary conditions 
and it is quite easy to implement it numerically. In this work we use the RANS method with 
it’s closure equations to find on the output needful data: axial and radial velocities, turbulent 
energy, mass concentration. The information on these parameters will surely be useful for 
particulate slow predictions. 

This model is based on the complete averaged Navier-Stokes equations, without any 
simplifications, such as “boundary layer” simplifications. A short presentation of the 
governing equations for the axisymmetric pipe case is as follows:  
Continuity for the gas phase: 
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Linear momentum equation in the axial direction for the gaseous phase: 
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Linear momentum equation in the radial direction for the gaseous phase: 
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Turbulence kinetic energy equation for the gaseous phase: 
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Momentum equation in the axial direction for the solids phase: 
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Momentum equation in the radial/transverse direction for the solids phases: 
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Linear momentum equation in the axial direction for the solids phases: 
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3. RESULTS AND DISCUSSIONS 

Both numerical simulations were performed in CFB vertical riser (the low-density 
zone). 

3.1. TBL model 

The main initial data for calculations for the TBL approach: 
- flue gases temperature: 8500C, 
- flue gases velocity: 5,5 m/s, 
- flue gases density: 0,27 kg/nm3, 
- ash particles density: 1300 kg/nm3. 

3.1.1. The behaviour (influence) of the solid phase concentration  

Fig. 2–5 show the results of performed TBL numerical simulation. There are presented 
different profiles (axial and radial velocities, mass concentration, turbulent energy) for 
particles with different mass ratio (c1 and c10 – mass ratio of 1 kg dust/kg air and 10 kg 
dust/kg air, respectively), different sizes (d25 and d250 – diameters of 25 μm and 250 μm, 
respectively) and for the case with neglecting inter-particle collisions (mono - monofraction).  

The behaviour of particles with high (10 kg dust/kg air) and low (1 kg dust/kg air) phase 
concentration is different, as shown in Fig. 2–5. It is known that the increase of the particle 
mass concentration as well as decrease of the particle size results in decrease of the velocity 
slip between average velocities of gas and dispersed phases [7], which is indirectly expressed 
via the profiles of the radial velocity component of the dispersed phase obtained at the motion 
of relatively small particles of 25 μm at the high flow mass ratio (bold solid line, Fig. 4) 
versus distribution of the same velocity at low mass ratio (solid line, Fig. 4). The effect of the 
mass ratio is mostly pronounced in the profile of the turbulent energy as the low level of 
turbulence at the high flow mass ratio (solid bold line, Fig. 3) versus the higher level of 
turbulence at low mass loading (solid line, Fig. 3), which is called as the turbulence 
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modulation caused by the presence of the particles. The small changes of x-velocity and the 
mass concentration profiles can be seen in Fig. 2 and 5, respectively, for various flow mass 
ratios. 
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Fig. 2. x-velocity profiles of dispersed phase for different particle sizes and mass ratios 
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Fig. 3. Radial velocity profiles of particles for different particle sizes and mass ratios 
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Fig. 4. Profiles of particle mass concentration for different particle sizes and mass ratio 
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Fig. 5. Root-mean-square profiles of turbulent energy for different  

particle sizes and mass ratios 

3.1.2. The influence of the particle size 

This obvious effect is expressed by the distribution of the particles velocity component 
toward x-axis obtained at the same mass ratio of 1 kg dust/kg air for relatively small 25 μm 
and coarse 250 μm particles (Fig. 2), namely, the smaller particles have the higher level (solid 
line) that those of the larger ones (bold dotted line). With respect of the distribution of the 
radial velocity component, the small particles have the higher velocity in the vicinity of the 
wall (solid line, Fig. 4) in contrast to the velocity growth occurred close to the axis in case of 
a motion of the large particles (bold solid line, Fig. 4). This is due to the stronger Magnus 
effect of the lift force causing the lag motion of the large particles shifting them towards the 
axis. The manifest effect of the particle size can be seen from the distribution of the turbulent 
energy, namely, the larger particles generate the higher additional turbulent energy due to the 
vortex shedding than those of the small ones (cf. bold dotted line and solid line Fig. 3). The 
mass profiles of the small and coarse particles are slightly different, i.e. the concentration of 
the small particles has the less gradient as compared to the coarse particles (cf. bold dotted 
line for large and solid line for small particles, Fig. 5). 

3.1.3. The inter- particle collisions 

The effect of the inter-particle collisions is important for the particulate flows of the 
mass ratio larger than 1 kg dust/kg air, when τc /τp<1, where the time of interparticle collision 
τc is less than the particle response time τp. We ran the calculations taking into account the 
inter-particle collisions described by the pseudoviscosity coefficients (Eq. (5)), using the 
original model of closure based on the particle collisions [10]. To show an importance of this 
effect one set of the calculations was performed neglecting the particles collisions (cf. bold 
dotted and pale lines, Fig. 2) in case of motion of the coarse 250 μm particles while 
comparing x-velocity profiles of the dispersed phase with mass ratio of 10 kg dust/kg air. The 
change of these profiles is obvious, namely, in case of no collision the x-velocity profile 
becomes narrower that is evidently linked with a reduction of the particles diffusion in the 
radial direction caused by the inter-particle collisions [10, 11]. Besides, the collision effect 
results in additional turbulence generation derived from the four-way coupling model of [9] 
(cf. bold dotted and pale lines, Fig. 3). 

As a whole, the inter-particle collisions generate the high turbulence and, thus, 
contribute to the better particle mixing. 
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3.2. 2D RANS model 

The main initial data for calculations for the TBL approach: 
− flue gases temperature: 8500C; 
− flue gases velocity: 4 m/s; 
− flue gases density: 0,329 kg/nm3; 
− ash particles density: 2000 kg/nm3; 
− ash particles concentration: 10÷20 kg/nm3. 
The results of the 2D RANS numerical simulation are shown at Fig. 6–9. There are 

shown different profiles (axial and radial velocities, turbulent energy) for gas flow (gas) and 
particles flow (solids), modelling the CFB process with different sizes of particles (0.3 mm; 
1.0 mm; 1.5 mm) and different cases of inter-particle collisions (mono – neglecting the 
collisions and poly – taking the collisions into account).  
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Fig. 6. Axial velocity distribution of gas- and dispersed phases for particles  
(0,3mm) with and without collision effect 

In Fig. 6 there is axial velocity of carrier fluid (gas-phase) and dispersed phase in case 
of solid particles of diameter 0.3 mm, calculated for different flow conditions – with and w/o 
particle collisions. As one can noticed the particle collision results in alignment of velocity 
profiles of dispersed phase. In polydispersed case it is observed smaller velocity slip between 
gas-phase and average velocity of dispersed phase over three particle fractions. This is due to 
presence of smaller particle traction among other “mean” and large particle fractions in 
polydispersed phase composition which is versus the case of monofraction particle fractions 
composition with the same particle sizes. Eventually it produces large drag than that of 
polydispersed sold phase motion. 

Fig. 7 shows that radial velocity of both phases which increases off axis and has highest 
magnitude somewhere in a middle of the flow cross-section. This indicates that radial velocity 
in case of two-phase flow is not negligible in comparison with axial velocity component like 
in single-phase turbulent pipe flow and it is formed by lift Magnus and Saffman forces along 
its redistribution owing to effect of particle collisions in the dispersed phase. As a result it 
redistributes and forms the particle mass concentration in flow cross-sections. In both cases at 
the motion of monodispersed and polydispersed particles (collision motion) it should take into 
account an important role of radial velocity of dispersed phase. The effect of particle 
collisions levels the radial velocity of dispersed phases. 
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Fig. 7. Radial velocity profiles of gas- and dispersed phases for particles  
(0.3 mm) with and without collision effect 
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Fig. 8. Turbulent energy profiles of single and gas phases for particles (0.3 mm)  

with and without collision effect 

The Fig. 8 shows distribution of turbulence at the motion of relatively small solid 
particles of 0.3 mm for two regimes – with and without particle collisions. One can indicate 
that the presence of particles leads to turbulence enhancement in turbulent core and in the wall 
vicinity in comparison with case of single-phase flow. It follows from four-way coupling 
model [9] by introducing square of velocity lag between gas- and dispersed phases (last term 
in right-hand side of Eq. (3)), which is responsible for additional turbulence generation. The 
physics behind this is formation of vortex shedding generated from streamlined inertia large 
solid particles. This process is less pronounced for polydispersed phase with lower level 
additional turbulence generation than for monodispersed phase because of smaller velocity 
slip occurred at the motion of polydispersed phase (Fig. 6). 

In case of larger particles, of 1.5mm one can see jump in distributions of axial velocity 
(Fig. 9) The jump in distributions of radial velocity of solids and the particle mass 
concentration in vicinity of the wall is analyzed in [7]. It’s stemmed from finite size of such 
rough particles which is comparable or larger of mesh size of numerical grid. Due to 
comparable size of such rough particles they may occupy smaller flow domain focusing on 
vicinity of the wall where gas-phase may less effect of their motion and mainly they fall down 
along the walls. Therefore in order to keep moving such rough particles upward flow it should 
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be some value of flow velocity holding there versus gravitation. We determined flow the 
region where such rough of 1.5 mm particles move upward flow.  
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Fig. 9. Axial velocity profiles of gas- and dispersed phases for different particle sizes  

(1.0 and 1.5 mm) 

In case of larger particles, of 1.5mm one can see jump in distributions of axial velocity 
(Fig. 9) The jump in distributions of radial velocity of solids and the particle mass 
concentration in vicinity of the wall is analyzed in [7]. It’s stemmed from finite size of such 
rough particles which is comparable or larger of mesh size of numerical grid. Due to 
comparable size of such rough particles they may occupy smaller flow domain focusing on 
vicinity of the wall where gas-phase may less effect of their motion and mainly they fall down 
along the walls. Therefore in order to keep moving such rough particles upward flow it should 
be some value of flow velocity holding there versus gravitation. We determined flow the 
region where such rough of 1.5 mm particles move upward flow.  

4. CONCLUSIONS  

4.1. TBL model 

• the inter-particle collisions generate the high turbulence and contribute to the better 
particle mixing and enhance the heat exchange between the ash solid particles and 
gases; 

• the low particle mass concentration results in high velocity of both phases and high 
level of turbulence; 

• the radial velocity of the coarse particles decreases towards the centre resulting in 
enhancement of turbulence; 

• the modelling states that the optimal concentration can be achieved with the 
guaranteed inter-particle collisions, and further increasing of the mass loading would 
not be desirable.  

4.2. 2D RANS model 

The main contribution to the flow formation stemmed from the interparticle collisions 
and four-way coupling turbulence modulation due to presence of solids. The other forces 
exerted on the motion of solids are the gravitation, viscous drag and lift forces. On the basis 
of the performed calculations one can conclude that: 

• the rough particles generate a noticeable amount of turbulent energy producing 
much mixing processes in the flow domain; 
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• the interparticle collisions along with the four-way coupling turbulence generate 
high level of turbulence considerably intensifying particle’s mixing process with 
enhance of the heat exchange between the ash solid particles and gases. 

4.3. Compare of the results 

Comparing the results of the both numerical simulations (TBL and 2D RANS), we can 
notice next remarkable facts: 

− the 2D RANS approach gives more comprehensive picture of description of 
phenomena in CFB versus TBL (turbulent boundary layer approach) with respect 
distribution of average velocity components of both phases the turbulent energy and 
particle mass concentration. The inter-particle collision in considered RANS method 
results in redistribution of velocities, turbulent energy and mass concentration not 
only in radial direction but in streamwise direction as well. The numerical results 
obtained for two cases with and w/o particle collision qualitatively are close and 
different quantitatively underlining that in conditions of CFB operating with dense 
particle flow the effect of particle collision indispensably have taken into account;  

− the particle mass concentration in our work is bigger, comparing coarse particles to 
the smaller ones. It is caused by the big turbulence diffusion in the vicinity of the 
wall. Also to make certain conclusions in particle mass concentration, the flow has 
to be fully developed, but our one is not.  

The main conclusion of the performed simulations is that the main factor for improving 
the CFB process with ash particles as the solid phase of the flow are the inter-particle 
collisions. One of the possibilities for developing current work is to perform numerical 
simulation where the solid phase is mixture of ash and sand particles. 

NOMENCLATURE 

DC′  – factor of drag coefficient; 

MC  – coefficient of Magnus force; 
D  – pipe diameter ; 
Fs – Saffman force ; 
g  – gravitation acceleration;  
k  – turbulent energy; 
p  – pressure;  
r  – radial coordinate;  
R  – pipe radius;  
t  – time scale;  

*T   – characteristic time of hydrodynamic process;  
u   – axial velocity component;  
u   – gas velocity over cross-section;  
v  – radial velocity component;  
v   – radial velocity over cross-section;  
x  – axial coordinate;  
α   – particle mass concentration; 
σ  – turbulent energy for two-phase flow;  
ε   – dissipation rate of turbulent energy; 
Σ  – summation over all particle fractions; 
τ  – response time;  
ν   – kinematic viscosity; 
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ω   – angular velocity;  
Ω   – angular velocity slip between gas- and dispersed phases;  
Superscripts 
′  – fluactuation & post-collision. 
Subscripts  
i  – i-th particle fraction of dispersed phase; 
p  – particle property; 
si  – i-th fraction of dispersed phase; 
t  – turbulent; 
ri  – slip velocity component; 
h  – channel width; 
ω   – rotation; 
0 – parameters of single-phase flow & dynamic friction. 
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ABSTRACT 

Detailed kinetic mechanisms need to be validated with experimental results of high fidelity over a 
wide range of temperatures, pressures, and equivalence ratios. The aim of the study is to perform 
induction and reaction time measurements in high-pressure methane-air mixtures at intermediate 
temperatures by means of rapid compress machine (RCM) with complete current pressure and 
temperature control of reactive media. The auto-ignition and combustion of 
methane/oxygen/nitrogen/argon mixtures at the composition φ = 0.5–2 and gas density of 2 kg/m3 and 
4 kg/m3 was studied in the compressed gas temperature range from 700 to 1400 K. The ratio of total 
inert gases to oxidizer was similar to that of nitrogen to oxygen in air, while the N2/Ar ratio was 
chosen for obtaining different temperatures of the mixture after compression for the same 
compression ratios. Ignition times were measured by using emission observations from side wall of 
combustion chamber and end wall pressure measurements. The RCM runs were performed for filling 
holes in experemental data for methane-air autoignition. 

Keywords: rapid compression machine, auto-ignition, methane, ignition time, activation energy 

1. INTRODUCTION 

The availability, relative low-cost and low-emission qualities of natural gas have made 
it the primary fuel for many practical combustion systems and have been responsible for 
numerous experimental and modeling studies of methane and synthesized from methane 
natural gas mixtures. Experimental studies measure basic combustion characteristics such as 
ignition delay times, intermediate species concentrations, and laminar flame speeds. These 
data are used then to produce validated chemical kinetic mechanisms. The reduction of these 
mechanisms and further integration with Computational Fluid Dynamics (CFD) codes allows 
performing realistic and accurate overall simulations of real processes of practical combustion 
devices. These simulations are necessary for design of new more efficient and clean 
combustion systems and for operating behavior optimization of the existed gas turbines, 
internal combustion engines, boilers and etc. 

Methane auto-ignition has been extensively studied for last forty years [1] because of its 
prominence in natural gas and because it is an important intermediate constituent in the 
combustion of higher-order hydrocarbons. Almost all investigations were carried out 
independently using specific experimental facilities which make it possible to measure 
ignition delay times in a narrow range of conditions. If arrange facilities in the term of test 
temperature the succession is the next: continuous flow devices such as flow and/or jet-stirred 
reactors (up to 1000 K), rapid compression machines (approximately 600–1100 K) and shock 
tubes (typically 1400–3000 K). The specified ranges for each facility are approximate and the 
auto-ignition experiments can be preformed at more higher or lower temperatures. But the 
data will be obtained with large uncertainties for these conditions. Measurements at high 
temperatures in rapid compression machines are limited by a maximum possible compression 
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ratio (that estimates maximal temperature) and compression piston’s velocity (which limits 
minimal ignition delay time that can be measured). The main problem is associated with a 
high piston’s velocity because at the first the complicated systems for piston’s velocity 
control and stopping at final position are needed and at the second because rapid piston 
motion can create high turbulence after compression and cause temperature inhomogeneity in 
test chamber. Measurements at low temperatures in rapid compression machines are difficult 
because heat losses to the test chamber are limited the maximal ignition time that can be 
measured. Usually researchers take into account heat losses when simulate experimental 
results in order to validate kinetic mechanism. Two methodologies are available and 
described in literature [2]. But it is difficult to make direct comparison of these data with 
measurements performed on other facilities like shock tubes. The similar problems can occur 
also when for example shock tubes or flow continuous devises are used for experiments at 
intermediate temperature region. 

In the present work we developed a unique rapid compression machine in order to 
extend the typical for RCM range of studies and to perform auto-ignition experiments at 
intermediate-to-high temperatures. Special design of RCM was developed with the view of 
obtaining new experimental data and providing the continuous overlapping with high 
temperature data points previously obtained in shock tube facility [3]. 

2. METHANE AUTOIGNITION INVESTIGATIONS AT INTERMEDIATE 
TEMPERATURES 

In this paper, we are concerned with methane-air mixtures as them are most extensively 
studied and a wide auto-ignition database is presented in literature. A summary of the ignition 
delay time measurements made through 1969, mostly focusing on temperatures above 1400 K 
and pressures near atmospheric, is provided by Spadaccini and Colket [1]. A correlation of the 
numerous methane ignition delay measurements reported by 13 different investigators using 
shock tubes and continuous flow devices was presented in their paper. But only few 
experimental studies were available at the intermediate temperatures ≤ 1100 K. Moreover, 
there was no any study for temperature range from 1000 K to 1250 K. 

In recent years, the missing data for methane auto-ignition have been received. 
Generally these data were obtained in shock tube experiments for pressures up to 300 atm and 
temperatures ranging from 1000 K to 1600 K. The temperature range was extended by 
achieving tailored-interface conditions in the test volume. Also a few studies for temperature 
950–1050 K were carried out using rapid compression machines. 

Petersen et al. [4, 5] studied methane oxidation using shock tubes at equivalence ratio 
ranging from 0.5 to 6.0, pressures ranging from 9 atm to 480 atm and temperatures ranging 
from 1040 K to 2040 K for the purpose of providing validation data for chemical kinetics 
mechanisms. The authors found a very significant decrease in activation energy for the lower 
temperature region. Goy et al. [6] studied methane oxidation in shock tubes for pressures 
ranging from 5 atm to 20 atm and temperatures ranging from 852 K to 1428 K. Authors used 
specific driver and test section lengths of the shock tube setup in order to prolong a maximum 
observation time to approximately 6 milliseconds. They found very poor agreement between 
their results and predictions made by the GRI 3.0 mechanism [7], particularly at temperatures 
below about 1100 K. Huang et al. [8] also used a shock tube to study methane oxidation for 
mixtures having equivalence ratio ranging from 0.7 to 1.3, pressures 16–40 atm, and 
temperatures ranging from 1000 K to 1350 K. To extend an experimental time to 5 
milliseconds tailored-interface conditions were achieved by adjusting the helium/air ratio of 
the driver gas. Petersen et al. [9] again collected methane ignition delay times for lean 
mixtures at pressures 0.54–25.3 atm and temperatures 1451–2001 K for the purpose of 
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making modifications to the GRI 3.0 mechanism to reflect the data collected. Finally, de 
Vries and Peteresen [10] measured auto-ignition of lean methane mixtures at temperatures 
near 800 K and average pressures of 20 atm. The authors report that very weak ignition 
occurred at the low temperatures studied and suggest that further study is needed in this 
regime to validate the current kinetics models. 

Rapid compression machines (RCM) are widely used in up-to-date auto-ignition studies 
as well as shock tubes. The RCM experimental time is limited only by heat losses to the cold 
walls. As a result, the RCM can provide a basis for combustion studies at elevated pressures 
and intermediate temperatures from 600 K to 1100 K. That is under conditions when the 
measurements are too difficult in comparison with shock tube experiments, which typically 
spans the high-temperature range. Since many research groups over the world used rapid 
compression machines for ignition delay time measurements only few studies on methane 
were found in literature. Moreover majority of them related to the influence of hydrogen or 
heavier hydrocarbons (ethane, propane, butane, and pentane) on the oxidation of methane and 
a little data have been reported for pure methane oxidation. 

Ignition delay times in CH4/O2/Ar mixtures using an RCM have been measured at 
National University of Ireland [11]. Experiments were carried out for stoichiometric 
methane/oxygen mixture at the postccompression pressure about 1.6 MPa and temperature 
ranged from 985 K to 1060 K. The obtained data were compared with predicted results by the 
model based on GRI and Leeds [12] mechanism. The best prediction, particular at high 
temperatures (> 1000 K), was observed in simulations using GRI mechanism. But at low 
temperatures (≤ 1000 K) the measured ignition delay times far exceed those predicted by 
either model. 

Levinsky et al. from University of Groningen (The Netherlands) have investigated 
changes in the combustion behavior of methane upon hydrogen addition in rapid compression 
machine [13]. In the part of all experiments ignition delay times of stoichiometric 
methane/oxygen/argon/nitrogen mixture were measured at pressures 15–70 bar and 
temperatures 950–1060 K. Simulation results using various chemical mechanism and 
comparison with experimental data were reported. The calculations using the mechanism 
from Petersen et al. show excellent agreement with measurements over the range of pressures 
and temperatures studied. 

Auto-ignition of CH4/C2H6/C3H8 mixtures representative of an average natural gas 
composition have been recently studied in the RCM at the University of Lille [2] at pressures 
varied from 13 to 21 bar and temperature ranged from 850 to 925 K. But the information 
about pure methane auto-ignition was not reported. 

A gap exists on our knowledge over the range of temperatures from 900 to 1400 K and 
elevated pressures, because presented intermediate temperature shock tube measurements 
were obtained at extreme conditions at which not well-controlled tailored-interface 
conditions, boundary layer effects and shocks bifurcation can effect on induction time and 
cause significant errors. These data should be validated by other experimental equipment. But 
the obtained RCM data are too spare and presented for narrow range of conditions. Moreover 
the experimental results obtained on various RCM facilities at the same conditions can be 
rather different, because induction times are effected by heat losses, temperature distribution, 
flow dynamics and etc. These effects can also cause discrepancies between experimental 
shock tube and RCM data. For propane-air mixtures at low temperatures and high pressures 
such discrepancies were recently reported by Petersen et al. [14]. Authors have noted that 
RCM ignition data have longer apparent times than the shock tube data and that some of the 
difference can be explained by the effects of pressure increases in the shock tube during 
induction period. The nature of this pre-ignition pressure increase is still not clear. 
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3. EXPERIMENTAL SETUP 

The present RCM system consists of a driving cylinder, a compression cylinder, a 
pneumohydraulic system of motion control, and a driving air tank. All these parts are located 
along one axis. The general photo of the developed machine is shown in Fig. 1. 

 

 
Fig. 1. General photo of the developed RCM 

The key feature of an RCM is the ability to have a high compression ratio in order to 
produce both high pressure and high temperature at the end of compression. The driving 
cylinder and the compression cylinder have a bore of 100 mm and 50 mm, respectively. This 
allows the driving air pressure to be 4 times smaller than the final desired pressure achieved in 
compression cylinder. The driving piston is connected with compression piston and hydraulic 
dampers by rods. Initial volume variations are achieved by changing the initial position of the 
pistons assembly and, hence, of the piston stroke. When the test chamber height is 10 mm the 
compression ratio of up to 80 can be achieved. 

Fig. 2 shows the general layout of the compression cylinder and measurement setup. 
The test chamber (4) is designed to withstand high pressures generated under compression 
and combustion. The end wall is equipped with a high-temperature quartz pressure sensor 
Kistler 6031U18 (8) with a Kistler 5015A charge amplifier (9), a gas inlet/outlet valve (6) for 
pumping and filling compression cilinder with a test mixture. For recording the luminescence 
at ignition and combustion, on cylindrical side wall of the test section was mounted quartz 
window (10), to the mandrel of which the biffurcated optical fiber light guide was connected. 
It transmitted and directed output radiation on the photomultiplier cathodes (11). Doubled 
narrowband interferometric filters installed in front of the photocathodes passed only 
emissions of OH at λ = 308.9 nm (transitions A2Σ–X2Π) and CH radicals at λ = 431.5 nm 
(transitions 2Δ–2Π). An optical reflection probe was used for measuring a speed of the pistons 
assembly and the current gas volume during the compression stroke. Luminosities, pressure 
and piston position signals were recorded using a 4-channel Tektronix digital oscilloscope 
with 1.25*109 samples/second. 

The feature of present RCM is a two-step stopping mechanism. A main metal conical 
stopper (Fig. 2 (5)) was installed at the beginning of compression cylinder. This stopper 
ensured the coarse fixing of the moving pistons assembly at the end of compression stroke. 
The fine fixations of the compression piston and, correspondingly, volume of the test chamber 
(Fig. 2 (4)) were produced by the second cone made at the beginning of the test volume. For 
avoiding of the strong mechanical stresses of the test chamber and rebounds of the piston 
head, which are caused by collisions with a piston assembly, a doubled compression piston 
design with internal high-pressure gas damper was implemented (Fig. 3). 
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Fig. 2. The layout of the compression cylinder and measurement sytem: 1 – compression 

cylinder; 2 – doubled compression piston with internal high-pressure gas damper; 3 – pushing 
rod; 4 – test chamber; 5 – conical stopper; 6 – inlet gas and vacuum valve; 7 – optical 

reflection probe; 8 – high-temperature pressure sensor; 9 – charge amplifier; 10 – quartz 
window; 11 – photomultipliers; 12 – digital oscilloscope 

 
Fig. 3. Double creviced compression piston: 1 – piston head; 2 – crevice; 3 – high-pressure 

damping gas volume; 4 – high-pressure gas line; 5 – main pushing rod 

The high-pressure gas damper inside the piston head suppressed the deformation movement 
of the main heavy part of the pistons assembly during the stopping of the compression piston 
head in the second cone. 

The gas temperature was calculated using pressure measurements as in other RCM 
studies [2, 10, 12]. If the compression is assumed as adiabatic and isentropic the gas 
temperature at the end of compression, Tc, is calculated from the equation of state using initial 
temperature, T0, pressure, P0, temperature-dependent specific heat ratio for mixture, γ, and an 
actual pressure, Pc, measured by a pressure transducer according the following equation: 
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Runs were performed in stoichiometric (φ = 1), lean (φ = 0.5), and rich (φ = 2) 
methane/oxygen/nitrogen/ar mixtures (Table 1) within the range of post-shock pressures of 
10–20 atm and temperatures of 700–1400 K. The ratio of total inert gases to oxidizer was 
similar to that of nitrogen to oxygen in air, while the N2/Ar ratio was chosen for obtaining 
different post-compression gas temperatures for the same compression ratios. The N2/Ar 
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mixtures containing 0, 25, 50, 75 and 100% of argon were used as diluents. Commercially 
grade compressed methane of 99.92 % purity (additional contents: N2-O2 0.03%; ethane-
propane 0.02% and H2O 0.02%), nitrogen and oxygen were used for mixture preparations. All 
studied compositions were mixed by the method of partial pressures within the ten-liter gas 
vessel and kept for two days before use. Prior to the each experiment, the test volume was 
cleaned and evacuated to the pressure of ~ 8 Pa monitored by thermocouple vacuum gauge. 
An electronic pressure meter was used to control the initial pressure of the mixture with 
accuracy of ± 80 Pa. 

Table 1. Percentege composition of the studied mixtures 
Volume percent in the total gas mixture, % 

φ CH4 O2 Diluent (N2/Ar) 
1 9.51 19.01 71.48 

0.5 4.99 19.96 75.05 
2 17.36 17.36 65.28 

In the present work, ignition or induction time of the mixture was defined as the time 
difference between pressure peak at the end of compression stroke and the onset of emission 
and pressure rising (5% of maximal rise) within the measuring gas volume. Fig. 4 shows 
typical pressure and luminosity records obtained at compression of lean (a) and reach (b) 
methane/oxygen/argon mixtures in developed RCM setup. To obtain a correct temperature 
dependence of ignition time on activation energy of the mixture and fuel/oxygen 
concentrations all comparative RCM experimental series were performed at constant densities 
(low – 2 kg/m3 and high – 4 kg/m3) of compressed gas mixtures. It means that fuel, oxygen, 
and nitrogen concentrations were kept nearly constant within a studied temperature range at 
the end of compression stroke. 

  

a)           b) 

Fig. 4. Typical pressure and luminosity records during compression and ignition of lean (a) 
and reach (b) methane/oxygen/argon mixtures, postcompression conditions and mixture 

compounds are indicated on the plot 

4. RESULTS AND DISCASSION 

For high – and low-density stoichiometric CH4/O2/N2/Ar mixtures, the results of 
induction time measurements are plotted in Fig. 5. Experimental points correspond to ignition 
times measured by using emission observations from side wall of combustion chamber and 
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the end wall pressure measurements. Global activation energy was determined using 
Arrhenius approximations of experimental data. It was found as 11.67 kcal/mole for low-
density (2 kg/m3) and 8.59 kcal/mole for high-density (4 kg/m3) stoichiometric CH4/O2/N2/Ar 
mixtures. 

 
Fig. 5. Ignition delay time vs. reciprocal temperature in stoichiometric CH4/O2/N2/Ar mixtures: 

blue points correspond mixture density of 2 kg/m3 and red points − 4 kg/m3  

At the same time, some problems are visible from experimental observations. It is a big 
experimental uncertainty of measured induction times for the same initial and final conditions 
(Fig. 6). The reason is that during the compression stroke the long pushing rod (approximately 
1 m long), which is connected with the piston head, experiences the transverse vibrations 
affecting on the dynamic contact of the compression piston with the fixing conical part of the 
test chamber. Any misalignment during this contact can produce: 1) local metal-to-metal 
collisions ejecting small metal particles into the gas volume; 2) primary gas overcompressions 
in formed gas pockets within the conical clearance. These factors can produce the local hot 
spots, which can strongly influence on ignition timing. To reduce the role of metal particle 
formation we excluded duralumin containing a lot of alumina which is very high-energetic 
material at high temperatures, especially at micro and nanoscales. In further experimental 
series we have tested different non-metal materials for conical piston head. But application of 
plastic materials is also assotiated with some problems. Because the collision type of the 
plastic piston head with a fixing cone is unpredictable, the process is too stochastic. This 
immediately produces a big experimental scatter of the data .So, to obtain good statistics a 
huge amount of experiments is required. 

Experimental measurements in RCM evidence, that for high- and low-density 
stoichiometric mixtures the ignition limits are close to the temperature of 936 K and 1190 K, 
respectively. At lower temperatures than those critical one’s there were not auto-ignitions of 
methane at RCM compression. 

As for stoichiometric mixtures the global activation energies were determined for rich 
(Fig. 6) and lean (Fig. 7) mixtures. For rich high-density mixture, the ignition limits are close 
to the temperature of 1105 K. This value is much higher than corresponding one for 
stoichiometric mixture, i.e. 936 K. For low-density mixture the ignition limit is nearby 
1347 K temperature. At lower temperatures than those critical one’s there were not auto-
ignitions of rich methane/air mixtures at RCM compression. Unfortunately only two auto-
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ignition events were obtained. That is why the global activation energy was not careful 
determined for low-density conditions. For high-density mixtures rather good repeatability of 
measurements was observed and thus the global activation energy (21.67 kcal/mole) was 
determined with sufficient accuracy. 

 

Fig. 6. Ignition delay time vs. reciprocal temperature in rich CH4/O2/N2/Ar mixtures: blue 
points correspond mixture density of 2 kg/m3 and red points − 4 kg/m3  

 

Fig. 7. Ignition delay time vs. reciprocal temperature in lean CH4/O2/N2/Ar mixtures : blue 
points correspond mixture density of 2 kg/m3 and red points − 4 kg/m3  

 
For lean high-density mixture, the ignition limits are close to the temperature of 1075 K. 

This value is lower than corresponding one for rich mixture, i.e. 1140 K. The low-density 
mixture exhibits the limit at compression temperatures lower than 1020 K. A large number of 
repeatable measurements allowed us to determine the global activation energy for low- and 
high-density lean mixtures respectively 18.45 kcal/mole and 15.03 kcal/mole. 
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In comparison with usual auto-ignition behavior of the mixture in RCM at low 
temperatures for compression temperatures higher than 1200 K in lean mixture a standard 
knocking phenomena in the end gas were observed in experiments (Fig. 4a). Knocking 
produced stable self-oscillations with amplitude approximately equal to the half of the 
pressure rise induced by the normal combustion. 

A summary of the methane auto-ignition studies founded in literature and including 
obtained data are presented in Fig. 8. The ignition delay times from different data sets scaled 
as in [1] under correlation (2) proposed by Lifshitz and co-workers [15] and improved upon 
by Krishnan and Ravikumar [16]. The terms [CH4] and [O2] are the molar concentrations 
(mol/cc) of methane and oxygen, respectively, in combustible mixture. 

 τ = 2.21 · 10-14 exp(22659/T)[O2]-1.05 [CH4] 0..33  (2) 

The concentrations in this equation are determined by 

 [  ] i = xi P/RT, (3) 

where xi is the mole fraction of fuel or oxygen, P is the pressure, T is the temperature of the 
mixture at the point of ignition and R is the universal gas constant. 

It should be noted, that it is not correct to use plot like Fig. 8. for comparison 
experimental results obtained on different type facilities, because experimental conditions in 
test volume of each experimental setup can be different due to boundary layer effects, 
possible heat losses, temperature distribution, flow dynamics and etc. These effects can cause 
significant deviation between shock-tube measurements and RCM measurements. But 
nevertheless, the plot showed at Fig. 8. presents measurements performed by all researchers at 
wide range pressures, temperatures and equivalence ratios on one graph. From this plot it is 
seen that developed RCM facility can be used for investigations of auto-ignition phenomena 
in a wide range of temperatures. The problem of accuracy of measured ignition delay times is 
remain open and requires the continuous optimizing of the RCM design and used materials. 

 

 
Fig. 8. Comparison of results from this study with other data in literature 
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CONCLUSIONS 

Ignition times of CH4/O2 /N2 /Ar mixtures for pressures of 3.8–15 atm, intermediate-to-
high temperatures of 900–1400 K and stoichiometries of φ = 0.5–2 were measured in the 
developed rapid compression machine. The RCM runs were performed for filling holes in 
experemental data for methane-air autoignition. 

Ignition times were measured by using emission observations from side wall of 
combustion chamber at λ = 308.9 nm (OH, transitions A2Σ – X2Π) and at λ = 431.5 nm (CH, 
transitions 2Δ –2Π), and end wall pressure measurements. For lean high-density mixture the 
ignition limit in the course of RCM tests was close to the temperature of 1075 K, for 
stoichiometric one – 936 K, and for rich one – 1105 K. 

For studied range of conditions, global activation energies of CH4/O2/N2/Ar mixtures 
were determined by linear Arrhenius approximations of experimental data. It was found as 
11.67 kcal/mole for low-density (2 kg/m3) and 8.59 kcal/mole for high-density (4 kg/m3) 
stoichiometric; 21.67 kcal/mole − for high-density rich and 18.45 kcal/mole and 15.03 
kcal/mole − for low- and high-density lean CH4/O2/N2/Ar mixtures, respectively. Sufficient 
accuracy was obtained for lean and rich mixtures. For stoichiometric mixtures additional 
experiments are needed for correction of some measurements. 

For compression temperatures higher than 1200 K in lean and stoichiometric mixtures, 
knocking phenomena were observed in the end compressed gas. Usually, knocking produces 
stable self-oscillations with amplitude approximately equal to the half-height of the pressure 
rise induced by the normal combustion. 

Comparison with other experimental data availible in litterature has showed that auto-
ignition phenomena can be investigated in a wide range of conditions by means of the 
developed RCM facility. The problem of accuracy and repeatability of measurements is 
remain open and requires the continuous optimizing of the RCM design and used materials. 
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ABSTRACT 

 

Novel technology for production of mineral fiber using plasma technologies is specific, so there is a 
lack of information in worldwide scientific literature about the influence of many operating 
parameters on the working conditions of plasma chemical reactor designed for melting and fibrillation 
of dispersed particles. Gas flow temperature has to be 500–600 K higher than melting temperature 
while melting ceramic materials, so the experiments for estimation of the influence of additional 
feeding of air and propane-butane gas to the reactor was executed. Experimental parameters of plasma 
torch connected to the chemical reactor were constant: plasma torch power was 65 kW, air flow rate – 
11 g/s, temperature of plasma flow entering the reactor – 3400 K. The additional flow of propane-
butane gas increases the temperature of plasma flow, and the increase is more significant as the 
amount of propane-butane is higher. The addition of air flow to the reactor decreases the temperature 
of plasma flow, but it is necessary for the maintenance of high (about 950 m/s) plasma flow velocity 
which is essential for fibrillation of the melt of dispersed particles. 

Keywords: thermal plasma, plasma chemical reactor, thermal characteristics.  

1. INTRODUCTION 

The use of thermal plasma in industry has been expanding in recent years. The possibility 
of application of thermal plasma processes depends on the development of the appropriate 
plasma equipment, i.e. the plasma generators, furnaces and reactors [1]. In traditional 
applications, such as plasma cutting and welding, this technique has been ripened and 
developing continually [2]. Many new applied fields have been discovered. Applications in 
coating, material, chemical engineering and waste treatment are very active [3]. Domestic 
research concentrates on fine powders and chemical engineering [4]. Because of simple 
technical flow, control environment and low cost, it is competitive to traditional techniques [1]. 

One of the novel applications of thermal plasma is plasma torch connection with the 
chemical reactor for production of mineral fiber. As distinct from plasma spraying technique, 
where dispersed particles are introduced into the plasma jet, melted and propelled towards a 
substrate, there particles are injected into the chemical reactor, heated, melted and stretched 
by plasma flow and formed into fiber. The review of fiber formation mechanism can be found 
elsewhere [5]. The reactor is called “chemical” because many exothermic and endothermic 
reactions, dissociation, ionization, erosion of surfaces are taking part in plasma environment 
at the same time. 

As this technology is not fully developed there is lack of information in worldwide 
scientific literature about the influence of many operating parameters to the working 
conditions of plasma chemical reactor designed for melting and fibrillation of dispersed 
materials. Main published results on electrical and thermal characteristics of plasma-chemical 
reactors are obtained by article authors and their colleagues [6–7]. However, influence of 
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additional gas flows to the temperature distribution in the plasma-chemical reactor hasn’t 
been estimated. 

As it was examined [8], the best conditions for fiber production are achieved when the 
melt viscosity is about 5 Pa. Therefore the temperature of the gas flow leaving the reactor has 
to be 500–600 K higher than the raw materials like zeolite, dolomite, quartz sand and etc, to 
achieve suitable viscosity. The melting temperatures of mentioned materials are from 1900 K 
to 2800 K. So the average temperature of plasma flow must be in the range of 2400-3400 K 
for any particular case in any section of plasma-chemical reactor. 

The purpose of this paper is to analyze the influence of additional gas flows to the 
thermal characteristics of particular plasma chemical reactor. 

2. METHODOLOGY 

The sectional direct current electric arc plasma torch used in this work consists of the 
button-type hot hafnium cathode, an arc ignition section, neutral rings for feeding of working 
gas, a neutrode and a step-formed water-cooled anode made of high purity copper. When a 
gas is introduced on the electrode and a dc arc is established between the electrodes, the arc is 
pushed through the nozzle resulting in a high temperature and velocity flame. The 
temperature of the electric arc is nearly 20.000 K. The button-type cathode emitter and step-
formed anode lead to determining the constant location of the arc column. The arc is also 
stabilized by tangential air injection into the reaction chamber through a pair of injectors. The 
body of the torch consists of chambers for cathode and anode cooled with water [7, 9]. Precise 
description plasma torch and additional equipment of experimental set-up has been depicted 
in detail elsewhere [7]. 

In Plasma Processing Laboratory of Lithuanian Energy Institute such dc plasma torch 
(66–68 kW of power capacity) was connected to a chemical reactor which consists of four 
sections (Fig. 1).  

 
Fig. 1. Set-up of uniflow plasma chemical reactor: 1 – dc plasma torch, 2 – injection place of 

dispersed particles, 3 – additional feeding of air, 4 – propane-butane gas feeding. 
Measurements in mm 

All chemical reactor sections made of stainless steel are 0.015 m of diameter and are 
cooled with water separately. The first section which is directly connected to the plasma torch 
anode is 0.01 m length. Other sections are 0.005 m length. Such design enables to change the 
length of the reactor, if needed. The first and the last sections have the inlets for dispersed 
particles and additional gases. Air for carrying of dispersed particles and propane-butane 
gases are introduced in the first section, and additional air flow is introduced in the fourth 
section. 
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Average plasma flow temperature in plasma torch and each section is calculated using 
power balance equation. Plasma torch current (I) and voltage (U), the flow rates of used gas 
(Gg) and water (Gw) for cooling and its temperature change (Δtw) in each section are measured 
during the experiments. 

General plasma torch power: 

 UIP ⋅= . (1) 

Power loss to the cooling water: 

 pwww ctGN ⋅Δ⋅= . (2) 

Gas flow power: 

 wg NPN −= . (3) 

Average flow enthalpy in the section is calculated from the overall gas flow and its power: 

 0H
G
N

H
g

g
f += , (4) 

where H0 – burning propane-butane gas enthalpy. 

 fapcpfg GGGG ++= . (5) 

Gg – flow rate of all gases. Gpf – plasma forming air flow. Gpc – air for particle carrying. Gfa – air 
for plasma flow acceleration.  

Average flow temperature in the plasma torch and each section is estimated from Hf. 

3. RESULTS AND DISCUSSION 

The experiments were done without any dispersed particle injection into plasma flow. 
The plasma torch power was constant in all our experiments and it was about 65 kW. 

The experiments could be divided into four stages (each stage appends the one above) 
of plasma flow temperature distribution measurements in the plasma-chemical reactor: 

1. Plasma flow obtained from the plasma torch; 
2. Addition of air flow used for dispersed particles introduction; 
3. Addition of air flow introduced in the fourth section of the chemical reactor; 
4. Addition of propane-butane gases. 
As it can be seen in Fig. 2, the temperature of the plasma flow without using any 

additional gas would be sufficient for melting of raw materials or their mixtures with low 
melting temperatures. The drag force between the reactor walls and plasma flow slows down 
the velocity of the flow, increases heat transfer from plasma flow to the reactor walls which 
results the flow temperature decrease. The decrease is about 400 K in the length of the 
reactor. 

As the plasma forming air rate is bigger, the plasma temperature at the plasma torch 
outlet nozzle is lesser. It is because the equal thermal energy transferred from the plasma 
torch to the smaller air rate heats it up more than the bigger air rate. 

In the different type of plasma-chemical reactor, it was found that decrease of average 
plasma flow temperature is about 400 K in the length, too [10]. 
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Fig. 2. The dependence of plasma flow temperature in the chemical reactor on the plasma 

forming air rate. PT – plasma torch 

Because of the technical restrictions dispersed particles can be introduced into plasma 
flow with the use of gas flow only. For creation of conditions as similar as possible to the real 
conditions of fiber production air flow was introduced into plasma flow during further 
experiments. As the amount of air is bigger, the temperature drop of the plasma flow from the 
injection place is more significant (Fig. 3). The temperature drop occurs because of heat 
transfer between mixing plasma and injected room temperature air (~ 291 K). 

 
Fig. 3. The influence of dispersed particle carrying air flow on plasma flow temperature drop 

in the chemical reactor for 11 g/s plasma forming gas flow rate. PT – plasma torch 

As we mentioned above, there is no dispersed particle injection in this experiment, only 
the air injection which could carry the dispersed particles in. But if the dispersed particles 
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were injected, they would start to mix with turbulent plasma flow when they enter the 
chemical reactor. The smallest particles would sublimate or evaporate immediately because 
the flow temperature is very high. Bigger particles would stick to the reactor walls and flew 
out of the reactor as a melt [5]. To accelerate the plasma flow and to enhance the plasma flow 
kinetic energy, which drags little drops out of the melt sticked to the reactor walls, stretches 
them and forms a fiber, an additional air feeding is used at the end (before the fourth section) 
of the chemical reactor (Fig. 1). Fig. 4 shows what influence to the temperature of plasma 
flow has plasma flow accelerating air flow depending on its rate. 

 
Fig. 4. The influence of accelerating air on the temperature drop in the last section of the 

reactor at plasma forming gas flow rate 11 g/s, particle carrying air flow rate 8 g/s 

Same as the dispersed particle carrying air, the plasma flow accelerating air decreases 
the temperature of the plasma flow. Despite the short time of being in the reactor, the plasma 
flow accelerating air mixes enough with plasma flow to have a significant influence on its 
temperature. 

The use of both (particle carrying and plasma flow accelerating) air flows is necessary. 
But they significantly decrease the temperature of plasma flow and the melting of dispersed 
materials becomes impossible. Propane-butane gases were injected into plasma flow along 
with the air for dispersed particle carrying to increase the temperature of plasma flow (Fig. 5). 
The flow rate of dispersed particle carrying air was 1 g/s and plasma flow accelerating air 
flow rate was 3 g/s. Propane-butane gases injected into plasma flow mixes with it, ignites and 
burns emitting significant energy amounts which increases the flow temperature in the 
reactor. 

The propane-butane gas injection to the plasma flow increases the temperature in the 
plasma chemical reactor which becomes suitable for melting and fibrillation of dispersed 
materials. 
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Fig. 5. The influence of propane-butane gas flow to the temperature of the plasma flow in the 

chemical reactor at plasma forming gas flow rate 11 g/s. PT – plasma torch. 

4. CONCLUSIONS 

1. The decrease of average plasma flow temperature without using any additional gases is 
about 400 K in the reactor length and it is caused by the drag force between the plasma 
flow and plasma-chemical reactor walls. 

2. As the flow rate of additional air for dispersed particle carrying into plasma-chemical 
reactor increases from 2 g/s to 8 g/s the average plasma flow temperature decreases from 
600 K to 1100 K in the length of the reactor. 

3. The use of additional air flow for plasma flow acceleration from 3 g/s to 8.5 g/s 
decreases the average plasma flow temperature only in the last section of plasma-
chemical reactor from 300 K to 600 K, as the average temperature drop in the last 
section without use of any additional air flow is 100 K. 

4. The propane-butane gas feeding rate into the plasma-chemical reactor from 0.36 g/s  to 
0.78 g/s increases the average temperature of plasma flow in each section from 250 K to 
850 K. 
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ABSTRACT 

Conversion of biomass and organic waste into synthetic fuels using plasma technologies is 
investigated. Water vapor plasma torch is used to convert solid biomass to synthetic gas (CO + H2). 
The potential of biomass for the generation of energy in Lithuania is reviewed. The thermal methods 
of conversion of solid biomass and organic waste are compared. Advantages and disadvantages is be 
introduced. Also, the processes proceeding in plasma reactor is overlooked. Chemical reactions how 
to get synthetic fuels from organic materials are supplied. Characteristics of water vapor under high 
temperatures, construction and features of plasmachemical reactors for the conversion of solid 
biomass and organic waste are analyzed.  

Keywords: Plasma torch, Biomass, Synthetic fuels, Organic waste 

1. INTRODUCTION 

Rapid consumption of fossil fuels depends on the growth of world economy. A reserve 
of these fuels permanently diminishes. Supply of cheap oil stock could exhaust for the next 
few decades [1]. Increased demand of fossil fuels causes negative emissions of greenhouse 
gases. It must be stopped until humanity doesn’t destroyed nature and themselves. Scientists, 
engineers and politicians have to take means now. There is no time to wait and do nothing.  

One of the most promising stocks for the production of energy and fuels is biomass. It 
has been gradually and widely begun to use in nowadays for the conversion into energy, heat 
and the production of biofuels. Biomass is a production of the photosynthesis, where the 
energy is collected in leaves, branches and stems of the plants [2].  

The potential of biomass and organic waste in Lithuania is very huge. One of the 
biggest potential is solid biomass (residues of forest logs and energetic plants), also straw, 
municipal waste and domestic residues and biogas and biofuels, etc.  

There are created and developed a lot of methods and technologies of biomass 
conversion into biofuels in the world. One of the latest and less explored is plasma 
gasification using water vapor. So, the point of this article is to develop the water vapor 
plasma torch for conversion of biomass and organic waste. 

2. THE PROBLEM OF BIOMASS AND ORGANIC WASTE TREATMENT, AND 
METHODS 

2.1. The potential of biomass and organic waste for conversion into energy in Lithuania 

There is accumulated a big quantity of biomass in the world and in Lithuania also. 
Lithuania is one of the leading countries in Europe Union according to amount of biomass per 
one habitant [3]. Replacement of conventional energy sources by biomass energy supports to 
save money and preserves energetic independency from foreign countries, also helps to deal 
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with environmental and unemployment problems, increases security supply of energy and etc. 
The 3 mln. tones amount of organic waste are deposited in dumps every year. More than half 
is municipal waste [4]. There are some application areas of biomass and organic waste 
(Fig. 1) from the main biomass and organic waste resources: 

• residues of forest logs and wood; 
• rgricultural plants and residues (energetic plants, straw, wheat and etc.); 
• residues of Food Industry (also Milk Industry and Meat Industry); 
• residues of Animal Husbandry (droppings of birds, pigs and cattle); 
• municipal waste. 
• medical residues. 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1. The usage of biomass for energy generation [3] 

Wood is one sort of biomass, which is mainly and mostly used for the production of 
energy. Total annual increment of wood is about 13.8 mln. m3. Wood suitable for the 
production of biofuels takes 4.3 mln. m3. This is equal to the amount of energy of 9.8 TWh 
per year [5]. However, the biggest amount of wood suitable for the generation of energy 
(residues of forest logs, constructional waste of building industry and etc.) is being 
transported to dumps or just left to rot in the forests. To avoid this pollution of nature, these 
wastes can be utilized by plasma technologies producing a synthetic gas (CO+H2).  

All of the mentioned sorts of biomass (solid, liquid and gaseous) appropriate for the 
generation of energy could be used for the production of high enthalpy synthetic gas. 
However, one of the most promising methods is gasification of solid biomass.  

2.2. Thermal gasification of biomass and organic waste 

There are developed a lot of thermal methods in the world appropriate for the 
conversion of solid biomass such as: pyrolysis, carbonization, thermal incineration, low 
temperature oxidation, catalytic oxidation, gasification and thermal plasma gasification [6–8]. 

Advantages of mentioned methods, except thermal plasma, are low costs, simple 
engineering constructions of equipments and quite easy to install. The main advantages of 
thermal plasma gasification is a better control of the composition of the produced gas, higher 
heat capacity of the gas and reduction of unwanted and even in such cases toxic contaminants 
like tar, CO2 and higher hydrocarbons. Disadvantages are low effectiveness of conversion, 
because of low temperatures compared to thermal plasma, increasing environmental 
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limitations on quantity of contaminants. The main disadvantage of thermal plasma 
gasification is relatively high cost. 

Thermal plasma technology offers the possibility of decomposition of biomass by pure 
pyrolysis in the absence of oxygen. In this process all energy needed for gasification comes 
from the plasma, and the energy for decomposition by combustion is not produced. Synthetic 
gas obtained during gasification, could be combusted as a fuel for energy generation or used 
in internal combustion engines as alternative for fossil fuels. Gasification – a process that 
converts carbonaceous materials, such as coal, biofuel or biomass into carbon monoxide by 
reacting the raw material at high temperatures with a controlled amount of oxygen and/or 
steam. Substance during gasification is partially heated and combusted. Part of the material is 
turned into gases, part into tars and part into solid fraction (coke). Tars as a by-product could 
be used in chemical industry as a feedstock. The enthalpy of generated gas depends on sort of 
plasma gas and the flow rate. The production of syngas from wood using applicable current 
(AC) air plasma torches is discussed in [9]. The coal gasification in hydrogen, air and steam 
plasma was studied in [10,11] using both the direct current (DC) and AC torches. 

Biomass is organic compound mostly made of carbon and hydrogen molecules, which 
participate in chemical reactions. Thus the equations for reactions when gasification takes 
place in presence of oxygen are showed below [12,13]:  

 C + O2 → CO2 + 395.4 MJ/kg  (1) 

 C + CO2 → 2CO – 172 MJ/kg (2) 

 2C + O2 → 2CO + 223.3 MJ/kg.  (3) 

Between carbon and water vapor two reactions proceeds. One at 500–600 oC 
temperature: 

 C + 2H2O → CO2 + 2H2 – 88 MJ/kg.  (4) 

And the second one, than temperature exceeds 900 oC: 

 C + H2O → CO + H2 – 130 MJ/kg.  (5) 

Liquid synthetic fuels can be produced from syngas in use of special catalysts, and 
could be used in internal combustion engines. 

2.3. Conversion of biomass and organic waste by water vapor plasma 

Instead of mixture of oxygen and water, only water vapor, as a working gas, is being 
used in plasma gasification. It’s heated up to 2000–3000 K by the electric arc of plasma torch 
in plasma reactor [14]. Analysis and calculations in [15] show that water vapor with organic 
materials forms synthetic gas (CO + H2) at 1200 K temperature. In [16], syngas forms at 
1100 K.  

Traditional gasification process is based on chemical reactions proceeding between 
organic materials with limited amount of mixture of oxygen and water vapor. Plasma 
gasification is based on the reactions in absence of oxygen. It proceeds between biomass or 
organic waste with overheated water vapor only. Water vapor is a reagent and a heat carrier at 
once. It enhances reaction kinetics because of the high enthalpy. All energy necessary for 
gasification is absorbed from a plasma jet. There is no combustion in the ambience of oxygen. 
This allows better control the composition of synthetic gas, to gain higher enthalpy and 
reduce the amount of unwanted tar, carbon dioxide and hydrocarbons.   

As an example, a composition of syngas after plasma gasification of crushed wood is 
61.6% of hydrogen and 35.2% of carbon monoxide; enthalpy is 22.8 MJ/kg [17].  
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In comparison with pyrolysis after thermal plasma gasification unwanted tar is avoided, 
because steam of tar breaks into gas under high temperatures. So, water vapor plasma is 
ecologically friendly. 

2.4. Characteristics of water vapor at high temperatures 

As mentioned before, water vapor plasma is ecologically clean. After cooling it turns 
back into liquid water. That’s why, this kind of plasma is very convenient to use in 
plasmachemical reactors for gasification of biomass and organic waste.  

The mass enthalpy of water vapor is about six times higher than mass enthalpy of air at 
high temperatures (4000–5000 K) (Fig. 2). In comparison, distribution of oxygen and 
hydrogen enthalpies is showed. Decomposition of organic waste by water vapor is 
endothermic process. Therefore, temperature of water vapor has to be higher than temperature 
of chemical reactions.  
 

Fig. 2. The dependence of hydrogen, water vapor, oxygen and air enthalpies on the 
temperature at 1bar pressure [17] 

To heat water vapor up to required temperature needs several times more power than 
the same amount of air. Water vapor begins to dissociate under 2000 K (Fig. 3). At 4000 K it 
is no more water vapor and flow consists only of O2, H2 molecules and O, H, OH atoms.  
 
 

Fig. 3. The dependence of the percentage composition of water vapor on the temperature at 
1bar pressure [18] 
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3. EXPERIMENTAL EQUIPMENT 

There are two main types of plasma reactors for materials chemical processing: plasma 
jet reactor and electric arc reactor. In plasma jet reactor case chemical processes proceed in 
plasma jet, where temperatures exceed up to 2000–4000 K. The difference of electric arc 
reactors is that feedstock is supplied not into plasma jet, but directly into the place where 
electric arc forms. An electric arc discharge forms between the plasma generator (PG) and the 
alloy of iron, which is at the bottom of the reactor. A plasma generator – is the equipment, 
which allows to heat gas to very high temperatures. A temperature inside the electric arc 
reactor is about 1270–1370 K, and near plasma torch could exceed 2500 K [19]. 

An experimental linear DC water vapor plasma generator with step–formed anode has been 
designed and tested (Fig. 4). Electrical and thermal characteristics of PG have been measured. The 
DC air/water stabilized plasma torch has been employed operating at atmospheric pressure, max 
magnitude of current I=187 A, the voltage U=250 V, power P = 43.7 kW, air flow rate was G1=7- 
10-4 kg ⋅ s-1, water vapor flow rate G2= (2.45–3.7)⋅ 10-3 kg ⋅ s-1. The average temperature of flow at 
the torch outlet nozzle varied within limits of T=2600–3000 K.  

 
 
 
 
 

 

Fig. 4. A scheme of water vapor plasma generator. 1 – cathode, 2 – neutral section,  
3 – stair-step anode, 4 – superheater, 5 – hole for water vapor supply, 6 – system cooling 

liquid, 7 – electric arc, 8 – overheated water vapor 

 

The cathode of the plasma torch was made of copper implemented with hafnium as 
electron provider. The anode of the torch was made of copper also. The working gas was 
tangentially supplied water vapor through insulating rings contains blowholes. All parts of PG 
were cooled by water. Erosion of plasma generator sections takes place because of the 
condensation of water vapor on the walls. To avoid condensation, the temperature of 
electrodes walls has to be over 373 K. Before water vapor flows into PG it should be 
overheated up to 473–573 K temperature. For this reason a superheater is needed. The plasma 
generator could be a superheater itself, when saturated water vapor is supplied into the last 
section (4). Hot section of the PG overheats water vapor which simultaneously cools it. The 
overheated water vapor is tangentially supplied to the plasma generator through insulating 
rings. It is ionized by electric arc, i.e. dissociates into ions, atoms, neutrals and electrons.  
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4. RESULTS AND DISCUSSION 

4.1. Thermal characteristics of water vapor plasma torch 

The increased thickness of boundary layer and voltage improves the thermal efficiency 
of plasma generator. The increase in current strength and thermal loss into PG walls reduces 
the efficiency of plasma torch (Fig. 5). This is under the influence of the decline in thickness 
of the diameter of boundary layer. Decline in thickness of boundary layer determine the 
increase of diameter of the electric arc channel. Maximum plasma torch thermal efficiency 
than I=160 A, and water vapor flow rate 3.7 ⋅ 10-3 kg ⋅ s-1 was 0.78. 
 

Fig. 5. The dependence of plasma torch thermal efficiency on the current strength and water 
vapor flow rate, 10-3 kg ⋅ s-1: a–2.45; b–3.1; c–3.7. 

The general results of plasma torch thermal efficiency (Fig. 6) were estimated using the 
theory of similarity and are summarized into one equation. A general estimating equation for 
determination of efficiency is presented below. Any magnitude of plasma torch thermal 
efficiency may be estimated from this equation. The results from the (Fig. 6) are taken into 
account designing plasma generator for decomposition of biomass and organic waste. 
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Fig. 6. A general thermal efficiency of plasma torch 

140 150 160 170 180 190

71

72

73

74

75

76

77

78
c

b

a

 

η, %

I, A   

109
10-1

100

 

(1-η)/η

I2/Gd2      



             CYSENI 2010, May 27–28, Kaunas, Lithuania 
             ISSN 1822-7554, www.cyseni.com 
 

VIII-463 
 

4.2. Electrical characteristics of water vapor plasma torch 

The voltage in an electric arc and the power of plasma torch mainly depend on the flow 
rate of water vapor (Fig. 8). A part of incident curve may appear as a result of the 
insignificant influence of the PG channel walls on an electric arc, i.e. tangentially supplied 
water vapor flow rate has a big influence on the thickness of the boundary layer. Thus, the 
diameter of an electric arc channel decreases. The part of rising curve appears than the PG 
channel walls influence the characteristics of electric arc, i.e. energy quantity is transferred to 
the channel walls. Thus, the thickness of boundary layer thins down.  
 
 
 
 

 

Fig. 8. Volt-ampere characteristics of water vapor plasma torch depending on water vapor 
flow rate, 10-3 kg ⋅ s-1: a–2.45; b–3.1; c–3.7 

A general estimating equation for determination of volt-ampere characteristics were 
estimated using the theory of similarity and is presented below. The general results are 
depicted in (Fig. 9). These results are taken into account designing plasma generator. 
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Fig. 9. A generalized volt-ampere characteristics of water vapor plasma torch 
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The volt-ampere characteristics of water vapor plasma torch are strongly dependent on 
the type of working gas and shield gas and their mass flow. It also depends on the physical 
characteristics of the gas, i.e. density, viscosity, conduction and etc. The knowledge of 
geometry of PG and its volt-ampere characteristics helps to determine the temperature and 
velocity of the plasma jet at the outflow nozzle. Thermal and dynamic parameters of plasma 
jet have the main influence on the effective thermal plasma gasification of biomass and 
organic waste. 

5. CONCLUSIONS 

An experimental linear DC water vapor plasma generator with step–formed anode has 
been designed and tested. The DC air/water stabilized plasma torch has been employed 
operating at atmospheric pressure, max magnitude of current I=187 A, voltage U=250 V, 
power P=43.7 kW, air flow rate was G1=7 ⋅ 10-4 kg ⋅ s-1, water vapor flow rate G2= (2.45–3.7)⋅ 
10-3 kg ⋅ s-1. The average flow temperature at the torch outlet varied within limits of T=2600–
3000 K. Maximum plasma torch thermal efficiency than I=160 A, and water vapor flow rate 
3.7 ⋅ 10-3 kg ⋅ s-1 was 0.78. 

The thermal and electrical characteristics of the water vapor plasma torch were carried 
out to ensure the stable work of the plasma generator. The results will be useful projecting 
new plasma equipment, designed for the decomposition of biomass and organic waste. 

The water vapor plasma torch can is suitable for biomass and organic waste 
decomposition. More detailed examinations are required to design and test whole plasma 
conversion system.  
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ABSTRACT 

It is well established that urbanisation has a significant effect on the local climate. The climate of an 
urban area differs from that of a nearby rural area. This paper investigates the climate modifying 
effect of urban heat island in Akure, a medium-sized rapid developing south western city in Nigeria 
which lies in the tropics. This is noted to cause significant thermal alterations which are revealed by 
measurement and analysis as presented in this work. The role of this urban heat island on energy 
demand of the city has been investigated in this study. Results showed that the elevated temperatures 
in the dry period, at the onset of summer monsoon in the city increase energy demand for cooling and 
add pressure to the electricity grid during peak periods of demand. In this period, the urban heat island 
(UHI) will tend to result in an increased cooling load and an increased number of human discomfort 
days due to longer length of hours required for cooling. But when the summer monsoon has fully 
developed, the UHI will tend to result in reduced cooling demand due to cooling effect of monsoon 
winds. This paper also investigates the roles of the developed urban heat island on the cooling degree 
day in the city. 

Keywords: Urban heat island, cooling energy demand 

1. INTRODUCTION 

The modification of the natural surface, release of artificial energy and polluting 
materials into the atmosphere over the cities alter radiation and energy balance in urban 
environments. This as a result produces a peculiar local climate, termed the ‘urban climate’. 
The most obvious manifestation and best documented example of this inadvertent climate 
modification is the urban heat island (UHI) [1]. This means that warmer areas appear within 
settlements as compared to the surroundings. Urban areas have significant heat storage and 
thermal inertia from this process is believed to be instrumental in creation of the urban heat 
island effect [2]. The heat excess has lots of practical consequences, which may influence 
everyday life.  

Weather has a significant impact on different sectors of the economy. One of the most 
sensitive is the electricity market, because power demand is linked to several weather 
variables, mainly to the air temperature. 

It has been well documented that weather-related factors play an important role in 
affecting electricity consumption. For many years, utility companies and the electric power 
industry have been interested in the relation between energy consumption and climate, and 
have developed empirical weather normalization algorithms aimed at improving load 
forecasting subject to variations in regional climate [3]. Most of the research have been 
carried out by investigating the effect of increased air temperature in urban areas on energy 
demand of buildings [4, 5, 6]. 

Several researchers have published estimates of climatic influences on energy 
consumption. Many of the publications in this area, however, focus on energy consumption at 
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the level of the individual residential or commercial buildings under idealized conditions. For 
example, [7] estimated the effects of climatic change on several prototype commercial 
buildings in various US cities. [8] conducted a similar climate sensitivity study using the 
DoE-2 building energy simulation code to simulate both residential and commercial 
buildings. Both authors found a significant impact of weather variations on the energy 
consumption of individual buildings. 

There are limited studies done at regional scale level. One of such is the work of [9] that 
investigated the role of climate parameters in affecting the peak demand in Israel. The 
significance of the study was noted as it analyses peak energy consumption and was able to 
estimate possible implication for future generation capacity requirements and its significant 
national policy implications as its spatial domain was an entire country. [10] In 2001 analyzes 
the relationship between electricity load and daily air temperature in Spain, using a 
population-weighted temperature index and part of their results having isolated weather 
influence on electricity loads from socioeconomic factors, revealed that the sensitivity of 
electricity load to daily air temperature has increased along time, in a higher degree for 
summer than for winter. [11] In his work on Asheville, North Carolina showed that site 
specific energy and heating oil consumption for individual residences show a very high 
correlation with their National Weather Services data when transformed into heating degree 
days. In the United States, for example, degree day indicators are widely used in weather 
derivatives, energy trading, and weather risk management. 

However, much of these research and related issues have been investigated in the mid-
latitudes but the knowledge gap is yet to be filled in the tropics, Nigeria in particular. Few 
works have been done which were focused on characteristics of the heat island intensities and 
humidity properties [12, 13, 14, 15, 16]. This work is a pioneering research in the country 
trying to relate the urban heat island and its associated degree day parameters to energy 
demand. There are quite some limitations in directly relating energy load in terms of its 
distribution and consumption to the urban heat island in the country as data required for this 
kind of inspection are not available. Hence, is difficult to furnish us with needed information. 
However, we tried to assess the diurnal and seasonal magnitude of the heat island intensity 
and the degree day concept to establish the possible period of higher energy demands in the 
city. 

2. DATA AND METHODS 

Urban rural air temperatures were measured with portable Lascar EL-USB-2 
temperature/humidity data loggers. The device has an accuracy of +/- 0.5 0C.  The loggers 
were programmed to sample at 5 minute intervals, sheltered with radiation shields and 
mounted on a lamp post above head height (3 m) in the city centre classified as Built climate 
zone 5 (BCZ 5), and on a mast at same height in the local Airport located about 15 km east on 
the outskirt of the city, classified as Agricultural climate zone 3 (ACZ 3). The location of the 
ACZ 3 station (Observatory of the Nigerian Meteorological Agency) is nearly free from urban 
modifying effects and situated at a distance of about 15 km east to the city centre. Two sites 
considered for this work were carefully selected and appropriated based on the latest urban 
rural classification scheme presented by [17].  

The urban heat island is the difference between the UHI = TUrban – TRural, where T is 
air temperature, urban represents the city centre (BCZ 5) and the rural represents the local 
airport (ACZ 3). Cooling degree days or heating degree days are values complied daily to 
assess how much energy may be needed to cool or heat buildings. In determining the cooling 
degree days CDD, average temperature value is calculated for a given day. If it is greater than 
the standard base, the standard base value is subtracted from calculated average temperature 
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to yield the CDD. This is compiled for daily and totaled for entire month. The CDD are 
calculated by the following formula; CDD = Σ (ti - T) where T is the required room air 
temperature (25°C). 

The rationale behind this technique is that whenever average temperature drops or 
exceeds the comfort range, some heating / cooling will be required, the requirement for 
heating increases with decreasing temperature and vice versa. The Cooling degree-day is a 
more exact measure for the comparison of the cooling energy consumption 

The number of cooling days (CD) can be defined as the number of days that daily mean 
temperature (ti) is above or equals a critical value of 270C.  

3. RESULTS AND DISCUSSION 

3.1 Urban Heat Island 

The urban heat island has been established to occur in Akure. The heat island intensity 
was generally noted to be weak during the day in all the season but with varying disparities in 
the strength of its weakness as shown in Fig. 1. The strength is observed to be seasonally 
dependent, but there could be likely influence of year to year variation of weather parameters 
noting that the data set span from 2008 to 2009 and individual year has its own peculiarity. 
However, it has been established and shown in this result that the urban heat island exists 
virtually in every time of the day. Our result also agrees with previous research works that the 
highest UHI intensity occurs at night between 1800 to 2200 hours. The magnitude of the heat 
island is also observed to be higher in the dry months (harmattan) having its peak in the 
month of January. Result agrees with [14] that reported urban cool island (UCI) at 1500 in 
October/November and higher UHI values in January/February in Akure. 

 

 
 

Fig. 1. Diurnal variation of mean monthly urban – rural differences of air temperature 
 

Heat Island has increased the number of cooling days (CD) and cooling degree days 
(CDD), this will however increases the duration of periods that requires cooling and as a 
result, increase the quantity of energy demand for cooling and consumption rate in the city 
compared to that of the compared rural environment. For human comfort, there is a need of 
space cooling below a critical temperature level. The more extreme the condition, the more 
energy is consumed. 
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3.2 Cooling Days (CDs) 

The comparison of the monthly means of urban and rural cooling days (CDs) show that 
the cooling season begins in November and lasts till June. This is observed to be predominant 
in both experimental sites except for the months of July and August in both sites and 
extending to September in the case of the rural site (airport). Monthly means of cooling days 
in the urban area exceed those of the rural area and the differences are between 4 and 21 days 
in September and January respectively as it seen in Fig. 2. Consequently, the cooling season 
in the rural station is more than 15 weeks shorter than experienced in the urban area (city). 
The month of March is noted to have the highest peak of days that requires cooling in both the 
urban and rural site. The least is recorded between July and September during the summer 
monsoon.   

 

Fig. 2. Seasonal variation of the cooling days (CDs) in the two sites (urban and rural) 

3.3 Cooling Degree Days (CDDs) 

Fig. 3 shows the monthly mean numbers of the urban (CDDu) and rural cooling degree 
days (CDDr). The cooling degree day is clear measure for the comparison of the cooling 
energy consumption. The cooling season which has two epochs is characterized by significant 
cooling demand, the first which exists for a very short period in November and the other 
epoch which begins in February and lasts till May. These period have peculiarities as they are 
transitional months, November is the transitional month into harmattan period and February 
to April are transitional months to the period of summer monsoon The highest cooling 
demand is observed to peak in March at both sites. The most significant difference appears in 
January (about 640C higher in the urban than the rural site). Consequently, the effect of the 
city on the cooling energy demand is stronger than in other period of the cooling season. The 
months of July, August and September are noticed to exhibit totally different peculiarities as 
the three months in the both cases were absolutely typical of space heating demand rather 
than cooling.  In this period, the summer monsoon has fully developed, resulting in reduced 
cooling demand due to cooling effect of monsoon winds. 
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Fig. 3. Seasonal variation of the cooling degree days (CDDs) in the two sites  
(urban and rural) 

3.4 Cooling Degree Hours (CDHrs) 

Table 1. Cooling degree hours (CHr) and the time cooling demand begins at both urban (city) 
and the rural (airport) stations 

    

 

 

 

 

 

 

 

 

The cooling degree hours calculated for the period of study (October 2008 to November 
2009) is presented in Table 1 shown above. A one – hour time lag in cooling demand between 
the urban and rural site was observed, except in February and March.. In these months, the 
city site exhibits comfortable range of temperature that demand for neither cooling nor 
heating. It is interesting to see that heating demand also exists virtually in every early hour at 
both sites with the exemption of February and March in the city. However, the early hours 
heating demand was noticed to be more intense in the rural site from October through January 
with the highest record in January.   

CDHr City CDHr Airport Months 
Hrs Deg Cooling Demand 

Begins at 
Hrs Deg Cooling Demand 

Begins at 
Oct. 11 46 9am 10 38 10am 
Nov. 13 54 9am 11 55 9am 
Dec. 14 64 9am 11 52 10am 
Jan. 14 68 9am 10 48 10am 
Feb. 15 77 - 12 59 9am 
Mar. 20 87 - 13 66 9am 
Apr. 15 71 9am 12 50 10am 
May 14 56 8am 11 39 9am 
Jun. 12 42 9am 9 27 10am 
Jul. 9 22 10am 7 13 11am 

Aug. 8 17 11am 6 10 12noon 
Sept. 10 30 10am 7 16 11am 
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Fig. 4. Typical diurnal variation of the cooling degree hour (CDHr) and the heat island 
intensity (UHI) 

Considering the relationship between the UHI and cooling degree hour as shown in Fig 
4, on a general note, cooling demand is higher at the city than the rural site. Both the city and 
the rural sites cooling degree hour increases rapidly after the sunrise and gradually decreases 
after sunset. The degree of the demand is observed to increase diurnally relative to the air 
temperature pattern with its peak around 1600hrs.   

The magnitude of the heat island is directly related to the degree of the hourly cooling 
demand. The magnitude of the urban heat island is lower during the day when there is little 
difference in the cooling demand between both urban and rural sites. The UHI magnitude it is 
noted to be higher in the early morning and late evening when the cooling demands 
differences are large.  

4. CONCLUSION 

This study examined the impact of urban heat islands (UHI) on the energy consumption 
and demand for space cooling and space heating comparing an urban and a rural site in Akure. 
Results have revealed interesting findings and supports previous research on impact of UHI 
on energy demand and consumption.  

The UHI has been found to occur throughout the day and night except for a few hours 
after noon in November and December where a cool Island is observed. The heat island 
intensity is also noted to be generally weak during the day in all the season but with varying 
disparities. However, the highest UHI intensity occurs at night between 1800 to 2200 hours 
and the intensity is also higher in the dry than the wet seasons.  

Cooling days in the urban area have been confirmed to exceed those of the rural area. The 
cooling degree day has also established that the effect of the city on the cooling energy 
demand is stronger than the rural site in every period of the cooling season. 

The result also showed that the total energy consumption will increased due to the effects 
of UHI and that there is increase in the space-cooling but there is little existence of space 
heating in the city between July and August. The demand for cooling will definitely add 
pressure to the electricity grid during peak periods of demand. There is need to introduce 
mitigation measures of UHI that will not induce increase energy consumption. Part of the 
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measures may include ensuring urban greening. This research is ongoing and part of our 
future researches focus on the roles of urban greening in mitigating urban heat island.  
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ABSTRACT  

This paper mainly presents the probabilistic analysis of extreme precipitation. In addition, the 
uncertainty and sensitivity analysis is performed for probability estimate of extreme precipitation. 
Considering various extreme events, such as an excess rainfall, extreme wind, hail and forest fire, 
different classification scales are introduced. Since precipitation is one of the most frequent and 
dangerous nature phenomena the analysis was focused mainly on extreme precipitation and 
consequence of it. 

The phenomena considered can do enormous damage not only to the hydro power plants, but also to 
others, non water related constructions as well. In order to be ready to estimate the influence of 
extreme precipitation on the safety of hydro power plant, the probabilistic analysis of the event 
occurrence has been performed: statistical data have been assembled and analyzed, probabilistic 
model has been built as well as modelling data uncertainty and sensitivity has been analyzed. 

The probabilistic assessment is based on mathematical model, which was applied taking into account 
statistical data (each year extremes) from 1962 up to 2007. The historical data on extreme 
precipitation in Lithuanian territory were summarized according to the data of Lithuanian 
Hydrometeorological Service. For probability estimate of extreme precipitation occurrence the 
Gumbel distribution law was used. It is needed in order to evaluate the uncertainty of this estimate. 
Due to possible variation of probability estimate, the uncertainty and sensitivity analysis is used. They 
are deeply related to each other, since the aim of sensitivity analysis is to estimate the rate of change 
in the result of a model with respect to changes in model parameters and the task of uncertainty 
analysis is to estimate the distribution of considered result with respect to uncertain parameters. Such 
knowledge is important in order to apply the model accurately, determine parameters for which it is 
important to have more accurate values, and understand the behaviour of the phenomena being 
modelled. 

The approach suggested for uncertainty and sensitivity analysis, and illustrated in this paper by an 
application of Software System for Uncertainty and Sensitivity Analyses, is based on well-established 
concepts and tools from probability calculus and statistics. This approach is also related to the so-
called best estimate calculation along with the analysis of uncertainty. 

Keywords: precipitation, probabilistic assessment, uncertainty analysis 

1. INTRODUCTION 

There is a growing public interest in the climate change and climate analysis. Detailed 
knowledge of natural phenomena is needed not only to extract maximum benefit from human 
activities but also to protect against the risk of these events. Extreme events are hazardous to 
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the fact that they occur suddenly, unexpectedly and there is no time to prepare for them. Such 
events pose a significant risk to human life, health, property, agriculture and the environment 
and therefore may not be able to avoid them.  

The main purpose of this work is to analyse the extreme events in Lithuania of which 
one of the most important and dangerous – extreme precipitation (rainfall). This natural 
element is selected because of the high occurrence frequency in Lithuania. Moreover, extreme 
precipitation can do enormous damage in a very short period of time. 

80 percent of all naturally occurring extreme events are caused by weather events in 
Lithuania. Rain is the most common meteorological phenomenon that can cause extreme 
events (Fig. 1).  

 
Fig. 1. Number of natural weather phenomena in Lithuania from 1961 up to 2005 [11] 

 
In general extreme events are events that exceed the criteria set. Strong rainfall occurs 

when rainfalls exceeds 30 mm and if rainfalls exceeds 50 mm in shorter time period than 12 
hours then it is called an elemental meteorological phenomena which can cause large-scale 
disasters. If rainfalls exceeds 80 mm level in less than 12 hours then phenomena is called 
catastrophic [12]. 

The probabilistic assessment is based on mathematical model which was applied taking 
into account statistical data (each year extremes) from 1962 up to 2007 [9, 10]. Frequency of 
event of Lithuanian extreme precipitation (daily, instantaneous, annual etc.) is used in the 
probability assessment of precipitation amount (rainfall). For probability estimate and return 
period of extreme precipitation occurrence the Gumbel distribution law was used.  

Due to possible variation of probability estimate, the uncertainty and sensitivity analysis 
is used [2, 6]. They are deeply related to each other, since the aim of sensitivity analysis is to 
estimate the rate of change in the result of a model with respect to changes in model 
parameters and the task of uncertainty analysis is to estimate the distribution of considered 
result with respect to uncertain parameters.  

2. METHODS OF PROBABILISTIC ASSESSMENT AND UNCERTAINTY 
ANALYSIS 

2.1. Annual Rainfall Series Model 

Although a high rainfall occur at varying intervals of time, it facilitates the analysis to 
study precipitation events within constant intervals of time, usually one year. Let the random 
variable Xi denote the maximum instantaneous rainfall in a year i, i = 1, 2, ..., N, at a gauging-
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station. These Xi values are an annual maximum series. In practise, an observed sequence xi, 
I = 1, 2, ..., N is used to make probabilistic estimates of rainfall. Quite often the annual 
maxima are taken from discrete daily mean rainfalls. 

In statistical rainfall studies, a particular important concept is that of the return period T. 
This is associated with a fixed magnitude of rainfall called the T-year rainfall and is in fact the 
average time interval between exceedance of that magnitude [7]. Often return periods are 
evaluated using applied extreme values probabilities to the given annual maxima. 

The study of extreme hydrologic event involves the selection of a sequence of the 
largest observations from sets of data. Hence the annual maximum rainfalls have to be 
analysed and the probabilities of significant magnitude rainfall events have to be evaluated. 
Since these observations are located in the extreme tail of the probability distribution of all 
observations from which they are drawn, so their probability distribution is different from that 
of the parent (non extreme) population. In this study several types of distribution of extreme 
values were considered, and it appeared that in this case for extreme rainfall analysis the best 
fits Gumbel Extreme Value distribution [7, 8]. 

2.2. Extreme Value distribution 

Because the Extreme Value type I distribution was extensively developed and applied to 
precipitation events by Gumbel [3, 4], it is often referred to as the Gumbel distribution. The 
Gumbel probability distribution function is 
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If we substitute the value y of a reduced random value Y, where y = (x )/ , than the 
basic form of the Gumbel distribution becomes: 
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Let’s define a return period. If the values Yi are serially independent, the probability that 
the time interval T between exceedance of a precipitation magnitude y equals n is given by 
[7]: 
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The next assumption, that values Yi are identically distributed and the properties of 
geometric distribution let determine the expected value E(T), when variable n can take any 
value from 1 to infinity [7]: 
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The return period T is commonly written instead of E(T) above. 
In order to estimate extreme values, which have particular return period, it is necessary 

to have the relationship between Gumbel variables and return period. From equation (2) and 
from definitions about return period above we can write: 
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Hence, 
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From Maclaren’s theorem the approximations   
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may be used in place of equation (6) for T >10 years if errors (of T estimate) up to 0.5% und 
2.5% respectively can be tolerated; the second approximation is sufficient for all practical 
purposes when T >25 years. 

2.3. Uncertainty and sensitivity analysis methodology 

Uncertainty analysis is an attempt to quantify the degree of confidence that an analyst 
has in the existing data and models, based on whatever information is currently available. 
Estimates of risk and reliability models are becoming central to decisions about many 
engineering systems. However, in many important cases we do not have enough data. Rare 
events are a prime example. When data is scarce or physical understanding is limited, it is 
important to estimate the uncertainty as quantitative measure, e.g. probability. In order to 
estimate the uncertainty as probability there is possible to treat model parameters as random 
variables or as the parameters of the probability distributions of the random variables [1].  

In the present research the most important and having the biggest uncertainty is real 
time precipitation model. This section presents uncertainty and sensitivity analysis 
methodology, performed for precipitation forecast model results and parameters. 

Let’s note that the considered model general expression [6] is  

),...,,( 21 NxxxFy = , 

where  model parameters; N – number of model parameters;  – modelling result, 
 – function relating model parameters and model result. Modelling result  is not 

necessary one value, in general case, also in this model y is a vector of the results. 
The scheme of the link between model parameters uncertainty and modelling results 

uncertainty is presented in Fig. 2 [6]. 

 
Fig. 2. Link between uncertainty of model parameters and uncertainty of modelling results 

 
The uncertainty analysis of results was performed using the popular software SUSA [5] 

(Software System for Uncertainty and Sensitivity Analysis). In order use its standard 
procedures the following steps must be performed [13]: 

1) The determination of potential uncertain model parameters, which are important for 
modelling results. 
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2) The determination of uncertainty limits for each parameter. The distribution shape, 
minimal and maximal parameter values are usually determined from literature, 
experience, engineering judgement or other reasonable sources. 

3) The determination of links between uncertain parameters. It is important to note 
that in presence of correlated parameters, sample generation and post-processing is 
considerably more complicated.  

4) The generation of random samples of considered parameters and simulations. The 
number of generated parameters values is estimated using S.S. Wilks formula. 
Wilks method enables to determine the minimal number n of model simulations 
that the obtained minimal and maximal values would agree with considered level 
and confidence interval limits. I.e. for tolerance interval ( ) estimation, n must 
satisfy the following inequality [14]: 

 
 βααα ≥−−− −1)1(1 nn n  8) 
 
where  – limit parameter;  – confidence level. 

Using this formula the two-sided tolerance interval of (95%, 95%) gives n = 93. 
5) Evaluation of parameter uncertainties using simulation results. The uncertainty of 

the final result is determined by probabilistic distribution, which depends on input 
parameters distribution. The two-sided tolerance interval is commonly used 
(95%,95%), which is interpreted as follows: at least 100% of all model results 
will be contained within the tolerance interval with a probability of at least 0.95. 

It is very efficient for large models to use the same uncertainty analysis sample to 
perform also sensitivity analysis. The sensitivity analysis enables to determine parameters 
which are the major contributors to model result uncertainty. The most commonly used 
sensitivity indexes are correlation coefficients, standardised regression coefficients and others. 

 

3. PROBABILISTIC ASSESSMENT AND UNCERTAINTY ANALYSIS  RESULTS 

3.1. Return period of extreme precipitation 

Because of the probability analysis is related to extreme precipitation the return period 
(see also chapter 2.2) is  

 yee
T −−−
=

1
1 .  (9) 

 
Fig. 3 shows the return period of different rainfalls from 1962 up to 2007. When the 

rainfall peaks are around 50–60 mm the return period is no more than 10 years. When the 
rainfall peaks has reached and exceeded the threshold of 70 mm return period intervals 
becomes wider. This is because of the probability of extreme evens.  

The main disadvantage of graphical analysis is that it is difficult to evaluate the return 
period of different extreme rainfalls x: 50 mm, 80 mm, 100 mm. Fig. 3 shows the return 
period of elemental and catastrophic extreme events of precipitation. Return period of 50 mm 
amount of precipitation is 1 year. This means that the performance 50 millimetres of 
precipitation is once in a year with probability of 9.96·10-1. Return period of catastrophic 
extreme event is 92 years (probability 1.09·10-2).  
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Fig. 3. Link between return period and rainfall. Fig. 4. Probability of extreme rainfall [1/year] 

 
According to the statistics the relationship between rainfall and return period can be 

determined. Forecasting return period estimates they can be based on rainfall values. The 
extreme rainfall peaks and probability for specific return periods are evaluated using Gumbel 
distribution (Table 1). 

Table 1. Estimated rainfalls using Gumbel didtribution for different return periods 
Rainfall, mm 50 80 100 
Probability 9.96·10-1 1.09·10-2 2.69·10-5 
Return period, year  1 92 5 822 

3.2. Probabilistic assessment and uncertainty analysis 

Extreme precipitation isn’t an annual phenomenon in Lithuania, so it is necessary in this 
case to use at least two-year averaged values. 

Since uncertainty analysis is performed in respect of mean (sample 1) and standard 
deviation (sample 2) estimates X  and s, more comprehensive analysis is necessary of these 
two samples: to find distribution of samples and to evaluate main statistical characteristics, 
quintiles. 

Table 2. Investigation of mean and standard deviation estimates distribution. 
Statistics p value Test Mean St.Dev Mean St.Dev 

Kolmogorov-Smirnov D 0.127 0.139 Pr > D >0.150 >0.250 
Cramer-von Mises W-Sq 0.062 0.097 Pr > W-Sq >0.250 0.137 
Anderson-Darling A-Sq 0.470 0.649 Pr > A-Sq 0.232 0.095 

Chi-Square Chi-Sq 2.304 2.826 Pr > Chi-Sq 0.512 0.419 
 

Table 2 shows that the annual rainfall means X  are distributed by normal distribution, 
also gamma and lognormal distributions have similar fit. Gamma distribution has the best fit 
to the annual rainfall standard deviation estimate s. 

The first data sample  mean estimate X  = 61.05 standard deviation  s = 6.17, maximum 
value M = 76.62, minimum value m = 51.97. The second data sample  average estimate 
X  = 11.45, standard deviation  s = 9.65, maximum value M = 49.90, minimum value 
m = 0.49. These data are used to sample rainfall mean and standard deviation values from 
normal and gamma distribution respectively. 
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In further analysis µ and σ values is calculated, although the probability of extreme 
precipitation of different rainfall x:  20, 40, 60,…, 200 mm. Because of full and particular 
uncertainty and sensitivity analysis 200 mm rainfall is used. Consequently, 10 groups of 100 
members are obtained. It follows the probabilistic curves that were evaluated at 100 different 
parameters values. 100 parameters pairs were chosen so that the uncertainty of the results can 
be evaluated with a 0.95 confidence level.  

More obvious results can be seen as maximum, minimum, average and quintiles 
probability curves, which are plotted separately (Fig. 5). 

 

 
Fig. 5. Statistical characteristics of probability estimate of extreme precipitation 

 
Sensitivity analysis may be described by regression and correlation coefficients. Fig. 6 

shows the two model parameters as standardized regression coefficients change according to 
rainfalls x. As long as rainfall is about 40 mm, the model results are more influenced by the 
average, but about 80 mm in the limit situation changed and the standard deviation of 
standardized regression coefficient is increased, the average impact is substantially reduced 
and close to zero. 

 

 
Fig. 6. Variation of standardized regression coefficient 

 
One of the most important factors is the coefficient of determination R2. This coefficient 

shows what proportion of results dispersion can be explained by linear regression. 
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Fig. 7. Variation of coefficient of determination R2 

 
Fig. 7 presents the change of coefficient of determination R2 at different rainfalls x. 

Regression model is able to explain over 50 percent of a probabilistic model uncertainties 
when rainfall x is less than 200 mm. However, when rainfall exceeds 200 mm level, 
uncertainty and sensitivity analysis results can be unreliable. This is because of the high 
dispersion of parameters and lack of information about these events. 

4. CONCLUSIONS 

1. The probabilistic assessment is based on mathematical model, which was applied taking 
into account statistical data (each year extremes) from 1962 up to 2007. According to 
the statistics the relationship between rainfall and return period can be determined that  
return period of 50 mm rainfall is 1 year and 80 mm rainfall’s return period is 92 years. 

2. Assess the likelihood of extreme precipitation Gumbel model was chosen which allowed 
to evaluate the probability of different rainfalls: 50 mm rainfall (natural phenomenon)  
exceedance probability is 9.96·10-1 and 80 mm rainfall (catastrophic events)  exceedance 
probability is 1.09·10-2. 

3. According to model uncertainty and sensitivity analysis it was found that the most 
sensitive parameter is mean of rainfall, when non-catastrophic rainfalls are considered, 
while standard deviation is the most sensitive when extreme rainfall values are 
considered. 
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ABSTRACT 

The aim of the present study was to assess nitrogen dioxide concentration in Kaunas city and examine 
its relation with meteorological conditions. We used a passive sampling method and triethanolamine 
as an absorbent. Sampling was carried out in 62 points of Kaunas city, 4 times per year during 2008 
year period. According to measured concentration average, seasonal and annual concentration in 
Kaunas districts and in the whole city were  calculated. The study results showed that mean NO2 
concentration in Kaunas city was 18.0 µg/m3. The highest mean seasonal concentration was found 
during spring (33.1 µg/m3) and the lowest – during summer (11.1 µg/m3). The highest NO2 
concentration was in Centras (32.8 µg/m3), the lowest in Panemune (9.7 µg/m3). 

Using Arc GIS software, map of nitrogen dioxide pollution dispersion in Kaunas city was plotted 
(according annual mean of nitrogen dioxide concentration). There were classified five areas, 
according to  the threshold value concentration (TV = 40.0 µg/m3). 

We found a negative correlation between nitrogen dioxide concentration and precipitation (r = -0.364, 
p = 0.006). Correlation between nitrogen dioxide concentration wind speed (r= -0.526, p= 0.474) and 
temperature (r= -0.229, p= 0.770) was non significant. 

Keywords: air pollution, nitrogen dioxide, seasonal variation, meteorological conditions, correlation 

1. INTRODUCTION 

The air quality in urban area becomes worse year by year due to the release of 
pollutants from industrial plants and heavy vehicle traffic and constitutes a serious hazard to 
human and animals’ health, damages vegetation, soils, and deteriorates materials, and 
generally affects not only the large metropolitan areas but also the medium-sized urban areas. 
Therefore, it is of great importance to monitor and control such dangerous emissions [1, 2]. 

The primary pollutants from transportation sources are hydrocarbons (HC), nitric oxide 
(NO), carbon monoxide (CO), and fine particulate matter (PM2.5). Once released, NO will 
readily oxidize to form NO2 and will also react with some HCs to create ground-level ozone 
(O3). Typically, NO + NO2 are collectively called oxides of nitrogen or NOx [3]. 

Nitrogen dioxide (NO2), a well-known traffic-related pollutant, is currently the biggest 
single cause of air quality problems in urban areas [4]. However, nitrogen dioxide is far more 
harmful with regard to toxicity than nitrogen oxide and it is a good predictor for traffic 
exposure [5, 6]. 

Nitrogen dioxide pollution is higher along busy roads compared to background 
locations. Air pollution in city centers and districts near highways is related to traffic density 
of the highway, distance of the measuring site to the highway [7, 8, 9]. 

Studies show also that meteorological conditions (wind speed, temperature, relative 
humidity, precipitation) can influence air pollution level. High speed of wind is responsible 
for the effective ventilation of the air basin, under specific conditions (no thermal inversion) 
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[10, 11, 12]. Whereas strong temperature inversion is seen to be associated with a high 
concentrations of pollutants [13].  

The aim of the present study was to assess nitrogen dioxide concentration in Kaunas 
city and examine its relation with meteorological conditions. 

2. MEASUREMENTS METHODS 

For determination of nitrogen dioxide concentration we used a passive sampling method 
and triethanolamine as an absorbent. The passive sampler has an internal diameter of 25 mm 
and a depth of 10 mm (Fig. 1). A disc of Whatman 1Chr filter paper impregnated with 
triethanolamine aqueous solution is used as the collecting element. The inside of the passive 
sampler is protected against wind and dust deposition by a wind screen made of a 
polypropylene fibre material. After sampling, the content of nitrite ions is determined 
spectrophotometrically following reaction with Saltzman reagent [14, 15]. 

Nitrogen dioxide measurements were carried out in 62 points of Kaunas city (Fig. 2) 4 
times per year (in different seasons) during 2008 year period. We used mean of 1 week (7 
days average) measurements of nitrogen dioxide concentration to characterize seasonal and 
annual mean of nitrogen dioxide in Kaunas districts and whole city.  

 

 
Fig. 1. Passive sampler for determination of nitrogen dioxide concentration 

 

Meteorological data (wind speed, temperature and precipitation) for the whole Kaunas 
city were obtained from air quality monitoring site [16]. 

Using Arc GIS software, annual map of nitrogen dioxide dispersion in Kaunas was 
plotted. There were classified five areas, according the threshold value (TV = 40 µg/m3).  

To assess relation with meteorological conditions, correlation coefficients between 
nitrogen dioxide concentration and meteorological variables were calculated.  
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Fig. 2. Nitrogen dioxide concentration measurements points in Kaunas city 

3. ESULTS AND DISCUSSION 

The annual mean nitrogen dioxide concentration was 18.0 µg/m3 for the study period. 
Highest seasonal nitrogen dioxide concentration was in spring 33.1 µg/m3, lowest in summer 
11.1 µg/m3 (Fig. 3). In autumn it was 15.7 µg/m3, in winter 11.9 µg/m3 
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Fig. 3. Seasonal nitrogen dioxide concentration in Kaunas 2008 

 

Fig. 4 presents variation of nitrogen dioxide concentration in districts of Kaunas city in 
winter season. Nitrogen dioxide concentration ranged from 19.5 µg/m3  to 8.9 µg/m3. 
Maximum concentration was in Centras district, minimum in – Panemunė. In other districts it 
ranged from 16.9 µg/m3 to 9.4 µg/m3.  
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Fig. 4. Nitrogen dioxide concentration  in districts of  Kaunas city in winter season 

 

Distribution of concentration of nitrogen dioxide in districts of Kaunas city in spring 
season presented in Fig. 5. In spring season was found highest seasonal concentration of 
nitrogen dioxide during year. It ranged from 69.9 µg/m3 in Centras district to 12.3 µg/m3 in 
Sargėnai district. Nitrogen dioxide concentration in Centras was on average 5 times higher 
than in Sargėnai district. In districts which are in central part of the city concentration of 
nitrogen dioxide was higher than background areas [17]. In this districts there are more busy 
roads and more buildings. In other districts it ranged from 33,9 µg/m3 (Kalniečiai) to 
14.7 µg/m3 (Šančiai). 
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Fig. 5. Nitrogen dioxide concentration  in districts of  Kaunas city in spring season 

 
Variation of nitrogen dioxide concentration (in Kaunas districts) in summer season 

presented in Fig. 6. Highest nitrogen dioxide concentration was found in Centras district 
(20.2 µg/m3), lowest in – Panemunė (5.5 µg/m3). In summer season it was determined lowest 
nitrogen dioxide concentration during study period. It might be associated with high amount 
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of precipitation in that summer and lower traffic densities. Similar results has been presented 
by other authors [18]. 
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Fig. 6. Nitrogen dioxide concentration  in districts of  Kaunas city in summer season 
 
In autumn season highest nitrogen dioxide was again in Centras district (21.4 µg/m3), 

lowest in  Panemunė district (8.9 µg/m3, Fig. 7). 
Annual mean of nitrogen dioxide concentration is presented in figure 8. From the figure 

we can see, that maximum annual nitrogen dioxide concentration was in Centras district 
(32.8 µg/m3) and minimum in Panemunė district (9.7 µg/m3). It is obvious that variation of 
nitrogen dioxide concentration is similar to that of other seasons. 
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Fig. 7. Nitrogen dioxide concentration  in districts of Kaunas city in autumn  season 
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Fig. 8. Annual mean of nitrogen dioxide concentration  in districts of  Kaunas city 
 

Using Arc GIS software map of nitrogen dioxide dispersion in Kaunas city was plotted 
(Fig. 9). There were classified five areas of nitrogen dioxide pollution. 

 
TV – treshold value (for nitrogen dioxide it is 40 µg/m3) 

Fig. 9. Dispersion of nitrogen dioxide pollution in Kaunas in 2008 

 

Low area of nitrogen dioxide exposure have covered districts which are located in the 
periphery of the city (Fig. 9). The high and very high areas of nitrogen dioxide exposure have 
covered central or near to centre districts of Kaunas city (Centras, Aleksotas, Dainava, 
Kalniečiai, Šilianiai). It is caused by intensive traffic and unfavorable geographical position. 
Similar results were obtained from Costabile et al. [19] and Jo, Park [20]. Highest 
concentration of nitrogen dioxide were measured at high-traffic streets, followed by industrial 
and downtown locations. 

< 0.2 TV 
(0.21 – 0.4) TV 
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To assess relation with meteorological conditions, we calculated the correlation 
coefficients between nitrogen dioxide concentration and wind speed, temperature and 
precipitation. Table 1 presented meteorological conditions during measurement period. 

 
Table 1. Meteorological conditions during measurement period 

Season Wind speed, ms-1 Temperature,  0C Precipitation, mm 
winter 0.4 -3.6 28.5 
spring 1.6 8.3 25.4 

summer 0.6 18.2 44.6 
autumn 0.6 10.0 52.7 
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Fig. 10. Correlation between nitrogen dioxide concentration and precipitation 

 
We found negative correlation between nitrogen dioxide concentration and precipitation 

(r= -0.364, p= 0.006) (Fig. 10). Negative correlation implies that lower nitrogen dioxide 
concentration coincide with higher precipitation. Correlation between nitrogen dioxide 
concentration, wind speed (r= -0.526, p= 0.474) and temperature (r= -0.229, p= 0.770) was 
non significant. These results revealed that low nitrogen dioxide concentration is more 
associated with precipitation [21]. 

4. CONCLUSIONS 

1. Average nitrogen dioxide concentration in Kaunas city 2008, was 18.0 µg/m3.  
2. Lowest seasonal nitrogen dioxide concentration was in summer 11,1 µg/m3, highest in 

spring 33,1 µg/m3. 
3. Nitrogen dioxide dispersion in Kaunas city area is uneven. Nitrogen dioxide pollution is 

higher along busy roads compared to the city premises. The highest annual nitrogen 
dioxide concentration was in Centras (32.8 µg/m3), - the lowest in Panemunė 
(9.7 µg/m3). 

4. We found negative correlation between nitrogen dioxide concentration and precipitation 
(r =  -0.364, p = 0,006).  

5. Nitrogen dioxide concentration can serve as an indicator of air pollution. 
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ABSTRACT 

To detect temperature spells over Lagos, this study used high quality set of National Centre for 
Environmental predictions – National Centre for Atmospheric Research (NCEP – NCAR) reanalysis 
daily temperature data spanning a period of 60 years beginning from 1948. A robust method of 
detection using a more stringent criterion was employed. The results revealed increasing warmer 
months of January – April attributable to rising annual temperature over the station. There are no 
warm spells observed in the months of May – August and September - December, rainy and ending of 
rainy seasons respectively, but there are reductions in number of cold spells days in these periods. 
However, frequency of normal adaptable temperatures increased within the periods. It means therefore 
that while the warm spells in the beginning of rainy season may cause stress, fatigue and increase 
attack of certain diseases such as malaria, rainy and ending of rainy seasons’ warming without spells 
are being ‘modified’ to produce habitable and adaptable temperatures. We observe that with the 
current rate of warming these latter periods may experience warm spells in future. 
 
Keywords: Temperature spells, harmonics, global warming 

1. INTRODUCTION 

 The impact of global warming to aspects of human life in areas of agricultural failure, 
hydrology and water resources problems, possible flood as result of sea level rise, forest 
degradation and other has been speculated. For example, in the Sahelian region of Africa, 
warmer and drier conditions have led to a reduced length of growing season with detrimental 
effects on crops. In southern Africa, longer dry seasons and more uncertain rainfall are 
prompting adaptation measures [1]. 
 Based on IPCC model predicted global temperature increase; an increase of 4.2 oC is 
anticipated by the year 2100. Corresponding sea level rise is 66 cm. Titus et al in OECD, 
(Organisation for Economic Co-operation and Development, [2]) summarises the damage as 
follows: “A rise in sea level would inundate wetlands and lowlands, accelerate coastal 
erosion, exacerbate coastal flooding, threaten coastal structures, raise water table, and increase 
the salinity of rivers, bays and aquifers”. A one-meter rise in sea level would generally cause 
beaches to erode 50–100 meters from the Northeast to Maryland; 200 meters along the 
Carolinas; 100–1000 meters along the Florida coast and 200–400 meters along the California 
coast…” Lekki beech and some parts of Victoria Island in Lagos in Nigeria may not be 
spared.  [3] notes: “in flat deltaic areas, 1 meter rise would cause shores to retreat several 
kilometres, displacing populations. The most vulnerable deltas include the Nile in Egypt; the 
Ganges in Bangladesh; the Yangtze and Hwang Ho in China; the Mekong in Vietnam; the 
Irrawaddy in Burma; the Indus in Pakistan; the Niger in Nigeria; the panama, Magdalena, 
Orinoco and Amazon in South America; the Mississippi in the United states; and Po in Italy”. 
This rise in sea level is directly related to the melting of ice in the polar region as a result of 
increased global temperature. 
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 One aspect that is not often mentioned is how the climate change will affect the local 
people life quality on daily, seasonal or annual basis. This perhaps is due partly to inadequate 
representation of local effects in the existing climate change forecasting models, or lack of 
sufficient knowledge of social aspect of climate change as related to local population. In some 
parts of the world, rising air temperature may lead to temperature extremes or spells 
(temperature spell is defined later in methodology) which could greatly impact the local 
population. Temperature spells may cause outbreak of some diseases leading to increased 
hospitalisation and increased government spending. Temperature spell may increase 
mosquitoes breeding and more people requiring drugs and hospitalisation due to malaria 
attacks as the case of highland Kakamiya, Kenya [4]. Outbreak of other diseases such as 
pneumonia, measles, cerebra spinal meningitis (CSM) may be triggered or exacerbated by 
temperature extremes.  
 In this study, the aim is to detect temperature spells comparatively to increasing 
temperature over Lagos. We also intend to assess the decadal variability of the spells. It is a 
well known fact that cold spell conditions (by West Africa standards) has consequent human 
discomfort, manifested mostly by cracked (and bloody) lips and also an itching skin due to the 
low temperature and the very dry air [5]. Warm spells are known to cause discomfort in terms 
of profuse perspiration and high demand for cooling. The cooling requires using air 
conditioners in homes and offices; this has great demand on electricity consumption. How 
these phenomena of cold and warm spells are affected in the face of increasing temperature 
over Lagos forms the thrust of this paper. 

2. DATA AND METHODOLOGY 

 Mean daily temperature values over Lagos (Lat 6.5oN, Lon 3.3oE) were obtained from 
National Centre for Environmental predictions – National Centre for Atmospheric Research 
(NCEP – NCAR) reanalysis data [6] between 1948 and 2007. The data are from archive of 
improved global resolution of 2.5o latitude by 2.5o longitude. Temperature anomalies have 
been computed by subtracting from daily temperatures the value of the corresponding day in 
the mean annual wave, which is estimated as the sum of the first two harmonics to the series 
of mean daily temperatures. Such harmonics which correspond to an annual and semi annual 
cycle, explain about 97% of the series variance. Temperature anomaly is classified as ‘spell’ 
if its value is located in the third quartile of the corresponding anomaly distribution for 
months under consideration. The value of the third quartile (75%) is used to obtain a more 
robust value for extreme spell detection, since only 25% of the location’s spell exceeds that 
value. This criterion, according to [7] is more appropriate than sometimes using standard 
deviations because the third quartile indicates a probability value, which is not available from 
the standard deviation since the distributions are highly asymmetrical. Thus, we sub – divide 
the period considered into six decades starting with 1948/57 and so on for easy comparison. 

3. RESULTS AND DISCUSSION 

3.1 Observed temperature trend 

 The trend of annual temperature over Lagos is shown in Fig. 1; there have been 
systematic increase in temperature from the last six decades and a warming rate of about 
0.03 oK per year is evident. When the warming rate is sustained for sixty years, the result is 
within the range of 1.5–4.5 oK globally projected increase in temperature [8]. Although this 
value is considerably in the lower range of the projected increase, nevertheless there is 
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consistent increase in temperature and no sign of downward trend. The increase observed in 
daily temperature trend over Lagos is not unconnected with warming due to anthropogenic 
influences. It is important to note here that the Lagos city is the commercial hub of Nigeria 
characterized by increasing industrial emissions and heavy traffic volume. The release of 
greenhouse gases from industries and traffic has the potential to increase temperature over the 
city. Besides the industrial influences, there is warming on global scale which acts to 
reinforce the local warming. 
 

Linear equation
Y = 0.0297x + 297.36
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Fig. 1. Observed annual temperature trend over Lagos, Nigeria 

 

3.2 Decadal mean temperature 

 Basically in Nigeria, and indeed in West Africa, two prominent seasons are known, and 
they are the dry season between December of previous year and March / April of following 
year, and wet season between April and October / November. However, the span of the 
seasons shrinks as we progress from the rainforest south through savannah to sahelian zones 
of the northern Nigeria. For the purpose of this study, a year has been demarcated into 
beginning of rainy season (January – April), rainy season (May – August) and ending of rainy 
season (September – December). 
 Mean decadal temperature shown in Fig. 2 reveals that temperature dropped in second 
decade during the beginning of rainy season but picked in the third decade. The increasing 
trend continued up to the sixth decade and there is yet no sign of downward trend. 
Meanwhile, both the rainy and ending of rainy seasons have experienced increasing mean 
temperature, the trends of both the rainy and ending of rainy seasons were not so severe 
compared to the beginning of rainy season’s trend as deduced from the steeper slope of the 
latter’s trend line. An increasing trend of about 0.5 oK per decade was detected for the months 
in the beginning of rainy season compared to about 0.2 oK for months in both rainy and end of 
rainy seasons. Comparison between the first and sixth decades only shows that there have 
been about 0.65%, 0.35% and 0.27% increase over the first decade in the mean decadal 
temperature for the beginning, rainy and end of rainy seasons respectively.  
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Fig. 2. Mean decadal temperature for beginning of rainy season, rainy season and ending of 

rainy season 

3.3 DECADAL TEMPERATURE SPELL  

 The beginning of rainy season is characterized by moisture build up [9] when deep 
convective systems develop. The development of the systems signifies abundance of moisture 
as specific humidity anomaly becomes positive. The moisture build up is usually very deeper 
during the beginning of the rainy season compared to other seasons (see Fig. 3(a)–(f) in 
Omotosho, 2007). According to Clausius Clapeyron equation (Eq 1, which describes the 
relationship between temperature and saturation vapour pressure) written as: 

 ⎥
⎦

⎤
⎢
⎣

⎡
⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
−=

TTR
Lee

ov
os

11.exp. , (1) 

where oe  = 0.611 kPa, oT  = 273 oK are constant parameters and vR  = 461 JK-1 is the gas 
constant for water vapour [10]. We expect a corresponding increase in temperature due to 
moisture increase. Thus, months of the beginning of rainy season (especially March and 
April) are warmer than the rest of the year. Similarly, the months in rainy season are usually 
cold because of the cool /cold wind resulting from precipitation. And finally, months of 
ending of rainy season are usually cold initially due to cool / cold wind from ceasing rainy 
season and later due to incursion of cold harmattan wind. 
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(a)  January – April 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

(b) May – August 

 
 
 
 
 
 
 
 
 
 
 
 
 

(c) September – December 

Fig. 3. Decadal numbers of adaptable temperature and spells 

 Presented in Fig. 3(a) – (c) is number of spells days in each category of seasons. Cold 
spells in the months of January – April were common only in the first and second decades and 
disappeared completely in the rest of the decade. Second decade had the highest number of 
cold spell days of about 120 days thereby reducing the number of days of normal adaptable 
temperatures to record low. 
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 Normal adaptable temperatures reduced considerably henceforth from third decade to 
sixth decade. In contrast to reducing number of days of normal adaptable temperature, warm 
spells increased drastically from third decade to highest value of about 60 days during the 
sixth decade. This is in response to increasing annual temperature over the location. 
Abnormally high temperatures as manifested by the increasing warm spells have tendency to 
exacerbate susceptibility to diseases such as malaria. Warm spells during the beginning of 
rainy season characterized by high humidity will increase human discomfort occurring in 
form of profuse perspiration, stress and fatigue. This is a commonly experienced few weeks 
before the proper onset of the rain. More discomfort is therefore inevitable given the current 
trend of increasing warm spells during these months. 
 May–August has high frequency of cold spells, this is expected as this corresponds to 
period of rainy season. However, the cold spell days have witnessed reduction attributable to 
rising temperature. The consequence of this is that number of days of normal adaptable 
temperatures has increased correspondingly. There are no warm spells detected yet during the 
rainy season. September – December is predominantly harmattan period when the cold often 
dusty winds blow from north east of the country to the station. Decreasing cold spells days is 
again apparent during this period in favour of increasing frequency of normal adaptable 
temperatures without warm spells days. Although, warm spells are visibly absent from 
months of rainy and ending of rainy seasons, projecting at the current rate of warming, it 
appears that emergence of warm spells may be unavoidable in the future. 

4. CONCLUSION 

 Using a more robust criterion, this study has attempted to detect warm and cold 
temperature spells over Lagos, Nigeria between 1948 and 2007. The results have shown that 
rainy season (months of January – April) has witnessed increasing warm spells in the later 
decades. It is particular high in 1998/2007 in response to increasing temperature over the 
station. Analysis showed that numbers of days of adaptable temperature reduced considerable 
from about 100 days in the first decade (1948/57) to below 60 days in the sixth decade during 
the months of January to April, while number of warm spell increased correspondingly. The 
implication of this is that large number of people will depend on air conditional for cooling to 
achieve comfortability. The dependence on air conditional will increase demand for energy 
consumption.   Within the period considered rate of increasing temperature over the station 
marched the projected global increase of between 1.5–4.5 oK. Observed warm temperature 
spells may increase or exacerbate the resurgence of certain diseases especially malaria.        
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ABSTRACT 

In paper two models of Rusnė river are analysed, where zero model based on real river parameters 
data gathered from archive data. Second model of river model consists of several submodels, where 
river flow hydrological parameters were varied. Models are prepared using water flow modelling 
software (MIKE 21). The main aim of study have been analysed the theoretical field how water flow 
velocity changed in two differents models. The results have showed that river profile correction have 
an influence maximizing flow velocity. 

Keywords flow velocity, model 

1. INTRODUCTION 

River flow width (w) and river slope are the main  parameters, which mainly affecting 
river discharge and flow velocity. River width measured as the shortest cross-sectional 
distance from water’s edge to water’s edge, orthogonal to the river channel. Flow widths vary 
constantly with discharge and, as such, differ from channel widths (i.e., bank-to-bank width). 
Most notably, it is one of three fundamental hydraulic variables, together with depth (d) and 
velocity (v), whose product determines the river discharge Q. Growing river discharge, river 
velocity and growing river flow kinetic energy [7]. Firstly, in recent literature is emphasized, 
that river flow energy in Lithuanian is costly. Flow velocity must be more 1.3 m/s, only in 
such situation producing electrical energy is impossible and such process profitable [9]. In 
Lithuania are  only several rivers which have flow velocity 1.3 m/s and more. These rivers 
are: Nemunas, Virvytė [1]. Nemunas river is a biggest river in Lithuania. Nemunas river 
discharge maximized at spring period and in such period flow velocity achieving maximum 
value. Virvyte river‘s situation is different. Discharge and flow velocity parameters maximize 
at spring period. Virvytė river flow velocity is higher than on other Lithuanian rivers because 
river slope  are different than other rivers slopes. Virvytės river‘s slope is major than other 
rivers slope [8]. Virvyte river flow velocity average is 1 m/s. Flow velocity is not constant 
parameter, it is changing during year, month, week, day. Flow velocity lenght parameter stay 
stable is not long. In such situation using flow energy on the rivers for electric energy produce 
become very problematical. Flow velocity on rivers:Nemunas, Virvytė, with velocity 1.3 m/s 
stay stable periods are short.  To make river flow velocity more fast, we can change such 
hidrological river parameter as river flow width or river slope. But such practic not popular  
today, because flow velocity we can make faster a little, but financial sources will be high. 
Potentially in future river velocity less than 1.3 m/s will be enough to generate electrical 
energy with a potential profit and answers which hodrological parameter change to increase 
water flow will be topical. 
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2. METHODOLOGY 

Selected river: Rusnė river 2 km section. 
Mike 21 model parameters: water flow levels(input flow – -0,25 m, output flow – 

0,23 m.), designed discharge is -228 m3/s.  
 

 
Fig. 1.  Rusnė’s river section bathymetry 

Having bathymetry data using Mike 21 2D flow model (using Double sweep alghoritm), and 
model Eq. [4]: 

  
– flow integrity equation,

 

 
– motion quantity balance equation [7]

 
Model discharge error limit less 5%. In model number 0 river profile not changed. In 

model number 1 river profile is changed (parameter - width) [2]. 

3. RESULTS AND DISCUSSIONS 

In Fig 2. there is presented Rusnė river profile  

 
Fig. 2. Rusnė’s river profile, not corrected 

In Fig 3. Rusnė river profile, river width is corrected, from right and left sides of rivers 
banks are modified [10]. The aim of modification is to increase flow velocity in the middle of 
river. If equal average flow velocity in 0 model (average flow velocity= 0.35 m/s) and in 1 
model(average flow velocity = 0.33 m/s) the result is that in 1 model(river profile corrected) 
flow velocity is less than in  model 0. Such situation is paradoxical, but in detail flow velocity 
in model 1(river profile is corrected) increasing in the middle of flow, but near the banks after 
river corrected section flow velocity  is decreasing [3]. 
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Fig. 3.  Rusnė’s river profile, corrected 

3.1 Model 0 (model with real hydrological characteristics) 

In Fig 4. Flow velocity maximized in the middle of river flow. Flow velocity are 
minimum near the banks. 

 

 
Fig. 4. Rusnė’s river cross-section flow velocity across river width 

 

Table 1.  Model 0 river flow velocity 
Flow 
velocity 
Model 0                   

1 0.07 0.17 0.15 0.15 0.18 0.23 0.30 0.38 0.43 
2 0.46 0.47 0.48 0.48 0.48 0.48 0.48 0.47 0.47 
3 0.47 0.47 0.47 0.47 0.46 0.46 0.46 0.46 0.46 
4 0.46 0.45 0.44 0.42 0.40 0.37 0.33 0.29 0.24 
5 0.19 0.14 0.10 0.05           

3.2. Model 1 (model with changed hydrological characteristics) 

In Fig 5. lFlow velocity from 0 model comparable with model 1 by river flow velocity 
parameter. In model 1 flow velocity after river profile corrections on the middle of river flow 
have been  increased.  
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Fig. 5. Rusnė’s river cross-section flow velocity in 0 and 1 model 

Table 2. Model 1 river flow velocity 

  velocity   velocity   velocity   velocity 
1 0.018539 11 0.390117 21 0.629043 31 0.211562
2 0.059513 12 0.462337 22 0.631009 32 0.130789
3 0.063731 13 0.529698 23 0.630816 33 0.062175
4 0.079722 14 0.582946 24 0.636575 34 0.030263
5 0.100316 15 0.611749 25 0.634361 35 0.061457
6 0.127471 16 0.620579 26 0.603602 36 0.092145
7 0.164201 17 0.622239 27 0.547622 37 0.107654
8 0.207663 18 0.622992 28 0.473446 38 0.095788
9 0.259226 19 0.624397 29 0.388292 39 0.084083

10 0.320809 20 0.626488 30 0.299036 40 0.055588
 

Compare model 0 and model 1 by river flow velocity fact is – river flow velocity 
parameter in  the middle of river flow increased  in the range  between 17–27% (in model 1). 

4. CONCLUSIONS 

In model 1 river flow velocity in the middle of river increased in average about 20 %. 
But near the banks of river flow velocity is decreased. River profile correction was the main 
factor of  this increasing. Rusnė river flow velocity is not enough for electric energy 
production today,but for future such river flow velocity increasing is a potential factor to 
produce electric energy and it would be possible in future. 
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ABSTRACT 

Carbon dioxide (CO2) is the most important greenhouse gas causing global warming. Fossil fuel 
combustion has been  the greatest contributor to increasing CO2 concentration in the atmosphere over 
the past century. Carbon dioxide capture and storage (CCS; CO2 sequestration) is considered to be one 
of the options for reducing CO2 emissions caused by human activities. Mineral carbonation is a 
prospective technology for CO2 storage, i.e. a process where CO2 could be stored in the form of solid 
inorganic carbonates by means of chemical reactions. This process is an alternative for countries 
which don’t have other possibilities (such as deep saline aquifers) for storing CO2. In this study 
minerals abundant in Lithuanian geological layers have been evaluated for carbonation technology. 
Three different minerals: glauconite, opoka and serpentinites have been studied for the evaluation of 
their thermodynamic properties based on thermochemical calculations. The results have showed that 
serpentinites have potential for storing CO2, while glauconite and opoka have limited application.   

Keywords carbon dioxide, sequestration, themodynamics, simulation 

1. INTRODUCTION 

Human activities are generally considered responsible for the rapidly increasing CO2 
levels in the atmosphere. Fossil fuel-based energy production is a leading contributor to the 
emission of CO2. In order to reduce the amount of CO2 emitted into the atmosphere, three 
main strategies are available: improvement of energy efficiency (efficient use of energy), use 
of renewable energy sources, and carbon sequestration (development of CO2 capture and 
storage (CCS) technologies). An approach of CCS involves capturing CO2 from energy-
related and industrial sources, transporting it to a storage location and long-term storing it 
from the atmosphere [1]. CO2 sequestration by mineral carbonation is one of the options for 
CCS.  

The mineral carbonation or carbon dioxide mineralization concept was first mentioned 
by Seifritz in 1990s [2] and developed by Dunsmore [3]. However Lackner et al. were the 
first to provide details and foundation for today’s research. Lackner introduced a safe and 
permanent method of CO2 disposal based on the chemical fixation of CO2 in the form of 
carbonate minerals. Moreover, magnesium and calcium silicate deposits are sufficiently 
abundant to fix the CO2 that could be produced from the combustion of all fossil fuel sources 
[1, 4]. That is an option for the countries which don’t have possibilities for underground 
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geological storage. There are no suitable geological formations for storing captured CO2 in 
countries, such as Finland, Sweden, Estonia, Lithuania [5–7].  

Evaluation of Lithuanian minerals suitable for CO2 mineralization provides valuable 
information for further research. As Lithuania has to follow the Kyoto protocol requirements 
under CO2 emissions, possible storage options of CO2 should be evaluated. Presently the CO2 
emissions do not exceed the base year (1990) limit, but the emissions are expected to grow, 
essentially after the closure of the Ignalina Nuclear Power Plant (the last unit was closed on 
the 1st of January, 2010). The aim of the paper is to describe selected Lithuanian minerals and 
their thermodynamic properties,i.e. glauconite, opoka and serpentinite [8].  

2. LITHUANIAN MINERAL RESOURCES  

The ideal source materials for carbonation are alkaline-earth species containing calcium 
(Ca) and magnesium (Mg) [9]. Pure oxides and hydroxides of Ca and Mg are extremely rare 
in nature because of their high reactivity. Ultramafic rocks containing these oxides and 
hydroxides in large amounts and high concentrations have been considered as primary 
reactants for mineral carbonation [10].  

Different prospective mineral resources have been explored in Lithuania, of which eight 
minerals are exploited (limestone, dolomite, sand, gravel, chalky marl, peat and oil) and two 
of them (opoka and sapropel) exploitation was stopped in the 1980s. The current legislation 
allows  exploiting only the mineral reserves which have been explored in detail [11].  

Although such minerals as anhydrite and gypsum consist of 41.19% and 32.57% of 
CaO respectively, these rocks are not analysed for mineral carbonation because of 
complicated technology of CaO extraction and environmental consequences (emissions of 
SO2) [12]. 

Glauconite, opoka and serpentinites rocks have been chosen for thermodynamic 
investigations and their suitability for a carbonation process in Lithuania. The summarized 
data about the reserves exploitation and hypothetically prognostic reserves of these three 
minerals is given in Table 1 [12]. These three Lithuanian resources have been chosen of MgO 
and CaO content. MgO and CaO oxide constitute 3.32 mol-% and 6.95 mol-% respectively in 
glauconite [13]. The content of MgO and CaO in opoka is in the range of 17.32–37.98 mol-% 
and 0.5–0.87 mol-% respectively [14]. In the case of serpentinite, MgO constitute 6.84 mol-% 
and CaO – 42.23 mol-% [15]. 

Table 1. Survey of Lithuanian natural resources, 2008 [12] 

No. Natural 
reserves 

Units Mining 
in 2008 

Reserves 
explored 

in 
details 

Reserves 
explored 

tentatively

Detected 
prognostic 
reserves 

 

Hypothetically 
prognostic reserves 

1. Iron ore 
Fe>20%, 
Fe>45% 

mln.t - - 219.6 
142.1 

71.0 
9.2 

441.4 

2. Glauconite 
sandy loam 

mln.m3 - - 7.4 21.681 - 

3. Opoka mln.t - 33.7 - - - 

The glauconite is a common mineral of the Albian and Cenomanian (Cretaceous) sands 
composing 15–50% of the rock volume (16). They occur at the depths of 100–200 m in the 
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southeastern half of Lithuania. The total thickness of the Albian-Cenomanian succession is in 
the range of 40–75 m. The Palaeogene sediments are also enriched in glauconite. Chemical 
formula of glauconite in general is as following: K0.73Na0.04Ca0.03Fe3+

0.83Fe2+
0.017Al0.93Mg0.40Si3.68 

O10(OH)2.39(H2O)0.29 (17). The sedimentary opaline silica rocks (opoka) occur in the Upper 
Cretaceous chalky succession in west Lithuania and in the Palaeogene sediments of southern 
Lithuania. They occur at the depths of 10–80 m, the thickness attains a few dozens of meters 
(18). Serpentinites are distributed in the southeastern part of the Lithuania within the Varena 
Geological Province (18). Serpentinite bodies are well discernable on the gravity and 
essentially the magnetic field maps, as they associate with the magnetite (iron ore) 
concentrations. More than a dozen of serpentinite bodies were identified in south Lithuania.  

3. METHODOLOGY 

Thermodynamic behaviour of the rocks, i.e. glauconite, opoka and serpentinites, under 
two conditions was simulated. These conditions have been chosen aiming to research how the 
composition of a certain mineral changes during heating under the typical air environment 
and in CO2 environment. 

Thermochemical calculations are based on enthalpy H, entropy S, heat capacity Cp or 
Gibbs energy G values for chemical species.  

Absolute values of enthalpy H of substances often cannot be measured, but enthalpy 
differences between two temperatures can be determined with a calorimeter. Heat capacity Cp 
at constant pressure (specific heat) can be calculated from this data using equation (1) [19] :  

 nPdT
dH

C p
,

⎟
⎠
⎞

⎜
⎝
⎛= . (1) 

Eq. (1) allows the calculation of enthalpy as following [19]: 

 
tr

T

p HdTCH fTH ++= ∫ *)15.298()(
15.298

, (2) 

where: Hf (298.15) is the enthalpy of formation at 298.15 K; 

Htr is the enthalpy of transformation of the substance.  

Absolute entropy can be calculated from the experimental heat capacity values using 
Eq. (3) and numerical integration [19]. 
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T
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where: S(298.15) is the standard entropy of the substance which can be calculated by 
integrating Cp/T function from 0 to 298.15 Kelvins;  

 T is temperature; 
           Htr is enthalpy of phase transformation at a temperature Ttr.  
The absolute heat capacity of substances at constant pressure can be calculated using 

Eq. (1). The temperature dependence of heat capacity at elevated temperatures cannot be 
predicted theoretically by thermodynamics. A fully mathematical correlation is therefore 
adopted for fitting experimental heat capacities. The Kelley equation is used throughout the 
program in the following form [19]: 

 26253 101010 TDTCTBAC p ∗∗+∗∗+∗∗+= −−− , (4) 
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where A, B, C and D are coefficients estimated from experimental data. 
The mutual stability of substances (elements, compounds, ions, etc.) cannot be 

compared using enthalpy, entropy or heat capacity functions solely. It should be done using 
the Gibbs energy defined by equation (5) [19]. 

 STHG ∗−=  (5) 

Thermodynamic analysis of Lithuanian minerals have been performed by HSC 5.11 
software (8). The HSC Chemistry software enables simulation of chemical reactions and 
processes on the thermochemical basis as explained above. This module enables to calculate 
multi-component equilibrium compositions in heterogeneous systems. The program calculates 
the amounts of products at equilibrium in isobaric conditions. The amounts of products at 
equilibrium in isobaric conditions are calculated and presented graphically as functions of 
equilibrium composition, equilibrium amount and reaction enthalpies with respect to 
temperature changes. Temperature range used in the simulation was 25 °C–900 °C, with the 
step of 100 °C. Equilibrium calculations offer a practical way to observing the effects of 
process variables, such as temperature and amounts of raw materials on product composition. 
Thermodynamical behaviour of each rock was simulated by modeling equilibrium 
compositions of gas/solid mixture containing minerals comprising particular rock. Two 
different conditions have been chosen for modeling two-phase (gas and solid) systems. These 
conditions have been chosen aiming to research how the composition of a certain mineral 
changes during heating under the typical air environment and a mineral mutates in CO2 
environment. In the first case, heating of the minerals was simulated in the gas mixture 
(N2(g), O2(g), H2O (g) – 78.2 mol-%, 20.2 mol-%, 1.6 mol-% respectively) under 1 bar 
pressure. This gas mixture corresponds to relative composition of air. In the second case, gas 
mixture with 90 mol-% of CO2(g) was chosen. It was assumed that 90 mol-% of CO2(g) takes 
part in the reaction, because it is unlikely that capture of CO2 into 100 mol-% gas is 
technically viable. The majority of solid forms of mineral’s compounds and amounts have 
been chosen according to their XRD analysis which has been performed in KTU at the 
Department of Silicate Technology. XRD data were collected with a DRON–6 X-ray 
diffractometer with the Bragg–Brentano geometry using Cu Kα radiation and graphite 
monochromator operating with the voltage of 30 kV and emission current of 20 mA. The 
step-scan covered the angular range 2–60o (2θ) in steps of 2θ  = 0.02o. Other group of the 
compounds, which were unidentified from XRD analysis, has been chosen according to 
stoichiometrical composition of the specific rock from the database which is given by HSC 
software [8]. 

One of the main disadvantages of this method is that HSC does not take kinetic 
phenomena into account. It should be noted that thermodynamic analysis performed by 
calculating the changes in Gibbs free energy only estimates the probability to obtain certain 
equilibrium compositions in the systems, but gives no information about the limitations of 
phase contacting and mixing and kinetic parameters,  in particular the time for reaching an 
equilibrium and the effect of activation energy. 

4. RESULTS AND DISCUSSIONS 

4.1. Glauconite 

Equilibrium composition, amount and enthalpies of glauconite during heating (Fig. 1) 
and its reaction with CO2 (Fig. 2) have been calculated using the Gibbs energy minimization 
method (based on Eq. 5). 
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Heating of glauconite in air environment. Fig. 1a shows the equilibrium compositions 
at various temperatures (temperature range 25 °C–900 °C) and constant pressure (1 bar) for 
the compounds comprising glauconite, during heating of the rock with following gaseous 
compounds (N2(g), O2(g), H2O(g). For the first modeling case, it was assumed, as described 
in Chapter 3, that N2(g) constitutes 78.2 mol-% of the whole gas mixture, O2(g) and H2O(g) – 
20.2 mol-% and 1.6 mol-%, respectively. It was assumed that glauconite rock or its reaction 
products during heating process consisted of the following components: 
KAl2(AlSi3O10)(OH)2, KFe3(AlSi3O10)(OH)2, Al2O3, FeS2, K2O, CaSO4·2H2O, SiO2, 
Al2O3·2SiO2·2H2O, CaSO4, CaO, MgO, FeSO4, Fe2O3, Fe3O4, KOH,  K2O·Al2O3·4SiO2, 
K2SiO3, K2O·4SiO2, K2O·2SiO2, K2O·SiO2, KAl3Si3O10(OH)2, K3Al3Si3O10(OH)2, K3AlSi3O8, 
KAlSi3O8, KAlSi2O6, KAlSiO4, KAlO2, Al2O3·2SiO2. The main compounds in glauconite 
rock are muscovite (KAl2(AlSi3O10)(OH)2) and quartz (SiO2), which compose 38.96 mol-% 
and 31.17 mol-% of the rock, respectively. It should be noted that all amounts are assumed to 
be taken from XRD analysis results. Annite (KFe3(AlSi3O10)(OH)2), which was used as a 
proxy for glauconite in the model, was assumed to comprise 6.5 mol-%. FeS2, CaO and MgO 
each amounted 7.8 mol-% of the rock. The rest of the compounds, which constitue relatively 
small amounts in the material, were regarded as insignifficant (as 0 mol-%).  

The equilibrium amount of the compounds comprising glauconite, with respect to the 
temperature are shown in Fig.1b. Enthalpies of the reaction mixture up to 900 °C are 
presented in Fig. 1c, as kJ/mol. 
 

  

 

Fig. 1a. Equilibrium composition of 
glauconite thermal dissociation products at 
various temperatures. 
Fig. 1b. Temperature dependencies of 
equilibrium amounts of glauconite 
comprising components. 
Fig. 1c. Reaction enthalpies of glauconite 
heating at air gas mixture. 
 

 
The mathematical simulation has showed that when the rock is heated in a N2 (g), 

O2(g), H2O(g) environment, KAl2(AlSi3O10)(OH)2, KFe3(AlSi3O10)(OH)2  starts to decompose 
at temperature higher than 200 °C. At the same time (Fig.1a), the concentrations of MgO, 
Fe2O3, Fe3O4 and CaO stay rather constant at the temperatures 25 °C–900 °C., while the 
concentration of Al2O3 increases with a rise of a  temperature (200 °C–900 °C). The amounts 
of oxides (kmol) as it is presented in Fig.1b, shows that only Al2O3 increases drastically in 
200 °C–900 °C temperatures interval. Amounts of Fe2O3, Fe3O4, MgO and CaO vary 
fractionally at the same temperature range.  

 

1a 1b

1c 
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Heating of glauconite in CO2 environment. The second case of the modeling was 
simulating the behaviour of compounds composing glauconite, during heating in CO2(g) 
environment. Equilibrium composition, amount and enthalpies of glauconite reactions with 
CO2 (g) under temperatures 25–900 °C, 1 bar pressure were simulated (Fig. 2). Fig. 2a shows 
the equilibrium compositions at various temperatures (temperature range 25 °C–900 °C) and 
constant pressure (1 bar) for the compounds comprising glauconite, during heating of the rock 
in CO2(g) environment. Gaseous components taking part in the reaction are N2(g), O2(g), 
H2O(g), CO2(g) and constitute 7.82 mol-%, 2.02 mol-%, 0.16 mol-%, 90 mol-% respectively. 
The forms of solid compounds and their amounts were similar to the first case, adding 
carbonates (CaCO3, MgCO3, CaMg(CO3)2, FeCO3) as potentially forming materials.  

The equilibrium amount of the compounds comprising glauconite with respect to the 
temperature are shown in Fig.2b. Enthalpies of the reaction mixture up to 900 °C are 
presented in Fig. 2c, as kJ/mol.  
 

  

 

Fig. 2a.Equilibrium composition of 
glauconite reactions depending on 
temperature. 
Fig. 2b. Temperature dependencies of 
equilibrium amounts of glauconite 
comprising components. 
Fig. 2c. Reaction enthalpies of glauconite 
heating at CO2 environment. 

 
The mathematical simulation of glauconite rock in CO2 environment has showed that 

concentrations of MgCO3 and CaCO3 increase at temperatures around 200 °C (Fig. 2a). The 
biggest amounts (Fig. 2b) of CaCO3 are reached at 400 °C–600 °C temperature range, while 
in case of MgCO3, the temperature interval is 100 °C–300 °C. Carbonization of iron oxide 
appears to be very rapid, so that the carbonate form in glauconite rock appears immediately at 
low temperatures. 

4.2. Opoka 

Similarly to glauconite, the equilibrium composition, amount and enthalpies of opoka 
during heating (Fig. 3) and its reaction with CO2 (Fig. 4) have been calculated using the Gibbs 
energy minimization method (based on Eq. 5). All simulations have been performed at 25 °C–
900 °C temperature range and 1 bar pressure.  

Heating of opoka in air environment. In the first case, heating of opoka has been 
simulated in N2(g), O2(g), H2O(g) atmosphere. The composition of the gases was similar to 
glauconite simulation. Equilibrium composition of the compounds comprising opoka is 

2a 

2c 

2b



             CYSENI 2010, May 27–28, Kaunas, Lithuania 
             ISSN 1822-7554, www.cyseni.com 
 

IX-509 
 

presented in graphical way in Fig. 3a, whereas equilibrium amount and reaction enthalpies of 
the reaction mixture up to 900 °C are shown in Fig. 3b and Fig. 3c respectively. Based on 
XRD analysis, it was assumed that opoka or its reaction products consisted of the following 
components: KAl2(AlSi3O10)(OH)2, Al2O3, Al2O3·2SiO2, 3Al2O3·2SiO2, CaO, CaO·Al2O3, 
4CaO·Al2O3·Fe2O3, CaO·MgO·SiO2, CaO·MgO·2SiO2, ·3CaO·SiO2, FeO, Fe2O3, FeO·SiO2, 
MgO, SiO2, CaCO3, of which KAl2(AlSi3O10)(OH)2 constitutes 11.77 mol-%, CaO–
29.41 mol-%, Fe2O3 – 5.88 mol-%, MgO – 5.88 mol-%, SiO2 – 23.53 mol-%, CaCO3 – 
23.53 mol-%. The remaining compounds were assumed as of 0 mol-% concentration, as they 
comprise small amounts in opoka rock.  

 

  

 

Fig. 3a. Equilibrium composition of opoka 
thermal dissociation products at various 
temperatures. 
Fig. 3b. Temperature dependencies of 
equilibrium amounts of opoka comprising 
components. 
Fig. 3c. Reaction enthalpies of opoka 
heating in the air gas mixture. 
 

 
The analysis of equilibrium simulation of opoka heated at temperatures 25 °C–900 °C 

has showed that all the components of the rock change only slightly with a rise of 
temperature. Fig. 3a shows equilibrium composition of opoka; here it may be noticed that 
only SiO2 concentration increases at temperatures higher than 400 °C, while concentrations of 
CaO and CaO·MgO·SiO2 increase at even higher temperatures (600 °C–900 °C). Diagram of 
equilibrium amount (Fig. 3b) shows that components of opoka rock, i.e. 
KAl2(AlSi3O10)(OH)2, Al2O3, Al2O3·2SiO2, 3Al2O3·2SiO2, CaO, CaO·Al2O3, 
4CaO·Al2O3·Fe2O3, CaO·MgO·SiO2, CaO·MgO·2SiO2, ·3CaO·SiO2, FeO,  Fe2O3, FeO·SiO2, 
MgO, SiO2, CaCO3, vary fractionally with a rise of temperature (temperature range 25 °C–
900 °C). 

Heating of opoka in CO2 environment. In the second case, equilibrium composition 
(Fig. 4a), amount (Fig. 4b) and enthalpies (Fig. 4c) of opoka reactions with CO2 (g) under 
temperatures 25 °C–900 °C, 1 bar pressure were performed, with the composition as 
described in Methods section (3 chapter). The forms of solid compounds and their amounts 
are the same as in the case of heating in air environment. In addition, iron and magnesium 
carbonates (MgCO3, CaMg(CO3)2, FeCO3) were included.  
 

3a 

3c 

3b 
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Fig. 4a.Equilibrium composition of opoka 
reactions depending on temperature. 
Fig. 4b. Temperature dependencies of 
equilibrium amounts of opoka comprising 
components. 
Fig. 4c. Reaction enthalpies of opoka 
heating at CO2 environment. 

 
Mathematical simulation of opoka rock had proved that carbonates already exist in the 

beginning of temperature range 25 °C–900 °C. The amounts of available oxides such as MgO, 
Fe2O3, FeO and Al2O3 constitute relatively small amounts in opoka rock. During heating 
process, the formation of CaO may start as a product of the decomposition of CaCO3 (also in 
relatively small amount) at high temperatures (600 °C–900 °C), at the same time increasing 
the amounts of CO2. This process works adversely to the CO2 storage process, thus is not 
feasible. Due to small amounts of available alkaline oxides, opoka’s potential for dry 
carbonization process is rather low. On the other hand, tests of utilization of opoka in wet 
carbonization process should be as an option. An aqeous (wet) mineral CO2 sequestration is a 
process where slurry of water mixed with pre-treated Mg- or Ca-based silicates reacts with 
CO2 to produce carbonates [20].  

4.3. Serpentinite 

Most of the research in mineral carbonation for large scale CCS has focused on 
carbonation of Mg based minerals, since magnesium silicate rocks are usually richer in base 
ions than calcium silicate rocks [21]. The use of magnesium based silicates, 
xMgO×ySiO2×zH2O, for carbonation is favoured also because they are worldwide available 
in huge amounts [22]. The storage capacity of silicate minerals has been estimated at 10.000–
10.000.000 Gt of carbon, which exceeds the amount of carbon in known fossil fuel resources 
[23]. From the recent literature review it can be concluded that currently the most investigated 
mineral resources are olivine, serpentine and calcium oxide-based mineral wollastonite [24]. 

Heating of serpentinite in air environment. Equilibrium composition, amounts and 
enthalpies of serpentinite during heating under N2(g), O2(g), H2O(g) environment have been 
calculated. The amounts of the gases were the same as for previous simulations. Fig. 5a shows 
the equilibrium compositions at various temperatures (temperature range 25 0C–900 0C) and 
constant pressure (1 bar) for serpentinite-comprising compounds. The solid components for 
serpentinite were assumed to be as following: 3MgO·2SiO2·2H2O, SiO2, FeO, Fe2O3, MgO, 

4a 4b 

4c 
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CaSiO3, CaO, Al2O3, of which serpentine (3MgO·2SiO2·2H2O) constituted 61.5 mol-%, FeO - 
15.4 mol-%, SiO2, CaO, Al2O3 each amounted to 7.69 mol-%.  

Equilibrium amount and reaction enthalpies of the reaction mixture up to 900 °C are 
shown in Fig. 5b, and Fig. 5c, respectively. 

 

  

 

Fig. 5a. Equilibrium composition of 
serpentinite thermal dissociation products at 
various temperatures. 
Fig. 5b. Temperature dependencies of 
equilibrium amounts of serpentinite 
comprising components. 
Fig. 5c. Reaction enthalpies of serpentinite 
heating at air gas mixture. 
 

 
Mathematical simulation of heated serpentinite rock (Fig. 5a) has revealed that the main 

serpentinite component – serpentine (3MgO·2SiO2·2H2O) – starts decomposing at 
temperatures higher than 100 0C, and the concentration of MgO increases at almost the same 
temperature range. The amount of MgO (Fig. 5b) increases greatly from 100 °C and reaches 
the highest concentration at 500 °C. Fe2O3 concentration decreases slightly with a rise of 
temperature. According to results of thermodynamic simulation, heating in air environment 
allows producing substantial amounts of alkaline oxides (MgO, Fe2O3), which are suitable for 
subsequent sequestration of gaseous CO2. A high content of iron in Lithuanian serpentinites 
may provide a unique opportunity for combined ore exploitation and CO2 sequestration. 

Heating of serpentinite in CO2 environment. The behaviour of serpentinite-comprising 
compounds heated under CO2 environment was analysed. Equilibrium composition, amount 
and enthalpies of serpentinite reactions with CO2(g) under temperatures 25–900 °C, 1 bar 
pressure were simulated (Fig. 6), with the composition as described in Methods section. The 
forms of solid compounds and their amounts are similar to the case of heating in air 
environment, except that carbonates (CaCO3, MgCO3, CaCO3·MgCO3, CaMg(CO3)2, FeCO3) 
were included in analysis.  

5b5a 
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Fig. 6a. Equilibrium composition of the 
compounds in serpentinite depending on 
temperature. 
Fig. 6b. Temperature dependencies of 
equilibrium amounts of serpentinite 
comprising components. 
Fig. 6c. Reaction enthalpies of 
serpentinite heating at CO2(g) 
environment. 
 

 
The carbonates already appear at relatively low temperatures (25 °C–200 °C), as shown 

in Fig. 6b, except of CaCO3. which forms in 300 °C–500 °C temperature range. Thus, the 
results of this simulation of Lithuanian serpentinite reaction with CO2(g) has confirmed the 
previous findings by Lackner (1997), that serpentines are suitable for rock carbonation [21].  

4. CONCLUSIONS 

A study on thermodynamical simulation of heating Lithuanian rocks, i.e. glauconite, 
opoka and serpentinite, in a clean air and CO2-containing gas atmospheres has been carried 
out, with the aim to research the behaviour of particular rock at different temperatures. The 
equilibrium calculations of the rocks allowed evaluating theoretical potential of specific rocks 
to release alkaline oxides and bind CO2, as well as setting the optimal conditions for 
experimental investigation of dry carbonation process. 

Thermodynamic calculations with glauconite revealed that experimental research on dry 
glauconite carbonization is feasible at temperature range 200 °C–600 °C. Thus, glauconite as 
a raw material for dry carbonation purposes should be processed experimentally at 
atmospheric pressure and temperatures higher than 200 °C. The most important for 
carbonation purposes are Mg and Ca oxides and the carbonation of these oxides. The biggest 
concentrations of MgCO3 were achieved at 100 °C- 300 °C, while 400 °C–600 °C was 
temperature range were the maximum level of CaCO3 was formed. Iron is assumed to be as 
FeCO3 in glauconite mineral. 

The mathematical simulation of opoka has showed that Ca is already bound as 
carbonate (CaCO3) in the mineral. MgO, Fe2O3, FeO and Al2O3 constitute relatively marginal 
amount in opoka mineral and could not be used for dry carbonation purposes. These suggests 
that opoka could hardly be used in dry carbonation process, although wet carbonization of 
opoka may be researched for its suitability for carbonation process.  

In case of the thermodynamic evaluation of serpentinites, it was confirmed that the 
mineral is suitable for dry carbonation purposes. The temperatures between 100 °C–500 °C 

6a 6b
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could be used for carbonation experiments as the highest amounts of MgCO3 and CaCO3 are 
formed.  

The simulations given above were all made at atmospheric pressure. Increasing the 
pressure would allow for increasing the temperature to levels where the chemical reaction 
rates are becoming useful for technological applications while carbonates of Mg or Ca, for 
example, are thermodynamically stable and should not decompose. 
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ABSTRACT  

 

Fusion is the energy production technology, which could potentially solve problems with growing 
energy demand of population in the future. Wendelstein 7-X (W7-X) is an experimental stellarator 
facility currently being built in Greifswald, Germany. The W7-X facility shall demonstrate that in 
future the energy could be produced in such type of fusion reactors.  

This paper presents the model of W7-X targets cooling circuits developed for ASTEC code. The 
analysis of loss-of-coolant accident during no-plasma operation mode “baking” (rupture of the 40 mm 
target cooling pipe) was performed. “Baking” is the mode of facility operation during which the 
vacuum vessel structures are heated to the temperature required for the plasma ignition.  

The performed analysis has shown the response of W7-X “baking” and cooling circuits to the rupture 
of 40 mm diameter pipe. The analysis provided the amount of coolant released through the ruptured 
pipe into the vacuum vessel, which is needed for the assessment of the pressure build-up in the plasma 
vessel. 

Key words: W7-X, loss-of-coolant accident, ASTEC 

1. INTRODUCTION 

At present there are two experimental fusion reactors under construction: International 
Thermonuclear Experimental Reactor ITER, which is constructed in Cadarache (France) and 
Wendelstein 7-X (W7-X) (in Germany). ITER will be designed to produce ~500 MW of 
fusion power sustained for up to 400 seconds. Wendelstein 7-X (W7-X) is a stellarator, which 
shall demonstrate that in the future energy could be produced in such type of fusion reactors. 
It is presently under construction at the Max-Planck-Institute for Plasmaphysics, Greifswald, 
Germany. The superconducting magnet system enables continuous operation, limited only by 
the plasma exhaust cooling water system whose capacity is designed for 30 minutes full 
power operation.  

Prior to start of the operation of the facility its safety has to be demonstrated by 
performance of the safety analysis. The ingress of water during the W7-X no-plasma 
operation modes “Baking” and “Hot Liner” into the plasma vessel represents one of the most 
critical failure events, since primary and secondary steam production leads to a rapid increase 
of the inner pressure in the vessel. It should be noted that during “Baking” no plasma in the 
plasma vessel exists, i.e. no special models for plasma simulation are required. Such event 
could lead to loss of vacuum condition up to overpressure in the plasma vessel, damage of in-
vessel components and diagnostics as well as bellows of the ports. Therefore increase of 
pressure in excess of 1.1 bar must be avoided by means of active (safety valves) and passive 
safety devices (burst disk, mass loaded disk).  

This paper presents the analysis of loss-of-coolant accident (LOCA) in W7-X facility. 
This paper also includes short description of ASTEC code, which was selected for the 
analysis of the event, and the description of W7-X cooling system. 
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Since the W7-X facility is now under construction, in parallel accident analysis is 
carried out and the results are very important. Based on this analysis results, it may make 
minor design changes (change for safety systems operation algorithm, closing time of the 
valve and etc.). 

2. W7-X TARGET COOLING SYSTEM 

The plasma vessel in W7-X facility consists of the five modules having the same 
configuration and volume (Fig. 1). The one module is composed of two half-modules 
(divertors) which are divided into two sectors to allow stringing of the innermost coil during 
assembly. The temperature of the wall surface of the plasma vessel made of steel is 150°C. 
The thickness of the wall is 17 mm. According to [2,3] the plasma vessel should be modelled 
using a simplified geometry of the torus with a major radius of 5.5 m and a minor radius of 
1 m with a free volume of 108.5 m3. The weight of the plasma vessel is 32.6 t, the weight of 
the ports, which are hot too, is 62.5 t. The vessel components consist of the target plates, 
baffles, panels and heat shields, control coils, cryo-pumps, port protection and special port 
liners and the complex system of cooling water supply lines [3]. Each divertor unit is 
assembled from 12 separate horizontal and vertical targets (see Fig. 2). Fig. 2 shows model of 
one divertor target module with a total plasma facing surface of about 2 m2. Most part of the 
target can withstand heat loads of up to 10 MW/m2 and the middle part of the horizontal 
target plate has to withstand only power loads up to 1 MW/m2. 

 
 

 
Fig. 1. Fragment of W7-X torus 
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Fig. 2. W7-X divertor target module with horizontal and vertical targets 

 

W7-X facility target cooling system consists of two circuits. One of these is called the 
Main Cooling Circuit (MCC) and another one the “Baking” circuit. MCC is used for cooling 
of targets when W7-X facility is on normal operation. Before normal operation and ignition of 
plasma in plasma vessel the targets and other components must be warmed up. “Baking” 
circuit mainly is used for this purpose. Both MCC and “Baking” circuits are connected 
together and supply water to the same targets. During operation of W7-X in “Baking” mode, 
all target inlet valves of MCC are closed, but contention with “Baking” circuit still exist by 
bypass. Thus, it is necessary to know all targets cooling system (Fig. 3).  

The zero point for the W7-X elevation is in the centre of the torus. The highest point 
(pipes to the upper ports of the outer vessel) is about +3.5 m. The connections to the lower 
ports are at -3.5 m. The components Heater, Pump, Nitrogen Pressure Vessel are located at -
8.1 m. The automatic valves at the module manifolds are at ~0 m.  

The height of the pressurizer is 2850 mm (2100 mm for the cylindrical part), and the 
diameter is 1250 mm, leading to total volume of 2500 l. Volume ratio nitrogen/water is about 
0.5. The nitrogen pressure in the pressuriser is controlled between 9-11 bar leading to 10 bar 
static pressure [1].  

The power of the heater is 180 kW. The heater is a simple cylinder of diameter 270 mm 
and length 1950 mm in horizontal position. The electrical heater wires are just inside the 
vessel. There is no inner pipe system inside the heater.  

There is only one pump for all target loops in the operation mode “Baking”. For the 
MCC there are other pumps available, but here for the defined analysis not of concern.  

The maximum water temperature is 160 °C, the water pressure is about 1.0 MPa under 
the W7-X “baking” conditions. The corresponding mass flow of water in the “Baking” circuit 
is 177m3/h (44.6 kg/s), the flow velocity through the cooling tubes of the target elements 
during “baking” operation is about 1 m/s [1].  
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Fig. 3. Simplified scheme of Main Cooling and “Baking” circuits 

 

This analysis assumes a rupture of the 40 mm diameter target module pipe near the 
flange of the outer vessel, right at the place of the inner surface of the torus, during the vessel 
“Baking” operation mode. It was qualified as the leading to the one of the most severe 
consequents [3]. 

3. DEVELOPMENT OF MAIN COOLING AND “BAKING” CIRCUITS MODEL 
USING ASTEC CODE  

The analysis of LOCA in W7-X facility was performed using the integral code ASTEC. 
ASTEC (Accident Source Term Evaluation Code) – is an integral code for Light Water 
Reactors source term severe accident calculation, from the initiating event until radioactive 
release out of the containment [4]. Now the integral code ASTEC is used for the modelling of 
the ITER (International Thermonuclear Experimental Reactor). ASTEC code consists of 
several modules, which are developed for the analysis of separate tasks.   

CESAR module simulates the whole front-end phase in the vessel (with a simplified 
core modelling) and in the loops, and then, after the beginning of core degradation phase, 
two-phase thermal-hydraulics in the loops and in the vessel upper plenum only. The models 
are based on a thermal-hydraulics simulator code, the physical models of which were derived 
from the reference French CATHARE thermal-hydraulics code [4]. Two phases are 
considered: water and gas (steam + 1 non-condensable gas). The system is made of 5 scalars 
mass and energy conservation equations associated with 5 state variables. 

The reactor cooling system is discretised in volumes (one mesh), either homogeneous or 
with a swollen level, in axial meshed volumes and in junctions. Thermal non-equilibrium is 
simulated by separated mass and energy balance equations supported by interfacial mass and 
heat transfer models. The wall heat transfer models close the energy balance equations. 
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Mechanical non-equilibrium is simulated by a set of algebraic drift correlations for vertical 
and horizontal flow paths. The wall shear model closes the momentum balance equation. 
Special components could be defined to simulate pumps and ruptures of the piping. 

This paper presents the analysis of W7-X target 40mm pipe rupture. The results of LOCA 
analysis will be further used in the plasma vessel model developed for CPA module. CPA [4] 
module is used for simulation of thermal-hydraulics and aerosol behaviour in containment. 
Lumped-parameter approach (volumes represented by nodes connected by junctions) in simple or 
multi-compartment containments (tunnels, pit, dome etc.) with possible leakages to the 
environment or to normal buildings, with more or less large openings to the environment.  

The other modules DIVA, ELSA, SOPHAEROS, RUPUICUV, MEDICIS and IODE 
are not relevant for the selected accident scenario simulation in the fusion type facility. 

For the modelling of selected accident (40 mm target pipe rupture) in “Baking” 
operation mode it is enough to develop detail model of “Baking” circuit. Thus, it was decided 
to develop detailed model of both connected circuits (Fig. 4). The measurements (pipe 
lengths, elevations, pump parameters, heater power and valves parameters) and configuration 
of pipes (it is necessary for evaluation of form loss coefficients) were taken from W7-X 
facility design. 
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Fig. 4. Nodalisation scheme of “Baking” circuit. 

The simplified scheme for modelling of targets (nodalisation scheme) was developed 
(see Fig. 5). As it is seen from presented scheme, four target modules are modelled as 
simplified one equivalent element: “F5-F5”, “G5-G5’”, “H5-H5’”, “J5-J5’”.  
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Fig. 5. Modelling of targets (nodalisation scheme) 

One of target modules is modelled in more extended format: the two single targets were 
selected (one in upper and one in lower position). These upper and lower single elements 
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allows to model rupture of single target feeder pipe. The Target Module “E5-E5” is modelled 
in more detailed manner (see Klaida! Nerastas nuorodos šaltinis.). The pipe elements 
“136”, “137”, “139” and “140” are used for modelling of upper and bottom horizontal 
Targets. Six vertical Targets are modelled by employing “138” pipe element. Element “146” 
is identical to “130”, element “139” – to “136” and element “140” – to “137”. For modelling 
of double ended guillotine break the ASTEC/CESAR connection module BREAK is used. 
Element “199” models the volume inside the plasma vessel with pressure equal 0.01 bar.  

The pump in the model was described by a pressure difference as a function of the flow 
rate. Pump model STRU PUMP available in the ASTEC code is used. For the modelling of 
the pressurize a special type of node “swollen water level” was used. Volume ratio 
nitrogen/water is about 0.5.  

The valves from MCC and “Baking” circuit on inlet and outlet were modelled using 
ASTEC/CESAR module STRU SYSTEMS/VALVE. The non-return valves were modelled 
by a difference of the proportionality coefficients used in the calculation of the local pressure 
loss for reverse flows. 

The heater was modelled by the heat structure with defined initial temperature and the 
heat source of 180 kW. In this modelling the ASTEC module STRU WALL is used. 

4. ANALYSIS OF 40 MM DIAMETER PIPE RUPTURE IN “BAKING” OPERATION 

This section presents the calculation results of break in 40 mm feeder pipe, connecting 
single upper horizontal target. Double ended guillotine break of 40 mm pipe, when W7-X is 
operating in “Baking” mode, was modelled with the ASTEC integral code [4]. Initial 
conditions water temperature in the “Baking” circuit is 433.16 K (160 C) and density – 
907 kg/m3. The water flow rate through “Baking” circuit is 177 m3/h (44.6 kg/s). Pressure in 
plasma vessel is equal 1000 Pa. Valves from main cooling circuit to targets are closed on inlet 
and on outlet. Valves from “Baking” circuit on inlet and outlet are open.  

In this paper there are described the following possible scenarios of events:  
1. Double ended guillotine break of DN40 pipe in the upper target.  

2. Double ended guillotine break of DN40 pipe in lower target.  

4.1. Double-ended guillotine break of upper target  

In the model it was assumed that the break occurs in the module E5-E5’ (see Fig. 5). 
The break occurs in DN40 mm feeder pipe, connecting single upper horizontal target (element 
“136” in Fig. 6). Double ended guillotine break of DN40 pipe was modelled.  

 

Table 1 The following events were assumed to occur: 
1. T = 0.0 s Double ended guillotine break of DN40 (inner diameter 0.0443 m) occurs. 

2. T = 1.14 s Trip of pump on “Baking” circuit  
3. T = 1.64s  Closure of valves on Target inlets begins. 
4. T = 6.64s  Valves on Target inlets are fully closed. 
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Fig. 6. Nodalisation scheme of affected module E5-E5’ with failure of upper horizontal target 

The discharge of coolant through the break is presented in Fig. 7. As it is presented in 
the figure, the water flow in the “Baking” circuit stops after the closure of automatic valves.  
After closure of the inlet automatic valve the discharge of the coolant through the break 
slightly decreases, but the water from other targets in this module is discharged till pressure in 
this module decreases down to the pressure in the plasma vessel. The pump trip begins about 
1.14 s after the brake, thus leading to pressure decrease in the pump outlet (see Fig. 8). Since 
the inlet automatic valves are closed, the water is discharged only from the affected module. 
The pressure in other modules drops down to the approximately 0.6 MPa and remains 
constant, because the automatic valves have isolated them. The process of emptying of the 
targets in affected target module can be understood from Fig. 9. These figures show the 
behaviour of void fraction in the targets is presented Alfa = 0 means pure water, Alfa = 1 – 
pure steam. As it is shown in Klaida! Nerastas nuorodos šaltinis., affected target “1TH – 
upper” and other targets will be empty after approximately 37 s, but small amount of water (2 
kg) remains in the lower targets. 
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Fig. 7. Break of upper target. Water flow rate through the pump and discharge of coolant 

through the break 
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Fig. 8. Break of upper target. Pressure in “Baking” circuit 
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Fig. 9. Break of upper target. Void fraction in the affected target module 

4.2. Analysis of double ended guillotine break of lower target 

This section presents the analysis of pipe break in the lower target. In the analysis it was 
assumed that the break occurs in the module E5-E5’ (see Fig. 5). The break occurs in DN40 
mm feeder pipe, connecting single lower horizontal target (element “139” in Fig. 10). The 
boundary conditions are the same as in the previous case (see section 4.1).  
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Fig. 10. Nodalization scheme of affected Module 

 

The discharge of the coolant through the break is presented in Fig. 11. After closure of 
the inlet automatic valves, the discharge of coolant through the break slightly decreases, but 



             CYSENI 2010, May 27–28, Kaunas, Lithuania 
             ISSN 1822-7554, www.cyseni.com 
 

X-524 
 

the water from other targets in this module is discharged till pressure in the affected targets 
decreases down to the pressure in the plasma vessel (the same as in the previous case). 
Comparison of amount of water discharged through the break in both cases (break of upper 
and lower targets) is shown in Fig. 12. This picture shows that very small amount of water 
(2 kg) remains in the lower targets if the break occured in the lower target, because position of 
the break is lower. 
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Fig. 11. Break of lower target. Water flow rate through the break 

-100

0

100

200

300

400

500

600

-10 10 30 50 70 90

Time, s

W
at

er
 re

le
as

e 
tr

ou
gh

 b
re

ak
, k

g

Upper target break

Lower target break

 
Fig. 12. Comparison of upper and lower target break scenarios. Total water release through 

the break 

5. CONCLUSIONS 

1. The models of target cooling system in W7-X facility were developed by ASTEC code. 
In this paper 2 scenarios of double ended guillotine break of DN40 pipe in upper and 
lower target inlet are presented. 
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2. Results of analysis showed, that the closure of automatic valves allows to decrease the 
amount of discharged water through the rupture, that allows to slowdown the pressure 
increase in plasma vessel. 

3. Amount of water discharged through the break is slightly larger in case of the double 
ended guillotine break of the pipe in the lower target, comparing to the upper target 
break case.  

4. Further, for the LOCA analysis the plasma vessel model, developed by employing CPA 
module in ASTEC code, will be used. 
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ABSTRACT 

Fusion is the energy production technology, which could potentially solve problems with growing 
energy demand of population in the future. Wendelstein 7-X (W7-X) is an experimental stellarator 
facility currently being built in Greifswald, Germany, which shall demonstrate that in the future 
energy could be produced in such type of fusion reactors. Prior to start of the operation of the facility 
its safety has to be demonstrated by performance of the safety analyses. Rupture of the 40 mm target 
cooling pipe during “baking” operation was selected as the most hazardous event. This accident could 
lead to loss of vacuum condition up to overpressure in the plasma vessel, damage of in-vessel 
components. “Baking” operation mode is the regime of the facility operation during which plasma 
vessel structures are heated to the temperature acceptable for the plasma ignition in the vessel. One of 
safety systems preventing the overpressure of plasma vessel is automatic valves in target inlets. These 
valves must be closed during loss-of-coolant accident. Fast closure of valves means smaller amount of 
water discharged and the less pressure in plasma vessel. On the other hand, very fast closure of valve 
can lead to pressure pulse in targets cooling system - water hammer effect. The high pressure peak 
may lead to failure of W7-X cooling system pipelines.  

This paper presents the model of W7-X target modules cooling circuits developed with RELAP5 
code. The water hammer effect analyses of loss-of-coolant accident during “Baking” operation mode 
have been performed using developed model. The performed analysis showed, that 1s closure time of 
the target modules inlet automatic valve is the most predictable.  

Keywords: Wendelstein 7-X, stellarator, plasma vessel, RELAP5, water hammer 

1. INTRODUCTION 

Fusion power is the power generated by nuclear fusion reactions as it is in the sun. In 
this kind of reaction, two light atomic nuclei fuse together to form a heavier nucleus and in 
doing so, release a large amount of energy. It has been tried for more than 60 years to recreate 
the basic energy process of the sun in a contained and controllable form on Earth. Results of 
major research attempts by numerous prominent institutions did indeed prove the possibility 
of nuclear fusion in controlled laboratory experiments. But experiments did not yet achieve a 
continuous and positive energy gain. It is therefore that were decided to build a larger scale 
fusion test reactors. At the present there are few experimental fusion reactors under 
construction: ITER, which is constructed in France, KSTAR in South Korea, Wendelstein 7-
X (W7-X) in Germany and others. 

In contrast to the tokamak concept (used for ITER and KSTAR), where the poloidal 
component of the magnetic field is generated mainly by an induced current flowing in the 
plasma, in stellarators, the vacuum magnetic field for plasma vessel is produced entirely by 
external currents allowing steady-state operation. 

The stellarator W7-X is presently under construction at the Max-Planck-Institut für 
Plasmaphysik, Greifswald, Germany [1]. The superconducting magnet system enables 
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continuous operation, limited by the cooling water system whose capacity to remove the 
plasma heat load onto the wall components is designed for 30 minutes full power operation.  

Prior to the commissioning of the facility its safe operation has to be proved by 
dedicated safety analyses. The ingress of water during the W7-X no-plasma “baking” 
operation mode into the plasma vessel represents one of the critical failure events, since 
primary and secondary steam production leads to a rapid increase of the inner pressure in the 
vacuum (plasma) vessel. A rupture of the 40 mm target cooling pipe could lead to the loss of 
vacuum condition up to an overpressure in the plasma vessel, damage of in-vessel 
components and diagnostics as well as bellows of the ports [2, 3]. The amount of discharged 
water through the leak in the plasma vessel should be estimated in order to analyse processes, 
which can be harmful to the plasma vessel or other W7-X components. The amount of water 
discharge depends in particular on the automatic valve, which isolating the leak, operation 
(closure time). The fast closure of automatic valves gives smaller water discharge through the 
brake, but it can be a cause of water hammer effect. The water hammer effect is pressure 
surge wave when water in motion is forced to stop due to sudden closure of valve. In the case 
of sudden closure, the mass of water before the closure point is still moving forward with 
some velocity, building up a high pressure and shock waves. Also closure of valves means the 
sharp change of velocity of water flow, thus the kinetic energy of water is transformed to 
pressure pulse. The highest values of pressure pulsation occur in the pipelines, which are 
close to the automatic valve in affected target (because the highest change of water velocities 
is through the valve, connected to broken pipe). In our analysed case (break in target feeder 
pipe) the pressure pulsations occur after fast closure of automatic valves in targets inlet. 
Theoretically from the Joukowsky equation [4], the maximum magnitude of the water 
hammer is: 

 ,CaP Δ⋅⋅=Δ ρ  (1) 

where: ΔP is the magnitude of the pressure wave (Pa); ΔP = Pmax – P0 (Pmax is the maximal 
pressure peak; P0 is the initial pressure in the system); ρ is the density of the fluid (kg/m3); a is 
the speed of sound in the fluid (m/s), and ΔC = Ci – C0 (Ci is the initial water velocity; C0 
final water velocity) is the change in the fluid's velocity (m/s).  

For the analysed case, the water density ρ is ~907 kg/m3; the initial pressure 
P0 = 1.2 MPa; the initial water velocity Cmax = 5 – 6 m/s; the final water velocity C0 = 0 m/s; 
ΔC ≈ 5.5 m/s; the speed of sound a in the water is ~1440 m/s. Thus, according Joukowsky 
equation, the possible maximal water hammer pressure pulse is ΔP ≈ 7.5 MPa.  

For the above mentioned reason in this paper the water hammer effect and the influence 
of automatic valve closure time to water discharge in to plasma vessel were analysed.  

2. W7-X TARGET MODULES COOLING SYSTEM 

The plasma vessel in W7-X facility is composed of ten divertor units, which are divided 
in two sectors to allow threading of the innermost coils during assembly (see Fig. 1). The in-
vessel components consist of the divertor units, baffles, panels and heat shields, control coils, 
cryo-pumps, port protection and special port liners, and the complex system of cooling water 
supply lines as well different diagnostics. Each divertor unit is assembled from 12 separate 
horizontal and vertical target modules (see Fig. 2) capable to remove maximum 10 MW/m2 
convective stationary power load [2].  

The zero point for the W7-X elevation is in the centre of the torus. The highest point 
(pipes to the upper ports of the outer vessel) is at elevation about +3.5 m. The connections to 
the lower ports are at -3.5 m. Fig. 2 shows the lower divertor unit with 12 target modules and 
a total plasma facing surface of about 2 m2. The high-heat-load part of the divertor unit (10 
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target modules) can withstand heat loads of up to 10 MW/m2, the middle part of the 
horizontal target modules has to withstand only power loads up to 1 MW/m2. These sections 
of the ten divertor units have a total area of about 5.6 m2 composed of 20 target modules with 
a total of 240 target elements [2]. 

 
Fig. 1. Fragment of W7-X torus [1] 
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Fig. 2. W7-X divertor unit with horizontal (1h-9h) and vertical (1v-3v) target modules [6] 

 
The W7-X facility target modules cooling system consists of two coolant circuits: The 

Main Cooling Circuit (MCC) and the so-called “Baking” circuit. The MCC is used for 
cooling of the target modules when the W7-X facility under normal operation. Before plasma 
operation, the target modules and other in-vessel components must be heated up in order to 
“clean” the surfaces by thermal desorption and the subsequent pumping out of the released 
volatile molecules. The “Baking” circuit is mainly used for this purpose. Both MCC and 
“Baking” circuits are connected together and supply water to the same target modules. During 
operation of W7-X in the “baking” mode, the heat, necessary for target modules heating is 
generated in electrical heater. There is only one pump for all target modules loops in the 
“baking” operation mode. For the “cooling” operation mode there are other pumps available 
in the MCC, but here for the defined analysis not of concern. To maintain constant pressure in 
“Baking” circuit, the pressurizer pressurized by nitrogen. The components heater, pump, 
nitrogen pressurizer are located at elevation -8.1 m. The automatic valves at the module 
manifolds are at elevation ~0 m. The height of the pressurizer is 2.85 m (2.10 m for the 
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cylindrical part), the diameter is 1.25 m, with a total volume of 2.5 m3. The volume ratio 
nitrogen/water is about 0.5. The nitrogen pressure in the pressurizer is controlled between 0.9 – 
1.1 MPa leading to a ~1.0 MPa static pressure [1]. 

According the drawings presented by facility developers the amount of water in the all 
pipelines, connecting the target modules with the both MCC and the “Baking” circuits are 
1.66 m3. The largest amount of water is used in the MCC – 63.1 m3, while the amount of 
water in “Baking” circuit is very small – 1.06 m3. The volume of water in single torus module 
(two divertor units with 12 target modules each) is ~0.457 m3, thus the total volume of water 
in all five tours modules is 0.457 * 5 = 2.28 m3. The water is provided to the upper and lower 
target modules in each torus module through lower and upper ports. A simplified scheme of 
the circuits is shown in Fig. 3. 

The maximum water temperature is 160 °C, the water pressure is about 1.0 MPa under 
the W7-X “baking” operation mode. The corresponding mass flow of water in the “Baking” 
circuit is 177 m3/h (44.6 kg/s), the flow velocity through the cooling tubes of the target 
modules during “baking” operation mode is about 1 m/s [3].  

As it was already mentioned the rupture of 40 mm diameter target module pipe near the 
flange of the outer vessel, close to inner surface of the tours, during “baking” operation mode 
was selected for the analysis. It was qualified as presumptive leading to the pressurization of 
the plasma vessel, which could endanger its structural integrity. It should be noted that during 
“baking” operation mode no plasma in the plasma vessel exists, i.e. no special models for 
plasma simulation are required. To stop the water discharge to the plasma vessel, the 
automatic valves are placed in the target modules inlets. According to the algorithm of valves 
control, they automatically closes when the pressure in plasma vessel exceeds 2000 Pa. Fast 
closure of these valves is very important, but it could induce a water hammer. Water 
discharge to the plasma vessel depending on closure time and the effect of water hammer are 
analysed in section 4. 

  

N2

18TH+6TV

E4

E2

E3

E5 Targets Main
Cooling Circuit

Targets
“Backing”

Circuit
Heater

Pump

Pump

Pressurizer

Single torus
module

 
Fig. 3. Simplified scheme of Main Cooling and “Baking” circuits  

3. DEVELOPMENT OF MAIN COOLING AND “BAKING” CIRCUITS MODEL 

The analysis of LOCA in W7-X facility was performed using integral code RELAP5 
Mod 3.3 [7]. In the Lithuanian Energy Institute, the RELAP5 code is used since 1993 for 
Ignalina Nuclear Power Plant licensing purposes (for the analyses of the thermo-hydraulic 
response of the plant to various transients). Obtained knowledge of RELAP5 application to 
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analyse thermo-hydraulic processes was used to model the processes in targets cooling circuit 
of W7-X facility.  

For the modeling of the selected accident (40 mm target module pipe rupture) in 
“baking” operation mode it is sufficient to develop a detailed model of the “Baking” circuit 
(see Fig. 4). However both MCC and “Baking” circuit are interconnected. Thus, it was 
decided to develop a detailed model of both circuits. The measurements (pipe lengths, 
elevations, pump parameters, heater power and valves parameters) and the configuration of 
pipes (necessary for evaluation of form loss coefficients) were taken from the CAD drawings 
provided by the W7-X design office. 
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Fig. 4. Nodalization scheme of the “Baking” circuit 

 
The W7-X cooling system supplies 5 torus modules. Each torus module is composing 

of 18 horizontal and 6 vertical target modules. The horizontal target modules can be grouped 
in 9 upper and 9 lower target modules. The simplified scheme for modeling of target modules 
(nodalization scheme) was developed (see Fig. 5). Four torus modules are modeled as 
equivalents (with the corresponding water volume and hydraulic resistance). One of torus 
modules is modeled in more extended format. In this torus module, the upper and lower, 
horizontal and vertical target modules were modeled separately. From horizontal target 
modules two single target modules were selected: one in upper and one in lower position (see 
Fig. 5). These elements of single target modules allow to model rupture of single target 
module. As it is seen from presented scheme, 4 torus modules are modeled as simplified one 
equivalent element: F5-F5’, G5-G5’, H5-H5’, J5-J5’. The main cooling circuit inlet valves are 
marked as E2, F2, G2, H2, I2, outlet valves - E2’, F2’, G2’, H2’, I2’; “Baking” circuit inlet 
automatic valves - E3, F3, G3, H3, I3, outlet valves - E3’, F3’, G3’, H3’, I3’. At “baking” 
operation mode the MCC inlet valves are closed and Baking” circuit inlet automatic valves – 
opened.  
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Fig. 5. Modeling of the target modules (nodalization scheme) 

4. ANALYSIS OF WATER HAMMER EFFECT 

This section presents the results of analysis of assumed break in 40 mm feeder pipe, 
connected to an upper horizontal target. In the model it was assumed, that the break occurs in 
the torus module E5-E5’ (see Fig. 5). The nodalization scheme of the affected torus module 
E5-E5’ is presented in Fig. 6. The pipe elements “136”, “137”, “139” and “140” are used for 
the modeling of upper and bottom horizontal targets. 6 vertical targets are modeled by the 
pipe element “138”. Element “146” is identical to “130”, element “139” – to “136” and 
element “140” – to “137”. A simplified model of plasma vessel is element “199” (Fig. 6). The 
guillotine break of a pipe can be initiated by valve “198”.  

The initial conditions were assumed according [3, 7, 8]. The water temperature in the 
“Baking” circuit is 433.16 K (160 oC) and the density – 907 kg/m3. The water flow rate 
through the “Baking” circuit is 177 m3/h (44.6 kg/s). The pressure in the plasma vessel is 
equal to 1000 Pa (limitation of RELAP5 program code). The valves from the MCC to the 
targets are closed on the inlet and on the outlet. The valves from the “Baking” circuit on the 
inlet and the outlet are open.  
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Fig. 6. Nodalization scheme of affected torus module E5-E5’ with failure of upper horizontal 

target module 
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The break occurs in 40 mm feeder pipe (flow area of break is two times pipe cross-
section area), connecting single upper horizontal target module (element “136” in Fig. 6). The 
time of break opening is 0.01 s). It was assumed, that signal for automatic valves actuation is 
generated when pressure in plasma vessel (element “199”) reaches 2000 Pa. The preliminary 
calculations shows, that pressure reaches 2000 Pa in plasma vessel 0.14 s after the break 
initiating. It was assumed, that delay between parameter reaches the set-point and signal 
generation – 0.5 s, delay between signal generation and start of valve actuation – 1 s. Thus, 
the automatic valve in target module inlet starts to close 1.64 s after the initiation of break. 
The signal for automatic pump trip is the same as for valve trip (pressure in plasma vessel 
reaches 2000 Pa at 0.14 s). Delay between parameter reaches the set-point and pump trip – 
1 s. Thus, trip of pump in “Baking” circuit occurs 1.14 s after the break. The automatic valve 
closure time was assumed equal to 0.5 s.  

The water hammer effect depends on few parameters (valve closure time, characteristics 
of valves, wall roughness, flow energy loss coefficient etc.) [5]. In this paper the influences of 
following parameters to calculation results are investigated using RELAP5 Mod 3.3 model for 
water hammer event analysis:  

• calculation time step; 
• control volume size; 
• closure time of valve. 
The remaining parameters (wall roughness and flow energy loss coefficient [5]) were 

defined in the stage of model development. Therefore wall roughness and flow energy loss 
coefficient were constant during uncertainty analysis.  

In the developed RELAP5 model the automatic valves were modeled using special 
“motor valve” model. This valve model was tested in benchmarking analysis of water 
hammer effects at UMSICHT facility (Fraunhofer Institute for Environmental, Safety and 
Energy Technology) [5]. 

4.1. Influence of calculation time step  

Performing explicit integrated modeling of thermal hydraulic processes using system 
thermal hydraulic codes the calculation results can be affected by numerical errors. During 
calculation the close attention should be paid to selected calculation time step. As usually the 
smaller time step allows to decrease the numerical errors.  

The acoustic wave Courant limit is the time required for a wave traveling at the sonic 
velocity to pass through given control volume. Since the sonic velocity can be quite high, the 
time step has to be reduced to a rather small number [7]. According [5] the time step, which 
allows receive most probable calculation results in case of water hammer simulation be 
calculated by formula: 

 ,/ wp axt δδ =  (2) 

where: xδ  is the control volume length (m) and wa  – sound velocity in the fluid (m/s). 
Taking in to account that the length of piping control volume size was assumed equal 

1 m, and sound velocity in the fluid is ~1440 m/s, the recommended time step is 0.0007 s [5]. 
Feature of RELAP5 Mod 3.3 is that during the calculation the actual time step tδ  must be 
lower or equal to current courant time step ( tcrntδ ) crnttt δδ ≤ . Courant time step can be 
calculated by formula: 

 ,/ vxtcrnt δδ =  (3) 
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where: v  is velocity of flow in the control volume (m/s). The user specified maximal time 
step ( maxtδ ) allows to reduce the calculation time step below crnttδ . Thus the actual time step 
of calculation maxtt δδ ≤ . 

For the selection of a suitable calculation time step ( tδ ), the analysis was performed 
using 0.1 s, 0.01 s, 0.001 s and 0.00055 s maximal time step ( maxtδ  referred by user).  

To evaluate influence of calculation time step on results of calculation, the ratio 
crnttt δδ /max  was used. In Fig. 7 there is presented first pressure pulse calculated with different 

calculation time steps (automatic valve closure time 0.5 s). The calculation results using 0.001 
s ( 2.0/max =crnttt δδ ) and 0.00055 s ( 1.0/max =crnttt δδ ) time step are very similar. In this case 
is not necessary to use smaller time step then 0.001 s (Fig. 7). Presented analysis shoves what 
modeling of water hammer transients using RELAP5 the ratio crnttt δδ /max  must be less than 
0.2.  
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Fig. 7. Influence of calculation time step for first pressure pulse 

 

4.2. Influence of control volume size 

Employing RELAP5 code for water hammer analysis, close attention must be paid to 
the control volume size also. If the pressure wave is expected to have a very rapid rate of 
increase, then the nodalization of control volume must be implemented to give a small length 
dimension [9, 10]. Analysis performed to estimate the influence of control volume size in 
pipeline is presented in Fig. 8. As it is seen from figure the values of pressure peaks are very 
similar in these investigated cases. This is, because selected pipeline upstream automatic 
valve is short (3.445m). However, bigger difference can be found in case when pipeline was 
modeled as single segment. Thus, the length of one control volume should not exceed 1 m in 
the modeled pipelines were water hammer is expected.  
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Fig. 8. RELAP5 calculation using different control volume size in pipeline 

 

4.3. Influence of valve closure rate 

After W7-X model calibration, using RELAP5 code short-term pulsation of pressure in 
target feeder pipe break and total coolant release through the break were calculated and it is 
presented in Fig. 9 and Fig. 10. In these figures are presented pressure peaks in the segment 
upstream the valve and total coolant release through the double ended guillotine break when 
automatic valve close time is 5 s, 1 s, 0.5 s and 0.05 s. The designers of W7-X facility 
proposed to close the automatic valves in 5 s [8]. It is obvious that fast closure of targets inlets 
valves will lead to high pressure pulsations. On the other hand, the fast closure of automatic 
valves allows to decrease the amount of discharged water through the rupture. In case if 
valves on targets inlets are fully closed in 0.5 s, the peak pressure in pipeline just upstream 
valve in failed target module reaches ~4 MPa. In Fig. 9 is shown that in the case of 0.05 s 
closure time of valves on targets inlets generates the higher pressure peak ~5.6 MPa. Some 
components of cooling system are not able to withstand this pressure peak [8]. In case of slow 
closure of automatic valves (closure time is 5 s), the pressure increase is insignificant. The 
pressure peak is just two times higher than initial in the case when closure time of automatic 
valves is 1 s. The total release of water through the break is very similar when closure time of 
automatic valves is 1 s, 0.5 s and 0.05 s (Fig. 10). Total coolant release through the break 
during 5 s closure time of automatic valves is much higher comparing of 1 s closure time 
(differences reaches ~17% in 80 s after the accident initiation). Thus, evaluating the pressure 
pulsations in pipelines and discharge of water through the break (Fig. 9, Fig. 10), the 
recommended time for automatic valves closure is 1 s, because low pressure pulsations in 
pipelines and discharge of coolant into plasma vessel through the break is not so high 
comparing to faster valves closure cases.  
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Fig. 9. Pressure peak in the segment upstream automatic valves 

 

 
Fig. 10. Total coolant release through the break 

 

5. CONCLUSIONS 

1. The model of target modules cooling system in W7-X facility was developed for 
RELAP5 code. The response of W7-X “Baking” and cooling circuits and the amount of 
water released through the ruptured pipe into the plasma vessel in the case of double 
ended guillotine break of DN40 pipe in upper target module inlet is analysed.  

2. Analysis shows that the fast closure of automatic valves allows to decrease the amount 
of discharged water through the rupture but it may lead to pressure pulsation in pipelines 
upstream valves, i.e. to cause water hammer.  

3. The results of performed calculations of water hammer effect in “Baking” circuit 
showed that the ratio of recommended calculation time step to the current courant time 
step ( crnttt δδ /max ) must be les then 0.2, and the length of one control volume should not 
exceed 1 m.  
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4. The analyses showed that the automatic valve closure time 1 s is the most acceptable: 
the pressure peak in pipelines reaches 2.1 MPa (only 2 times higher than initial 
pressure), total coolant release through the break is ~17% lower than the case of 5 s 
closure time of automatic valves and only 5% higher comparing to fastest (0.05s) valves 
closure cases.  
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ABSTRACT 

In Ukraine there is unique dry spent nuclear fuel storage on Zaporizhska nuclear power plant. For its 
safety the thermal processes on a platform at dry storage of ventilated containers with the spent 
nuclear fuel are investigated. The analysis of temperature measurements of ventilating air on exit from 
containers of storage is carried out. Factors which influence a thermal condition of containers are 
determined. Researches of thermal state of ventilated container with spent nuclear fuel were carried 
out by the solution of the conjugate problems of heat exchange. The free convection of ventilating air 
and helium into basket of storage, and radiative heat exchange in the container was considered. As a 
result temperature fields of solid bodies and gaseous environments, and also a vector field of speeds of 
ventilating air and helium are received.  

Verification of calculations by taken temperatures on exits from ventilating channels of the container 
has been model adequacy. This model allows to estimate influence of a wind on temperature inside 
the container and gives recommendations on their accommodation on a platform to storage. Results of 
investigations can be used for construction of safety near-stations dry storages in other atomic power 
plants of Ukraine or at open dry storages of the spent nuclear fuel in other countries. 

Keywords: spent nuclear fuel, ventilated container of storage, conjugate problems of heat exchange 

1. INTRODUCTION 

Interim storage of the spent nuclear fuel by dry method is supposed by “Energy strategy 
of Ukraine till 2030” [1]. For this purpose making the centralized storage or near-stations 
storage at nuclear stations is necessary. Today in Ukraine exists unique near-station dry 
storage of spent nuclear fuel on the Zaporizhska nuclear power plant (ZNPP). 

The spent nuclear fuel of six reactors WWPR-1000 ZNPP is stored by a dry method on 
the open site. The storage is designed for arrangement of 380 ventilated containers. It will 
provide a storage of fuel for all period of operation ZNPP. 

Long safe operation of this storage requires carrying out of thermal processes researches 
on a platform. This information is necessary for making thermal conditions of a storage which 
will not give to unsealing a basket with the spent nuclear fuel. 

Definition of a thermal condition of containers with the spent nuclear fuel is necessary a 
carry by mathematical model operation [2–6]. The goal of this investigation is creation and 
verification of numerical definition method of a thermal condition of containers with the spent 
nuclear fuel on the open site of storage ZNPP. 

2. PROBLEM STATEMENT 

Ventilated storage container (VSC) [7], which used in dry spent nuclear fuel storage 
(DSNFS) at ZNPP, has prototype is VSC-24 cask of American company of Sierra Nuclear 
Corporation. Containers are located on the open area storage at territory ZNPP. 
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VSC structure is shown at Fig. 1. Twenty four spent fuel assemblies (SFA) can be 
placed into tight cluster storage basket (TCSB), filled with inert helium gas, which circulates 
in the inner space of the basket due to natural convection caused by hot assemblies and cold 
basket casing temperature difference. Heat transfer from assemblies to the basket casing is 
also made by heat radiative exchange. Storage basket is placed into a concrete casing which is 
the radiation protection barrier and protects the basket from mechanical damages, deposits 
and other effects of the environment. Heat from basket surface is removed by natural draught 
of ambient air through cylindrical ventilating channel which is formed by basket casing and 
steel shell of concrete container casing. In this case, there also is radiative heat exchange 
between TCSB casing and container shell. 

 

 
Fig. 1. Structure of ventilated container with spent nuclear fuel 

 
The spent fuel assemblages are loaded into a basket after 5 years of storage in cooling 

pond. Decay heat of each is not more than 1 kW, but usually it about 0.909 kW. 
For the control of thermal condition of VSC registration of temperature measurements 

on an exit from ventilating channels of the container is conducted. The analysis of these 
measurements has allowed to disclose factors which influence thermal condition of VSC [8]. 

In calm conditions the heating of air in each channel of the container is almost identical 
(Fig. 2). In calm conditions for container № 1 the maximal of ventilated air temperatures in 
channel 3 (numbers inside the circle, Fig. 2) and minimal – in channel 2. Such distribution of 
temperatures remains at different values of ambient temperature (ta). The Fig. 2 shows that 
heating of ventilated air in each channel almost equally. Differences are caused by non-
uniform accommodation in basket SFA with different decay heat or local wind influence.  

 

 

 Fig. 2. Temperature measurements on exit of container ventilation channels in calm 
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Influence of a wind changes temperatures on an exit from ventilating channels (Fig. 3). 
In the channel from windward the temperature is less than in other channels. It is caused by 
mixture of cold atmospheric air with heated up ventilating air. The wind also causes 
redistribution of a cooling air stream inside VSC. Therefore detailed research of influence of a 
wind on the maximum temperature in the containers is necessary. 

 
 

 
Fig. 3. Temperature measurements on exit of container ventilation channels depending on 

wind position 

 
Criteria of safety establish a limit 350 °С for the spent nuclear fuel cladding 

temperature inside TCSB. For research of thermal processes on DSNFS it is necessary to 
generate mathematical model which will take into account influence of a wind on temperature 
of the spent nuclear fuel in the container of storage. 

 

3. METHODOLOGY 

Research of thermal processes on DSNFS was carried out by the solution of the 
conjugate problems of heat exchange. 

The mathematical model viewed stationary process of thermal physics includes the 
following equations in partial derivative: 

– continuity: 

 ( ) ( ) ( ) 0=ρ
∂
∂

+ρ
∂
∂

+ρ
∂
∂ w

z
v

y
u

x
, (1) 

where ρ – density; u, v, w – component of velocity vector v = (u, v, w); 
– motion of viscous fluid: 
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where p – pressure; μeff – effective dynamical viscosity; 
– energy: 
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where cp – specific heat at constant pressure, λeff – effective heat conductivity, T – 
temperature; 

– heat conductivity: 
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where λ – heat conductivity, qV – quantity of heat. 
The model has two differential equations of transport: 
– for turbulent kinetic energy k:  
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where μt – turbulent viscosity, Gk – term featuring oscillation of turbulent kinetic energy, 
caused by presence of gradients of velocity, Gb – term featuring oscillation of turbulent 
kinetic energy, caused by action of Archimedean forces. 

– for velocity of its dissipation ε: 
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where С1ε, С2ε, С3ε – constant of model equal accordingly 1.44, 1.92, 0.09; σk = 1.0 – 
turbulent number of Prandtl for k; σε = 1.3 – turbulent number of Prandtl for ε. 
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For the account of heat exchange radiation used the equation: 

 ( ) 12
4

2
4

1012 HTTQ −= εσ , (7) 

where σ0 = 5.672⋅10-8 Wt/(m2⋅К4) – Stefan-Boltzmann constant; ε – reduced of emissitivity 
factor; T1 – temperature of one surface (more heated) body; T2 – temperature surfaces of the 
second (less heated) body; H12 – area of a cross surface of an irradiation which can be found 
from expression  

 
∫ ∫ π

θθ
=

1 2

22
12

21
112

coscos

F F

dF
R

dFH
, 

where F1, F2 – the areas of surfaces participating in heat exchange; θ1 and θ2 – corners 
between direct, connecting the centres of the partial surfaces dF1, and dF2, and the relevant 
normal lines to these platforms; R12 – and distance between these partial surfaces. 

Reduced of emissitivity factor may be identified as 

ε = [1 + (1/ε1 – 1)ϕ12 + (1/ε2 – 1)ϕ21]-1, 

where ε1 and ε2 – emissitivity factor of surface 1 and surface 2 accordingly; ϕ12 = H12/F1 and 
ϕ21 = H12/F2 – coefficients of an irradiance or the angular coefficients of radiation showing, 
what part of the radiation which are let out by one body, impinges on another. 

This model was used for definition of a thermal condition of containers with the spent 
nuclear fuel on a platform of storage.  

In researches it has been used two types of calculation areas: 
1. The concrete container and TCSB which was considered as solid body with 

equivalent heat conductivity [9]. 
2. TCSB with detailed structure and a concrete cover with the simplified geometrical 

structure of channels. 

4. RESULTS AND DISCUSSIONS 

Using computer programs which allow to solve the equations (1)–(7) mathematical 
models (ANSYS Fluent, STAR-CD, PHOENICS etc.), thermal fields and fields of ventilating 
air velocities and helium are received. 

Temperature fields of the container and air in windless day at temperature of free air 
40 °C shown on Fig. 4. The form of a temperature field at others ambient temperatures same. 

The free air proceeds through lower channels, passes between a basket and a concrete 
cover of the container, is heated up and leaves from the upper channels. Heated air rises 
vertically upwards above the container. Temperature of ventilating air on exit from channels 
about 70 °С. Heating of air does not exceed 61 °С, criteria of safety are observed. Velocity of 
air on exit from channels about 2 m/s.  

The similar results are observed in windless conditions at other temperatures of air. In 
all cases heating of air makes about 20 degrees. Comparison of the measured and calculated 
temperatures confirm adequacy of mathematical model. 

Also researches have been carried out for three directions of wind (Fig. 5). 
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Fig. 4. Temperature fields of the container and ventilating air (°C) 

 

         
Variant А       Variant В       Variant С 

Fig. 5. Variants of wind direction (o – outlet, i – inlet ventilation channels) 

Results of calculations at various velocities of a wind are given in Table 1. Small 
velocities of a wind (about 1 m/s) render feeble influence on the maximum temperature in 
VSC in comparison with calm conditions. The maximum of temperature in VSC at 3 m/s 
wind velocity and this speed of wind is most dangerous at storage of spent nuclear fuel. At 
strong wind (10 m/s and higher) the maximum temperature in VSC decreases. 

Table 1. Maximum temperature in VSC at various velocities of a wind  
(tа = 24°С, decay heat of TCSB 24 kW) 

Maximum temperature in VSC, °С Velocity of wind
v, m/s Variant А Variant В Variant С 

0 294.3 
1 302.5 297.2 301.5 
3 325.6 312.7 297.7 
5 305.1 318.3 288.9 

10 256.8 302.9 249.1 
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Temperature fields of the spent fuel assemblies with identical energy-release inside the 
container of a storage are presented (Fig. 6). 

 

 
Fig. 6. Temperature fields basket with the spent fuel assemblies  

(decay heat of each SFA 0.909 kW) 

In TCSB small velocities of helium are observed. Maximum temperatures of SFA at the 
centre of a basket.  

5. SUMMARY AND CONCLUSIONS 

1. In this work the mathematical model for definition of thermal condition of 
containers with spent nuclear fuel on a platform of storage is created. At modelling the 
conjugate problems of heat exchange which take into account cross thermal influence of solid 
bodies and gases were solved. 

2. Results of modelling have shown safety of operation of containers at high 
temperatures of a free air (40 °C), because heating of air does not exceed 61 °С. 

3. Accommodation of containers on storage platform is necessary in view of an 
annual wind rose to lower influence of a wind on their thermal state. Results of investigations 
can be used for construction of wind protection system for containers. 

4. Results of investigations can be used for construction of safety near-stations dry 
storages in other nuclear power plants of Ukraine or at open dry storages of the spent nuclear 
fuel in other countries. 
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ABSTRACT 

In this paper, the developed methodology of age-dependent reliability modelling and probabilistic 
ageing assessment is presented. Bayesian methods as having property to deal with uncertain and 
sparse data are used. Modelling problems, which arises in complex Bayesian models, were eliminated 
by usage of WinBUGS software based on Markov Chains Monte Carlo method. As a case study, the 
failure data of certain group of electric instrumentation and control components (I&C) were analyzed. 
Bayesian regression methods were applied to create model for analysis of reliability dynamics of these 
components. The ageing trend was modelled using several models. One model was distinguished as 
having property of the best flexibility and fitness to entire age-dependant failure rate curve. Effect of 
prior information for further failure rate forecasting was also investigated. 

Keywords: ageing effect, Bayesian approach, WinBUGS, age-dependent reliability, failure rate, I&C 

1. INTRODUCTION 

As time passes by, the ageing phenomena is becoming more and more important in 
order to perform the analysis of system reliability and safety limits. However, some specific 
systems are not modelled adequately – reliability of passive systems (e. g. pipes or structures) 
or electric components were considered as having high reliability characteristics which 
doesn’t change over time. Economic reasons, higher safety requirements forces to evaluate 
ageing and its effect of systems mentioned above. 

Ageing, which could be understood as a general process in which characteristics of 
components, systems and structures (CSS) gradually change with time or usage, eventually 
leads to degradation of materials subjected to service conditions and could cause a reduction 
in component and systems safety margins. 

Ageing affects all materials to some degree and therefore may lead to degradation of 
safety state (i.e. integrity and functional capability) of plant components in nuclear power 
plants or other safety important facilities. 

Most components (especially electric cables, structures or other passive systems) do not 
provide adequate numbers of failures to analyze statistically. Consequently, a lot of 
uncertainty, which is related to sparse data, is presented in the results of failure analysis. To 
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reduce and quantify it, prior information about phenomena, historical knowledge about 
failures of similar components, or even subjective expert judgment can be used. However, 
classical frequentist1 analysis does not have ability to integrate prior subjective information 
and objective data. 

This imperfection of classical statistics can be overcome by Bayesian approach. In 
Bayesian paradigm, uncertainty is quantified in terms of a subjective probability following the 
axioms of probability theory. 

Bayesian approach lies on Bayes theorem, which having data y  in continuous way can 
express the posterior distribution ( )|f yΘ  of parameter Θ : 

( ) ( ) ( )
( ) ( )

|
|

|
L y f

f y
L y f d

Θ Θ
Θ =

Θ Θ Θ∫
; (1)

where ( )|L y Θ  is likelihood function of data y  and ( )f Θ  is prior distribution of parameter 
vector Θ . 

This formula expresses how prior knowledge about parameter Θ  and degree of belief is 
updated when new data y  is introduced in model. 

2. AGEING MODEL CONSTRUCTION IN BAYESIAN FRAMEWORK 

One of the difficulties of Bayesian inference is inability to deal with changes of age-
dependant parameter as a continuous process. This problem partially can be overcome by 
considering ageing (or degradation) as step-wise process, which is constant in some time 
period and has value jump in other time period. Mathematically this can be expressed as a 
jump process: 

( )
1

{ }1
1

N

i
i

t t ti i
d t d

=
< < +

=∑ ; (2)

where ( )d t  is any parameter under consideration and constant id  is parameter value at each 
time period it ; N – number of time intervals. 

Function of parameter ( )d t  can have any functional form. It can be linear, Weibull, or 

some other form. Depending on adopted form, ( )d t  will depend on vector of 

parameters { }1,..., nθ θΘ = : 

( ) ( ),d t d t= Θ . (3)

Parameter vector Θ  estimation is one of the critical aspects in ageing analysis. When 
Θ  is estimated, ageing impact on parameter ( )d t  can be analyzed and other reliability 

characteristics can be estimated. ( )d t  can be a degradation rate, failure rate, crack growth 
rate or size, etc. 

One of the steps in Bayesian inference is selection of likelihood function and vector Θ  
prior distribution. Likelihood function should be chosen according to stochastic origin of data. 
                                                 
1 Frequentist statistics (or frequentist inference)  is the inference framework on which the well-established methodologies 
of statistical hypothesis testing and confidence intervals are based.  Frequentist inference has been associated with 
the frequency interpretation of probability. In a frequentist approach to inference, unknown parameters are often, but not 
always, treated as having fixed but unknown values that are not capable of being treated as random variates in any sense, and 
hence there is no way that probabilities can be associated with them. 
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If it is count data or failure number data then Poisson distribution can be used, if it is failure 
timing data then Weibull distribution is appropriate, etc. If distribution that defines stochastic 
nature of observed data is ( )f y , where { }1,... Ny y y=  is observed data, than likelihood 
function is: 

( ) ( )( )
1

| ; ,
N

i i
i

L y f d t y
=

Θ = Θ∏ , (4)

where ( );id t Θ  is parameter value in ith time interval it . 
Likelihood function represents all available information contained in data y  sample. 
Estimation of prior distribution for parameter vector Θ  depends on what technique of 

calculations is available. WinBUGS software is capable to draw samples even from very 
complex distributions. Sampling difficulties can arise subject to form of prior distribution and 
to complexity of model. 

Suppose prior distribution for { }1,..., nθ θΘ =  is ( )f Θ  and prior distributions for 

, 1,i i nθ =  is ( )iF θ . Assume that parameters in vector Θ  are independent, then prior for Θ  
can be expressed as: 

( ) ( )
1

 
n

i
i

f F θ
=

Θ =∏ . (5)

According to notations and assumptions made above, posterior distribution is 
proportional as follows: 

( ) ( )( ) ( )
1 1

| ; ,
N n

i i i
i i

f y f d t y F θ
= =

Θ ∝ Θ∏ ∏ . (6)

Usually it is very difficult to elicit information about model parameters, and because of 
it, non-informative prior distributions are used in most cases. However, the use of non-
informative distribution does not mean that such analysis is the same as classical frequentists 
analysis, because not only statistical data uncertainty is considered, as is the case in 
frequentists analysis, but also uncertainty of parameters. More information about informative 
and non-informative prior distributions and their construction can be found in [4, 6]. 

Calculation of various characteristics, such as mean or variance of parameters, or 
Bayesian credibility intervals, is straightforward and can be found in any Bayesian analysis 
textbook.  

In Bayesian theory, predictions of future observables are based on predictive 
distributions: 

( ) ( ) ( )|f y f y f d= Θ Θ Θ∫ . (7)

By using the predictive distribution, we can quantify our knowledge about future as 
well as measure the probability of again observing in the future each iy  assuming that the 
adopted model is true. For this reason, we may use the predictive distribution not only to 
predict future observations but also to construct goodness-of-fit diagnostics and perform 
model checks for each model‘s structural assumptions [3, 4]. 

One numerical summary of the model diagnostic‘s for posterior distribution is the tail-
area probability or as it is sometimes known, the posterior predictive p-value: 
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where ( ),D y θ  is discrepancy measure and can have any functional form, for example: 
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Posterior p-value expresses the differences between statistical data and replicated data. 
Bayesian approach also allows to apply “probability of model being true” concepts. 

Bayes factors can be used to compare different models. For this purpose, comparing 
probabilities of being true model Bayes factors are calculated as follows: 

( )1exp
2ij i jBF BIC BIC⎧ ⎫= − −⎨ ⎬

⎩ ⎭
, (10)

where ( )( )2ln | , 2 lni iBIC L y i n N= − − Θ +  is Bayes Information Criterion, ( )| ,L y iΘ  is 
likelihood function, n  is number of model parameters, N  number of observations. 
 

3. FAILURES OF ELECTRIC I&C COMPONENTS 

3.1. Data representation 

Data set represents the failure and replacement dates of electrical instrumentation and 
control (I&C) components. The considered data is quite similar to the real (data were encoded 
and places where it was collected can’t be identified) operating experience data collected in 
French or German nuclear power plants. In particular, it is a large sample that represents one 
technological group of continuously operating components. The data set contains records 
from type “T” reactors, which are operated by a single utility with a single management 
philosophy. The components are all of the same type (design, manufacturer, technology, etc.). 
The components operate in “A” environment having more stressful pressure and temperature. 
The scope of maintenance is the same for all components.  

Data were collected in eleven years period, from January 1, 1990 through December 31, 
2000. The components in the sample do not all have same date of being put into service, and 
as a consequence do not have the same ages at the beginning and end of observation. The 
failure counts were taken from a review of the maintenance data, so any reported date of 
failure is actually the date of the periodic test. A “critical” failure is one that causes the 
component to lose its safety function in a PSA model. 

There are 20 units of type “T”, each with 20 components of type A. The data collection 
period is eleven years, so there would be 4400 component-year except for the fact that some 
of the units were commissioned after the start of the data collection. 

Simple failure rate (Figure 1.) plot gives first impression about failure behaviour over 
time: failure rate increases in time showing equipment degradation due to ageing. 
 



             CYSENI 2010, May 27–28, Kaunas, Lithuania 
             ISSN 1822-7554, www.cyseni.com 
 

XI-549 
 

 
Figure 1. Failure rate2 

 
In report of JRC Institute for Energy [1] full and particular frequentist analysis of data 

can be found. In that analysis side-by-side 90% confidence intervals are calculated and 
plotted, nonparametric and parametric test are performed to validate ageing in observed data.  

3.2. Bayesian model application to Poisson count data 

In this analysis, failure rates are considered as constant values in each year, but at every 
year this value jumps at the value which can be calculated from linear, Weibull or other 
model. 

Lets consider as the model for the failure rate ( ){ }; 0t tλ ≥  a jump process structure: 

( ) { }
1 1
1

N

i
i

t t ti i
tλ λ

=
< ≤ +

=∑  (11)

In each year period failures occurs as Poisson process (or to put in other words, 
likelihood of data is Poisson) but with different rate parameter , 1,2,...,15i iλ = . In every period 
(which is equal to one year) equipment was in operation for iτ  time (operating time). Denote 
number of failure that occurred in one year as iN . According to our notations and Poisson 
process assumptions we can summarize: 

( ) ( )
!

i i
k

i i
i

e
P N k

k

λτ τ λ−

= =  (12)

Expression of rate parameter could be as follows ( 1,2,...,i N= ): 
1. i aλ = ; 

2. i a biλ = + ; 

3. b
i aiλ = ; 

4. bi
i aeλ = ; 

                                                 
2 The reason why time axis is 15 years and not 11 years is the need to equalize ages of all units, i.e. if unit was 
put into operatio at January 1, 1987, and we don’t know its failure history before 1990, then failures observed at 
January 1, 1990 will be put into third array cell where three years old failures are collected. 
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5. ( )1 11u b
i

bik ui k bi eγλ λ γ− −= + −  (general bathtub model); 

6. 
1

i
i e

i
μ αβλ δ

β
= +

+
 (generalized Makeham model [2]). 

For generality assume, that the rate parameter depends on time and on model parameter 
vector: 

( ) ( ),t tλ λ= Θ . (13)

Gamma distribution is assigned as prior for parameters 1,..., nθ θ . Joint distribution for 
vector Θ  is: 

( ) ( )
1

1

i
if

n e
i

βθα αβ θ
α

−−
Θ = ∏

Γ=
. (14)

Posterior parameter vector Θ  is not analytically calculable, except when failure rate is 
constant function. In other cases, when ( )tλ  has more cumbersome functional form (although 
it is linear function), posterior distribution can not be evaluated by using analytical methods. 
For this reason Markov Chain Monte Carlo estimation implemented to WinBUGS software 
can be used to sample from posterior distribution.  

3.3. Model fitting and screening 

Here we will analyze failure rate trend models described in previous chapter. Two 
models – Makeham and general failure rate models – were introduced additionally to the 
classical linear, exponential and power models. Analysis and fitting of these models is not 
very widely researched, which is possibly due to complexity and larger number of parameters 
to be estimated. However, these models are important for their ability to shape up bathtub 
curve, while other, simpler models like exponential, does not have such property. 

Estimated posterior p-values for different failure rate models are: 

Table 1. Posterior p-values for different failure rate models 

 Constant Linear Exponential Power Makeham General 
1p  0.906 0.4541 0.3696 0.3059 0.398 0.4328 
2p  0.4838 0.4899 0.4838 0.4977 0.4873 0.4886 

 
As can be seen from posterior p-value 2p , correspondent to 2χ discrepancy measure, 

carries no useful information for screening. All values are very close to 0.5 and according to 
2p  all failure rate models should be considered as having good fit, however constant failure 

rate model is inappropriate as can be seen from Figure 2. 
Bayes factors calculated for each model are presented in Table 2 (firs row represents 

models for which we want to calculate Bayes factors and first column represents models to 
which we want to compare models from first row). 
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Table 2 Bayes factors 

  Constant Linear Exponential Power Makeham General 
Constant 156222625012279939870617802150353243763284 15401878
Linear 1.77864E-10 1 4.055199967 0.31663677 0.57694981 0.002739
Exponential 4.38608E-11 0.24659696 1 0.07808167 0.14227407 0.000676
Power 5.6173E-10 3.15819291 12.80710378 1 1.8221188 0.008652
Makeham 3.08284E-10 1.73325302 7.028687581 0.54881164 1 0.004748
General 6.49271E-08 365.037468 1480.299928 115.584285 210.608298 1

 
Constant failure rate is not able to deal with ageing. This model replicates moderately 

data in the middle of the time period. This conclusion is strengthened by p-value of standard 
deviation discrepancy measure 1p  – it is equal to 0.906 and shows lack of fit for constant 
failure rate model. 

 

Fitted constant and linear failure rate models
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Figure 2. Application of constant and linear failure rate models 

 
According to p-value 1p  linear, exponential, Makeham and General models fits data 

almost the same. However, linear failure rate model shows lack of fit for data observed in the 
last two years, when system degradation manifests more severely (Figure 2). 

Exponential, Makeham and general failure rate models fits data almost the same (Figure 
3). This conclusion is supported by p-values (Table 1). However, exponential model is the 
simplest failure rate model among last three models and to keep analysis more simple it could 
be chosen as the most reasonable. 

Bayes factors, which are comparison between probabilities of different models, supports 
conclusions that were made above. The most unlikely model is constant (probabilities that 
linear, exponential, power, Makeham and general failure rate models are true are billions 
times greater than probability of constant failure rate model being true model). Modelling 
results shows that most likely among others are exponential trend model – Bayesian factors 
are all greater than 5 (Bayes factor of ith model, compared to jth, which  is greater than 5, 
gives strong evidence that ith model is more likely than jth).  
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Comparison of exponential, Makeham and general models
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Figure 3. Exponential, Makeham and general bathtube failure rate models 

 
According to results, obtained in this (non)linear regression analysis, exponential failure 

rate models receives more credits than other models. However, this does not mean, that such 
models as Makeham or general have to be disregarded, because they have more than good fit 
to the data observed in this I&C components case – it has more flexibility than exponential, 
which means that when burn-in failures are introduced in model, they would give more 
reasonable and realistic results, than exponential (or other) failure rate model. 

4. BAYESIAN APPROACH APPLICATION FOR FORECASTING 

Reliability forecasting is one of the most common issues of reliability analysis. It deals 
with prediction of the failure rate of components and future system reliability. These 
predictions are used to evaluate design feasibility, compare design alternatives, identify 
potential failure areas, trade-off system design factors, and track reliability improvement. 

Dealing with uncertainty in forecast can be crucial when predicting phenomena 
behaviour of high risk systems, because underestimation can lead to safety limits that are not 
enough safe. Bayesian methods allows to quantify uncertainty in more natural way – this 
approach is able to account not just uncertainties in observed data, but also uncertainty that is 
related to unknown parameters and model screening. 

Bayesian methodology can be used not just update knowledge about parameter 
estimates, but also to update belief about future predictions as new data becomes available. 

Suppose we have data from first 9 years (until 1998) and want to forecast for next 6 
years. Then, after two years of data collection, it is possible to update predictions that were 
made earlier. The corresponding results are presented in Figure 4. 
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Figure 4. Dynamics of failure rate and uncertainty taking into account data updating 
 
Exponential failure rate model was used to make predictions. Posterior distribution 

obtained for first 9 years was used as informative prior distribution in the next two years 
Bayesian analysis. Because of updating ability, Bayesian approach does not require 
recalculation with all data when new data is observed (eg. in 2000). 

CONCLUSIONS 

Developed methodology of age-dependent reliability modelling and probabilistic ageing 
assessment was applied to find the best fitting failure rate model. This methodology is able to 
deal with disperse and small data sets along with multiple parameter set. More generalized, 
but complex models were successfully applied together with traditional linear, exponential 
and other models to express the aging effect. 

It was ascertained, that several goodness-of-fit approaches and measures should be used 
to make comprehensive and more reliable fitness analysis. Results demonstrates that chi-
squared discrepancy measure, usual instrument for most researchers, may carry no important 
information and cannot be used for screening – calculated values were all around 0.5, which 
wrongly indicates good fit for all models. However, applying predictive p-values and 
Bayesian factors the exponential failure trend model was identified as the best-fit model for 
I&C components failure data. 

When new methodology was applied to forecast future failure rate values – at some 
point it was observed that no further data collection is needed to perform satisfactory 
predictions. Failure rate values of fitted exponential model are almost equal to predicted 
values when information update was made. 
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ABSTRACT 

The international consensus exist that spent nuclear fuel (SNF) and long–lived high level radioactive 
wastes are best to be disposed of in the geological repositories, using a system of engineered and 
natural barriers. Due to the danger of exposure arising from long-lived radionuclides to humans and 
the environment, SNF is not allowed to be disposed of in the near-surface repositories. 

The implementation of nuclear waste repository in a deep geological formation would cause some 
perturbation of the geological system. The impact on the host rock is two-fold: (1) a large numbers of 
tunnels necessary to be constructed would lead to the appearance of excavation disturbed zones in the 
formations, (2) the disposed of nuclear waste would release heat for certain time period. Such a 
perturbation induces a number of coupled thermo–hydro–mechanical (THM) processes around the 
repository. Thus it is necessary to analyze their influence on the performance of the engineering 
barriers and the repository safety as well. 

A numerical investigation of the thermo–hydro–mechanical processes occurring around a single 
disposal canister with RBMK-1500 SNF to be disposed of in the reference repository in the crystalline 
rocks has been started and the first results are presented in this paper. For the modelling the computer 
code COMPASS (COde for Modelling PArtly Saturated Soil) (UK) has been used. 

Keywords: Thermo-hydro-mechanical behaviour, geological disposal, crystalline rocks, numerical 
modelling 

1. INTRODUCTION 

The usage of the nuclear materials in the industry and health care areas lead to 
appearance of the nuclear waste of different kind (activity, radionuclide inventory, etc). Some 
of these waste, i.e. low and intermediate level waste is being disposed of in near surface 
repositories [1]. The high level waste such as spent nuclear fuel, which is a minor part of all 
nuclear waste by volume, but contains major piece of the radioactivity, hence produce a large 
amount of heat. Many countries, including USA, Canada, Sweden, France, Finland, UK and 
Switzerland among others, have been investigating the opportunities and intent to dispose of 
the high level nuclear waste in the deep geological repositories [2]. Various rock types are 
being investigated in the different countries with geologic disposal programs (granite rocks, 
clay formations, rock salt, and volcanic tuff). 

Recently, the demand for the performance assessment of geological nuclear waste 
repositories has driven the development of coupled thermo-hydro-mechanical (THM) 
numerical models in the fields of rock and soil mechanics [3, 4]. In this paper the thermo-
hydro-mechanical (THM) behaviour around a single deposition hole has been investigated via 
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numerical simulation using computer code COMPASS (UK), which implements a coupled 
THM approach to model the behaviour of saturated/unsaturated media. 

2. METHODOLOGY 

2.1. Theoretical formulations 

One important issue is the heat release from the waste containing canisters, which gives 
rise to strongly coupled THM processes in clay buffers and fractured rocks surrounding 
disposal canisters. For example, the elevated temperature around a waste canister creates a 
thermal gradient with accompanying thermal stress and the deformation in the surrounding 
medium. The temperature gradient is also one of the main causes of groundwater movement 
(by diffusion) within a clay buffer. At the same time, the clay swells or shrinks as a function 
of its water content, causing mechanical deformation and stress changes. Due to mechanical 
deformation the porosity and the apertures of rock pores and fractures could be changes thus 
affecting the groundwater flow regime. Water flow regime depends on the material saturation, 
material behaviour under unsaturated conditions as well. By affecting the water pressure 
gradient, the heat flow is affected as well. Generally in the case of heat-generating radioactive 
waste, it is possible to envisage range of individual and coupled T, H and M processes that 
can operate. This is illustrated schematically in Fig. 1: 

 

 
Fig. 1. Examples of thermo-hydro-mechanical (THM) couplings, from [5] 

 
The performance of such a system can only be analyzed with a numerical model that is 

able to simulate the coupled and highly nonlinear behaviour of all components (canister, 
buffer, fractured rock, and water) and their interactions. 

The materials contained within the system being analyzed (rock, buffer and backfill) are 
assumed to be as a three phase porous medium, consisting of solid skeleton, pore-water and 
pore-air. In the following formulation the flow of moisture, air and heat energy in a 
deformable porous medium are considered. In particular, governing differential equations are 
applied for moisture, dry air, heat flow and the deformation evolution. A brief summary of 
each governing equation will be presented below. The describing in more detail is in [6]. 

2.1.1. Heat transfer 

Heat transfer is governed by the classical conservation of heat energy: 
 

       Q
t
H −∇=

∂
Ω∂ ,         (1) 
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where HΩ  is the heat content of unsaturated soil per unit volume, includes conduction, 
convection and latent heat of vaporization, Q  is the heat flux per unit area. 

2.1.2. Water and air transfer 

The governing equation for moisture (liquid water and water vapour) transfer in an 
unsaturated soil can be expressed as: 

 
  

avvlll
lvll vvv

t
Sn

t
Sn

ρρρ
ρρ

⋅∇−⋅∇−⋅∇−=
∂

−⋅⋅∂
+

∂
⋅⋅∂ ]1([)( ,     (2) 

 
where lv av  is the velocities of pore-liquid and pore-air, based on a generalised Darcy’s law, 

vv is water vapour velocity is based on vapour movement due to gradients of relative 
humidity, n  is porosity, lρ , vρ  is the densities of liquid and vapour, lS  is the degree of 
liquid saturation. 

In Eq. (2), the first two terms represent the storage of pore liquid and vapour; the third 
term represents the movement of liquid mass, the fourth term represents the movement of 
vapour mass due to a vapour pressure gradient (diffusive flow), in which the saturated vapour 
flow is assumed to have the same density as pore water; the fifth term represents the 
movement of vapour as a part of the bulk flow of air. 

Air in unsaturated soils is considered to exist in two forms: dry air and dissolved air. In 
this approach the proportion of air contained in the pore liquid is defined using Henry’s law. 
The governing equation for air flow: 

 

)]([)(
lsada

darsa vHv
t

nSHS
+⋅−∇=

∂
+∂

ρ
ρ ,       (3) 

 
where the dry air density daρ  can be defined via Daltons law of partial pressure, sH  is 
Henry’s volumetric coefficient of solubility and aS  is the degree of air saturation. 

2.1.3. Constitutive stress–strain relationship 

The mechanical behaviour is governed by constitutive relationship developed using an 
elasto-plastic relationship for a slightly swelling soil via consideration of stress equilibrium. 
For problems in unsaturated clays the total strain is assumed to consist of components due to 
stress, suction and temperature changes: 

 
TS dddd εεεε σ ++= ,          (4) 

 
where the subscripts σ , S  and T  refer to net stress, suction and temperature contributions. 

2.2. Modelling assumptions 

2.2.1. Repository concept 

During 2002–2005 the assessment of possibilities for disposal of spent nuclear fuel 
(SNF) in Lithuania was performed with the support of Swedish experts. Extended studies on 
selecting of suitable geological formations had led to the conclusion that crystalline rocks and 
argillaceous rocks are the primary candidates for disposal of SNF in Lithuania. KBS-3V 
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concept developed by SKB (The Swedish Nuclear Fuel and Waste Management Co.) for 
disposal of the SNF in Sweden was chosen as a prototype for crystalline basement in 
Lithuania [7]. This concept involves SNF in a cooper canister containing a cast iron insert for 
strength. The canister is surrounded by a high-density expansive clay buffer and then placed 
into a vertical deposition hole situated in crystalline rock at approximately 400–500 m depth. 
The primary aim of the engineered barriers is to isolate the radioactive waste from the rock 
and particularly from the groundwater. 

 
Fig. 2. Illustration of KBS-3V method for the disposal of spent nuclear fuel [8] 

2.2.2. Scenario 

After repository closure, the repository is sealed and thus there is no ventilation or 
escape of moisture. The repository cavity is then resaturated (if below the water table) and 
repressurized to its original hydrostatic pressure corresponding to its depth. Thermally, the 
temperature builds up to a certain level and then decrease. The exact temporal and spatial 
distribution of the heating cycle depends on the waste inventory and repository design. This is 
also the period when the hydraulic pressure is rebuilt in the backfilled and sealed repository 
opening. In general, mechanical deformation during the re-saturation and re-pressurization is 
an irreversible coupled THM process. 

It was conservatively assumed only THM processes related to natural evolution of the 
repository are taking into account in this analysis. Other coupled processes have been 
envisaged away for the first approach. These include links involving chemical effects, 
seismically induced HM, glacially induced THM and erosion. 

2.3. Numerical model and initial data 

2.3.1. Conceptual model 

A part of the emplacement tunnel and single deposition hole for the reference cooper 
canister with cast iron insert for RBMK-1500 spent nuclear fuel are included in model 
domain, which is based upon Swedish KBS-3V concept including the crystalline rocks, 
clayey buffer materials (bentonite and backfill) and waste canister. 

The canister has a length of 4.07 m and radius of 0.525 m and is designed for 16 (32 
fuel-half assemblies) fuel assemblies of RBMK-1500 spent nuclear fuel. The canister was not 
modelled itself, only boundary condition (time dependent heat fluxes) was used. This heat 
production term was applied on the bentonite next to the external surface of the canister. 
There is 0.35 m wide bentonite layer around the canister, 1.5 meters height above the canister 
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and 0.5 m height of bentonite plug below the canister. The height of emplacement tunnel is 
6 m, and the tunnel is backfilled with the mixture of crushed rock and 30% bentonite. The 
geometry of the domain is illustrated in Fig. 3: 

 
Fig. 3. Schematic view of conceptual model 

A single deposition hole is virtually symmetrical therefore an axis-symmetric analysis 
has been undertaken to reduce computational time. The discretization of model domain shows 
that the mesh is more detailed in and around the repository structure due the higher 
parameters gradients and the finer results resolutions required. 

2.3.2. Material properties 

The model employed in this work requires a number of material parameters to define 
the behaviour of each individual material. Three separate materials have been considered. 
Each of these requires a series of material constants and constitutive relationships to describe 
their thermal–hydraulic–mechanical behaviour. This information has been obtained from the 
experimental work performed in the SKB Prototype Repository in the Äspö Hard Rock 
Laboratory (Sweden) [9]. Since there is a lack of geotechnical properties of geological 
formation in Lithuania some data were assumed to be the same as defined for Swedish site 
[10]. 

In some cases the mathematical equations have been fitted to experimental data to cast 
the material relationships in a form suitable for computer modelling. These equations are 
defined below [10]: 

        δ
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where ksat is the saturated hydraulic conductivity, kunsat is the unsaturated hydraulic 
conductivity, Sr is the degree of saturation, S is the suction (pore-water pressure), g is the 
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gravitational constant, ρ is the density of liquid, n is the porosity, Po is the air entry pressure 
and α, θres, θsat, β, β1, and b are equation parameters. 

A summary of the parameters is given in Table 1: 

Table 1. THM material parameters used in the analysis 

Parameter Bentonite Backfill (30/70 mix) Rock 
Density, ρs (kg/m3) 2150 2750 2600 
Initial porosity, n (-) 0.4 0.39 0.005 
Initial degree of saturation, Sr (-) 0.85 0.68 1 
Specific heat capacity Cps(J/kg/K) 1116 850 800 
Thermal conductivity (W/m/K) 0.3 – 1.35 0.3 - 2 2.8 
Hydraulic conductivity Refer to Eq. 5 Refer to Eq. 5 Refer to Eq. 6 
Shear modulus, G (Pa) 1·107 1·107 2.76·1010 
Poison ratio, v 0.499 0.499 0.25 
Elastic stiffness (stress), κ 0.15 0.15 1·10-4 
Elastic stiffness (suction), κs 0.15 0.15 1·10-4 
Coefficient of thermal expansion, 
αT (K-1) 1.5·10-4 1.5·10-4 0 

2.3.3. Initial and boundary conditions 

• For moisture (hydro-processes): 

It was assumed that the rocks are fully water saturated in the beginning of simulation 
and the initial pore-water pressure of the rocks was assumed to be hydrostatic with the water 
table which is situated 350 m above the top of the domain. The buffer materials were assumed 
to be partly water saturated at the beginning (Table 1) and the pore-water pressure is defined 
from the soil-water retention curve (Eq. 7 and Eq. 8). 

 

• For thermal processes: 

The initial temperature was set 305 K in all materials according the geological data in 
south Lithuania. The heat flux from RBMK-1500 canister is maintained time dependent based 
upon the evaluation using ORIGEN-S [11] code after 50 years of interim storage of SNF. 

 

• For mechanical processes: 

For the deformation of bentonite and backfill – 200 kPa, of granite rocks – 22 MPa 
compressive stress in x and y directions were set. All model boundaries were restrained in x 
and y directions. 

3. RESULTS AND DISCUSSION 

The simulation work has been performed using finite element code COMPASS (Code 
for Modelling Partly Saturated Soil). This code is a mechanistic model where the various 
aspects of soil behaviour under consideration, are included in an additive manner. In this way 
the approach adopted describes the heat transfer, moisture migration and air transfer in the 
material, coupled with stress/strain behaviour. The results of fully coupled THM analyses are 
presented below. 



             CYSENI 2010, May 27–28, Kaunas, Lithuania 
             ISSN 1822-7554, www.cyseni.com 
 

XI-561 
 

3.1. Temperature evolution in the buffer and the maximum temperature 

Temperature profiles obtained at various location of the buffer and the rocks are 
presented in Fig. 4. As it could be expected, the maximum temperature is reached at the 
contact with the disposal canister, after about 1.5–2 years of heating. Generally the 
temperature builds up to a certain level and then decrease. After about 200 years the heat 
power is down to a few percents of its initial value. 

 

 
Fig. 4. Temperature profiles at selected points of interest in the buffer and rocks 

 

The maximum temperature reached in the system is 336 K. There is a requirement that the 
surface temperature of the canister may not be exceeding 100˚C [12]. The results of temperature 
assessment around the canisters loaded with 32 RBMK-1500 SNF half-assemblies shows that a 
disposal canister with such a heat output would satisfy the temperature constrain. 

3.2. Evolution of the buffer saturation and the time to full re-saturation 

The thermal gradient induced by the waste-released heat causes a de-saturation close to 
the heat source and a negative fluid pressure is obtained in the near field rock, that is in the 
close vicinity of the buffer (the rock mass de-saturates). This effect is minor and short-term, 
because the incoming water from the rock will re-saturate near field rock, bentonite and 
backfill. A series of contour plots of liquid saturation over time are displayed in Fig. 5: 
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Fig. 5. Saturation contours at different time steps 

The time of full re-saturation is different for bentonite, backfill and near field rocks. The 
faster re-saturation was in the near field rocks – after about 7 years. The bentonite buffer 
becomes fully water saturated after about 50 years, with exception of the area close to the 
canister. For the backfill material a longer time for re-saturation is required. This could be 
related to a different water retention and relative permeability dependence on the saturation.  

3.3. Evolution of stresses induced displacements in the buffer 

The results in mechanical field are closely linked to the hydraulic results, as the material 
used in the buffer is highly expansive. As the hydraulic results show the incoming water from 
the rock will increase the saturation of bentonite/backfill and cause it to swell. Also the 
thermal expansion may induce the stresses due to the confinement of the bentonite by the 
rock. The stresses noticed above will cause the deformations (vertical or horizontal 
displacement) of the materials. A contour plot of the displacement both in the vertical and 
horizontal directions is shown in Fig. 6: 

 

 
Fig. 6. Contour plots of horizontal and vertical displacements after 250 years of repository 

closure 
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As could be seen in Fig. 6 the higher radial (horizontal) displacements (about 3 cm) are 
seen in the bentonite at the top of deposition hole. The higher vertical displacements (about 
9.3 cm) are seen in the interface between bentonite and backfill materials. There are no 
sensible displacements in crystalline rocks. The comparison of the mechanical displacement 
showed that the maximum vertical displacement scale contains values up to 3 times higher 
than the maximum horizontal displacement. This is related to the concept of engineering 
barriers around the disposal canister and mechanical properties of buffer materials. 

Selected materials and its disposition allow facilitate the mechanical impact from the 
heat within the near field region safely. 

4. CONCLUSIONS 

1. A numerical model has been developed to simulate the thermo-hydro-mechanical 
processes occurring around a single disposal canister with RBMK-1500 SNF to be 
disposed of in the reference repository; 

2. The results of temperature assessment around the canisters shows that the temperature 
builds up to a certain level and then decrease and disposal canister with such a heat 
output would satisfy the temperature constrain; 

3. The hydraulic results show the de-saturation of materials due the thermal gradient 
induced by the waste released heat at early simulation stage, after that the buffer 
materials will re-saturated in time due the groundwater coming from the rocks. The 
bentonite buffer becomes fully water saturated after about 50 years with exception of the 
area close to the canister; 

4. Incoming water increase saturation of bentonite/backfill and cause it to swell. The 
assessment of the mechanical displacement showed that the maximum vertical 
displacement scale contains values up to 3 times higher than the maximum horizontal 
displacement. 
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ANOTACIJA 

Šiuo metu vyrauja nuomonė, kad panaudotą branduolinį kurą (PBK) ir kitas ilgaamžes didelio 
aktyvumo atliekas tikslinga laidoti geologinėse formacijose naudojant inžinerinius ir natūralius 
barjerus. Dėl panaudotame branduoliniame kure esančių radionuklidų skleidžiamos intensyvios 
jonizuojančiosios spinduliuotės keliamo pavojaus žmonėms ir aplinkai šio kuro negalima laidoti 
paviršiniuose radioaktyviųjų atliekų kapinynuose. 

Gelminių radioaktyviųjų atliekų kapinynų įrengimas geologinėse formacijose sutrikdo nusistovėjusią 
geologinės sistemos pusiausvyrą. Poveikis uolienoms gali būti dvejopas: 1) dėl kasamų požeminių 
tunelių, būtinų atliekų laidojimui, gali susiformuoti kasimo sutrikdyta zona, 2) tam tikrą laiko periodą 
iš palaidoto branduolinio kuro išsiskirs šiluma. Šie pokyčiai gali įtakoti giluminio kapinyno aplinkoje 
vykstančius ir tarpusavyje glaudžiai susijusius šiluminius, hidrogeologinius ir mechaninius (termo-
hidro-mechaninius THM) procesus, todėl yra svarbu išanalizuoti ir įvertinti šių procesų įtaką 
inžinieriniams barjerams bei bendrai kapinyno saugai. 

Pradėjus šiluminių, hidrogeologinių ir mechaninių procesų, vykstančių aplink vieną konteinerį su 
jame esančiu RBMK-1500 PBK modeliniame gelminiame kapinyne kristalinėse uolienose, skaitinius 
tyrimus, gauti pirminiai rezultatai yra pristatomi šiame straipsnyje. Procesų vertinimui buvo 
naudojama kompiuterinė programa COMPASS (Jungtinė Karalystė). 

Raktažodžiai: šiluminiai, hidrogeologiniai, mechaniniai procesai, laidojimas, giluminis (gelminis) 
kapinynas, kristalinės uolienos, modeliavimas 
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ABSTRACT 

This paper contains the analysis of existing, as well as possible future application of Phasor 
Measurement Units (PMU) in frame of interconnection of large-scale power systems. The work is 
based on the real example – interconnection between EU and Russian power systems. The paper 
reviews the technical specification of PMU, data concentrators and information output instruments as 
modern dynamic monitoring system for power grid. 

The analysis have shown, that application of PMU in power system nodes gives a better opportunity 
to observe power system’s state, to make optimal decision on planning or protection measures, to 
perform a forecast, to choose optimal management scheme etc. 

Keyword: Power System Monitoring, Phasor Measurement Unit, Power System interconnection 

1. INTRODUCTION TO COLLABORATIVE PROJECT INTELLIGENT 
COORDINATION OF OPERATION AND EMERGENCY CONTROL OF EU 
AND RUSSIAN POWER GRIDS (ICOEUR) 

This chapter considers the collaborative project Intelligent Coordination of Operation 
and emergency control of EU and Russian power grids (ICOEUR) as an example of 
interconnection of large-scale power systems. Let us first review the largest unions of 
transmission system operators (TSO) in Europe. 

The UCTE (Union for the Coordination of Transmission of Electricity) was founded in 
1951 as the Union for the Coordination of Production and Transmission of Electricity 
consisting of interconnected companies from Switzerland, France and Germany. Over the 
time, most of TSOs of Continental Europe joined the association. In 1999, UCTE re-defined 
itself as an association of TSOs. UCTE represents 29 transmission system operators of 
24 countries operating the synchronous grid of Continental Europe. 

NORDEL was founded in 1963 for co-operation between the TSOs of Denmark, 
Finland, Iceland, Norway and Sweden for a further development of a harmonized Nordic 
electricity market. 

The interstate integration of power grids provides multiple advantages concerning 
operation security as well as energy trading. As well they are concepts and objectives for the 
ICOEUR project [1]: 

• Optimisation of the use of installed capacities 
• Reliability improvements reducing the economic cost of power outages 
• Improved control of system frequency to minimise major disturbances 
• Sharing reserve capacities and reducing the level of reserves required 
• Providing mutual support for the interconnected systems in case of emergency 
• Improved energy market conditions in better integrated large scale systems 
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• Facilitating large scale integration of renewable energies due to higher flexibility of 
the interstate network operations. 

 

 
Fig. 1. The largest unions of TSOs in Europe 

 
Due to these facts the UCTE interconnection expands continually since its 

establishment and the links to other interconnected systems like NORDEL grow stronger and 
further new links with neighbouring countries are either being constructed or planned. With 
large scale deployment of renewable generation, in particular large scale wind farms, 
interstate interconnection is of great importance to secure energy supply, optimizing the 
utilization of energy sources within larger areas, promote electricity trading between different 
regions, and meeting the requirements of economic development. Consideration is given to 
different scenarios of joint operation of UCTE and NORDEL with power grids on the 
territory of the former USSR. 

These interconnections would result the largest electric synchronous interconnections 
worldwide, which provides a large reliable market platform to all participants. 

An efficient and secure operation of the largest electrical interconnections worldwide 
assumes optimal choice of network interconnection and extension technologies, well defined 
protection functions that ensure secure operation of all partner networks in critical cases, as 
well as effective control and monitoring systems and strategies – it is the main issue of this 
paper. 

2. PREPARATION FOR UCTE AND IPS/UPS SYSTEM INTERCONNECTION 

During the workshops the project participants agreed to establish a common large-scale 
WAMS (Wide Area Measurement System) in order to investigate the technical pre-
requirements and to verify the feasibility of a LS-WAMS for the interconnection of two large 
and extensive networks. The European and Russian power systems are governed by different 
rules and regulations and guidelines regarding the architecture of wide area as well as the 
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exchange of data. In this respect the architecture of the hardware must also be examined as 
well as principles for data exchange [2]. 

A typical WAMS is shown in Fig. 2. PMUs (Phasor Measurement Units) are measuring 
voltage, current and frequency at substations. These measurements are sent to a PDC (Phasor 
Data Concentrator). A PDC correlates the data by time tag to create a wide system 
measurement. Then the correlated data is used for different applications. 

 

 
Fig. 2. Major WAMS components 

 

Since in preparation phase for UCTE and IPS/UPS interconnection it is not possible to 
use the PMUs installed in transmission power systems due to some reasons, the decision 
inside the consortium was to build the 230 V WAMS. In this case PMUs as acquisition units 
are connected to an electrical socket (230 V) of the involved institution or the company. All 
data from PMUs are sent directly to the PDC in Ljubljana. Regardless that PMUs connection 
is performed on low voltage power system, frequency and inter-area voltage phase angles are 
quite close to the situation in high voltage power system [2]. 

In a first step, all available PMU will be connected to the PDC. This is done by 
connection of the PMU to the Internet. All PMU must have its own public IP address. The 
PDC is located in Ljubljana, Slovenia. The structure is shown in Fig. 2. 

For measurement the PMUs are connected to an electrical socket of the involved 
institution or the company. All data are sent directly by the PMUs to the PDC in Ljubljana. At 
this stage of the project, only data on the local frequency and voltage phasors are exchanged. 
The frequency can always be measured at electrical sockets, and is therefore regarded as 
public. Aimed result of the first step is the knowledge about the hardware requirements. 

In a second step, data exchange will be analyzed. The central question here is – what 
kind of data needs to be exchanged between the systems. 
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Fig. 2. First stage of large-scale WAMS 

 

3. PMU SPECIFICATIONS 

As expected outcome of the first task is to determine the requirements for the 
installation, set-up and operation of an LS-WAMS, in order to increase the number of the 
installed PMUs at different places and to examine the connection, mobile PMUs (Fig. 3) are 
necessary for a fast transfer to several places and for a fast installation. 

The dimension and weight of a PMU are so low that such devices can be easily 
transported and therefore can be sent by mail. Thus PMUs can be easily distributed across a 
network. Similarly, the Voltage and Current Inlets can made available through laboratory 
plugs for a quick test setup. Then one voltage inlet can be used directly for the measurement. 
Devices may be adjusted according to the requirements for communication in advance. At the 
test site itself the device needs to be connected only to the AC socket and an Internet 
connection and thus can be easily taken into operation. 
 

 
Fig. 3: Mobile PMU 

 
Mobile PMU model was installed at the Laboratory of Power System Mathematical 

Modelling in Riga, Latvia in October of 2009. 
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3.1. PDC for 230V WAMS: WAProtector 

WAProtector is a client-server oriented multifunctional device. WAProtector runs on the 
IBM server System x3650. WAProtector performs the following tasks: 

• data acquisition from PMUs; 
• phase angle difference monitoring; 
• oscillation detection of phase angle difference; 
• under/over frequency detection; 
• under/over voltage detection; 
• archiving of data into cycling data base. The storage is 14-day period; 
• visualisation for users. 

3.2. PMU Accuracy 

Because PMUs are measuring instruments, the standard C37.118 contains also a 
definition for the accuracy of the measurements. A test signal is compared in addition to the 
measuring signal. The name for the divergence is Totally Vector Error (TVE). The accuracy 
is limited to maximum TVE of 1% besides, steady state is a precondition. However, the 
frequency, magnitude and phase angle can vary. Depending on how far these variations can 
appear and due to a TVE of less than 1%, PMUs can be divided into levels of compliance. 
Besides, level 1 is a proven precondition in general [2]. 

3.3. PMU&PDC Specification 

PMUs are connected to measurement transformers in substations. The phasors are sent 
to a PDC. All communication links are based on Ethernet. The protocols are IP / TCP or IP / 
UDP, multicast, unicast or broadcast. Assuming a report frame of 100 bytes and a reporting 
rate of 20 ms a bandwidth of 40 kbit per second is required. That means that four percent of 
1Mbit connection is occupied by a data stream of one PMU. 

Let us review the main requirements for real-time data processing: 
• the PDC as a client must be able to simultaneously acquire data from at least 100 

PMUs with full resolution 50(60) samples per second; 
• the PDC as a server must be able to simultaneously send data to at least 10 clients 

with full resolution of 50 (60) samples per second; 
• data base have to support data storage with full resolution (50 (60) samples per 

second) for all data and at least for 14 days; 
• events database must have the ability to archive at least 1.000.000 last events. 

4. DATA VISUALISATION POSSIBILITIES 

Let us review the concept of data visualization: 
• multi-user graphical interface (GUI) performed as WEB SCADA system; 
• data access over the Internet by the start-up from Internet browser; 
• the latest version of GUI is automatically loaded on a client computer; 
• GUI activates the visualisation and control according to the client rights; 
• client computer requirements are: Internet browser, .NET Framework 3.0. 
The visualisation system enables multi-user Web SCADA presentation of: 
• real-time measurements and calculated values; 
• historical database; 
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• events and alarms; 
• event disturbance recordings; 
• historical data stored on the local user computer; 
• export of data into different formats (excel, etc). 
The system also enables the animation of historical recorded data. In this way the event 

or selected time period can be reviewed and analyzed. 
The user can choose between two and three-dimension time-base curves, phasor 

diagrams, bar charts, etc. 
In the following example of visualisation we will use real data of connected PMU in 

four locations: 1) Dortmund (DE), 2) Ljubljana (SLO), 3) Riga (LV), 4) Helendoorn (NL). 
Fig. 4 presents the general review of visualization functions. 

 

 
Fig. 4. Example of data visualisation 

 
Let us now review two visualisation options in details. Fig. 5 presents windows, which 

shows voltage magnitude, voltage phase angle, frequency change and frequency magnitude. 
Here we can see historical change and current magnitudes. As we can see, at the moment 
Latvian PMU shows stable, comparatively high voltage magnitude about 231 V (first chart of 
Fig. 5, yellow curve). 

Also, our historical frequency change form (last chart of Fig. 5, yellow curve) differs 
from the ones of Dortmund, Ljubljana and Helendoorn, as we have different frequency 
control systems and our power systems have not been synchronized yet. 

Voltage phasors can also be observed in polar chart as shown in Fig. 6. Depends on the 
power system frequency voltage phasors circulate around. If the frequency is below 50 Hz 
then voltage phasors rotate clockwise and the opposite if the frequency is above 50 Hz. If the 
frequency is exactly 50 Hz phasors then voltage phasors are stable. More the frequency 
deviate from the 50 Hz faster is the rotation of voltage phasors. 
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Fig. 5. One minute trend window of voltage magnitude, voltage phase angle,  

df/dt and frequency 

 

 
Fig. 6. Real-time presentation of voltage phasors 

 

Besides, there are available such visualization options as: 3D presentation of voltage 
angles and voltage magnitudes, voltage phase angle difference oscillation detection, power 
quality monitoring (PQM), waveform data phase voltages and phase currents etc. 

Let us review an example of the event detected by 230 V WAMS – outage of generation 
unit in Slovenia. On December 3rd the WAMS captured an event which caused the frequency 
drop and its damped oscillation in Slovenia region. The event also caused the change in 
voltage angle difference between Dortmund and Ljubljana. According to Elektro Slovenja 
(Slovenian TSO) Network weakly reports it was found out that the generation unit outage 
occurred in thermal power plant in Šoštanj. Fig. 7 shows changes in electric power system of 
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Slovenia at the moment of generation unit output. We can see angle difference change in the 
first chart and temporary frequency drop in the second chart [2]. 
 

 
Fig. 7. Outage of generator in Thermal power plant in Slovenia:  

1 chart – angle difference (O), 2 chart – frequency (Hz) 

5. CONCLUSIONS 

Due to reviewed advantages, ICOEUR project has significant meaning in development 
of European, Scandinavian and Russian power systems. Definition of pre-requirements for 
interconnection of above mentioned systems can be done with a help of WAMS. 

Building WAMS is a long and complicated process, however 230 V WAMS is easily to 
build and manage. In current stage of ICOEUR project it is realized by Mobile PMUs. Mobile 
PMU can be easily transported and installed at necessary location. Reliability of the 
communication over the public Internet network can vary depending on PMU location, 
however it is satisfying. 

Even 230 V WAMS have potential to detect events, such as accidents. Based on wide 
area angle difference oscillation detection, WAMS can detect events occurring inside the 
whole power system. 
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ABSTRACT 

Most of the radioactive fission products that can escape from a nuclear power plant during a severe 
accident will do so in the form of aerosols. One of the objectives of accident analysis is the prediction 
of the behaviour of these radioactive aerosols, which are small solid particles or liquid droplets 
suspended in a gas phase. The integral experiments performed in PHEBUS facility give possibility to 
simulate the release, transport and deposition processes of fission products and structural materials 
during accident. The performed experiments demonstrate the complex inter-linkage between different 
phenomena and have refined understanding of nuclear aerosols behaviour, particularly in the 
containment, where is possibility to measure particle sizes and compositions. The FPT2 experiment is 
part of the PHEBUS-FP program being conducted to investigate the key phenomena that may occur 
during a severe accident in Light Water Reactor. The FPT2 test is the fourth experiment of the 
international PHEBUS-FP program conducted by the French “Institut de Radioprotection et de Surete 
Nucleaire” (IRSN).  

This paper presents analysis of aerosol deposition and distribution processes in PHEBUS containment 
using COCOSYS code. For the analysis two models of 19 and 16 nodes were developed. The 
calculated thermal-hydraulic parameters are in good agreement with the measured results. The correct 
simulation of thermal-hydraulic phenomena is a precondition for simulation of transport and 
deposition of the materials released from the degrading core. Analysis of aerosol deposition showed, 
that calculated deposition velocity is in good agreement with experimental results. Different flow 
paths inside the models give different deposition distribution, but in both cases deposition on the 
containment walls is significantly smaller than measured. Further investigation of diffusive deposition 
model is needed.  

Keywords: COCOSYS, aerosol, severe accident, containment 

1. INTRODUCTION 
Generally the Nuclear Power Plants (NPP) shall be designed to be safe and operated 

without significant effect on individuals, society and environment. One of the most extensive 
international programs, which was initiated in 1988 after major accidents in Nuclear Power 
Plants (Chernobyl and Three Mile Island) and covers the whole spectrum of severe accidents 
progression, is the international program PHEBUS-FP. The PHEBUS-FP consists of five in-
pile experiments being successfully performed during the period from 1993 to 2004. The 
main objective of the programme is to study the release, transport and retention of fission 
products in an in-pile facility under conditions representative of a severe accident in a Light 
Water Reactor (LWR) [1].  

Previous analysis of thermal-hydraulic and aerosol transport results in PHEBUS FPT-1 
containment started with an initial model of 11 nodes [2]. Performed thermal-hydraulic 
analysis showed good agreement between measured and calculated results, but aerosol 
deposition and deposition distribution was not sufficient. Deposition on “wet” condenser 
surface was too low, because of too little flows reaching condenser surface. Aerosol 
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deposition on the external containment walls was too low as well. Consequently, the new 
model of 19 nodes was developed, with 8 additional nodes in the model centre. Nodes in the 
centre of model changed the flow paths and deposition on “wet” condenser increased and 
come in compliance with experiment results [3]. Later performed parametric analyses of 
average aerosol density and solubility parameters, showed only minor influence on aerosol 
deposition distribution [4]. The model of nineteen nodes was used and for parametric analyses 
of FPT-3 experiment. Analyses of aerodynamic mass median diameter and aerosol dynamic 
shape factor were investigated, but influence to deposition distribution was not in good 
compliance with experiment as well [5]. The reason for such deposition distribution is still not 
well known and additional model investigation is needed. 

This paper presents the analysis of processes that occur in PHEBUS containment under 
FPT-2 experiment conditions. For simulation of the aerosol transport in PHEBUS 
containment model of 19 nodes and new model of 16 nodes for COCOSYS code was 
developed. The new model was developed in cooperation with scientists from company GRS 
mbH (Germany). The aim of cooperation with GRS is to perform an integral investigation of 
aerosol transport, fission products transport and iodine radiochemistry. This paper presents 
analysis of thermal-hydraulic parameters and aerosol deposition, i.e. the part for which 
Lithuanian Energy Institute is responsible in cooperation with GRS mbH. The presented 
results provide a basis for further investigation of iodine radiochemistry to be performed by 
GRS mbH. 

2. DESCRIPTION OF EXPERIMENT FPT-2 

2.1. Geometric conditions 

The PHEBUS containment vessel is a 10 m3 tank (see Fig. 1), made of electro-polished 
stainless steel (AISI 316L), in which aerosols and gases conveyed through the experimental 
circuit during the test are collected. Height of containment is 5 m with an inner diameter of 
1.8 m. The altitude of containment vessel is shown in Fig. 1. The containment wall represents 
a surface of about 25 m2. The containment has cylindrical form with rounded bottom and top. 
The outer vessel walls were heated to avoid steam condensation and subsequent aerosol 
deposition on the containment top vault and vertical walls during the test. The top vault is 
equipped with a group of three condensers, which are designed to control heat transfer, steam 
condensation and thus simulate the cold structures of a reactor building. Total surface area of 
condensers is 3.333 m2. The condenser surface is divided into two parts: the cooled 
condensing or “wet” condenser surface (area: 0.775 m2

 per condenser) and the non-
condensing or “dry” condenser surface (area: 0.336 m2 per condenser). The lower part of each 
condenser is kept dry by heaters and contains equipment to collect condensate from the upper 
cooled part. When the collection device is full, the condensate is automatically drained into 
the sump. The cooled surfaces of condensers are covered with epoxy paint as a source for 
organic iodine formation. The sump is a lower vessel part closed by a curved bottom structure 
with volume of 0.1 m3. The sump has a diameter of 0.584 m and height is 0.6 m in order to 
reproduce a representative atmosphere-water exchange surface. The sump was initially filled 
with 120 l water. The injection pipe tag to the containment of steam, hydrogen and aerosols is 
located -2.86 m. Pipe tag is in the centre of containment and is pointed to the condensers.  
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Fig. 1. Schematic view of PHEBUS containment 

2.2. Initial and boundary conditions 

The composition of the containment atmosphere consists of condensable gases (i. e., 
steam) and non-condensable gases (i.e., H2, O2, N2 and He). Initially the containment 
atmosphere contains 397 moles of a mixture of non-condensable gases composed of 95% N2 
and 5% O2. During the test preparation phase the nitrogen is injected into containment to 
avoid any explosion hazards with the possible hydrogen injection and also after 
depressurization to 1 bar, the desired reduced containment oxygen concentration is also 5 % 
O2 in volume. Initial pressure in the containment is 1.95 bar, the average atmosphere 
temperature is 108 oC and average relative humidity – 51.48 %.  

Measured steam and hydrogen flow rates into the containment are shown in Fig. 2. 
Steam injection to containment started after -3180 s. Maximum steam mass flow rate released 
to containment is 0.5 g/s. After 9000 s a fraction of the injected steam is converted into 
hydrogen as the result of oxidation process. Maximum hydrogen flow rate is ~0.05 g/s after 
10000 s. After 16000 s there is another steam flow decrease, which is also related to H2 
generation. The first fuel-clad failure in the reactor was recorded at about 5630 s and around 
3000 s later (8730 s) the control rod failed. As a consequence, aerosols arrived to containment 
after ~9000 s and finished after ~19500 s (see Fig. 3). Injected aerosol mass is 44.69 g.  
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Sequential samplings devoted to analysis of gases and aerosols characterisation are 
implemented in the containment and detailed description of sampled volumes with thermal 
hydraulic conditions is given in FPT-2 test Final report [1]. 

During the whole test period the temperature of containment walls in contact with the 
gas phase was 110 °C, temperature of the “wet” condensers 90 °C, temperature of the “dry” 
condensers 120 °C, and temperature of walls in contact with the sump 90 °C. The 
containment vessel boundary conditions are chosen to limit the relative humidity to from 
about 50 up to 70 % during the transient, in order to prevent steam condensation on the 
external containment. Steam condensation in the containment was controlled by the cooled 
condensing surfaces of the condensers [3]. 

0

0,1

0,2

0,3

0,4

0,5

0,6

-5000 0 5000 10000 15000 20000 25000

Time, s

Fl
ow

 ra
te

, g
/s

Steam flow rate
Hydrogen flow rate

 
Fig. 2 Steam and hydrogen flow rates to containment during FPT-2 
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Fig. 3 Injected aerosol mass and flow rate to containment during FPT-2 

3. MODELS OF PHEBUS CONTAINMENT  
For simulation of the aerosol distribution and deposition in the PHEBUS containment 

two models for COCOSYS code were developed (see Fig. 4). The nodalization schemes of 
Model A and Model B are shown in Fig. 4. Model A was already used for FPT-1 and FPT-3 
tests analyses [3]. New Model B of 16 nodes was developed with enlarged zones near the 
containment walls, only one zone for the deposition on the containment floor and one 
additional zone at the top. Such variations have to change gas flow paths inside the 
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containment and get better agreement for aerosol deposition distribution with experiment 
results. 

 

Model A               Model B 

Fig. 4 Nodalization schemes of PHEBUS containment 

Model A radial subdivision consists of 4 rings above the sump and below condensers, 
and there are 3 rings at level of condensers. The diameter of one ring in radial subdivision 
corresponds to the diameter of the sump. The diameter of the central part of the subdivision 
was defined in such way that the injected plume of gases could be better defined in the model. 
There are defined 6 levels for vertical subdivision. Containment part between “wet” 
condensers bottom and sump are divided into three almost equal parts ~0.7 m height. “Wet” 
and “dry” condensers are in separated nodes. A more detailed description of the Model A 
nodalisation is presented in paper [3]. 

Model B radial subdivision consists of two rings in close level above the sump. There is 
a centre node R1H1 and node R2H1 that simulates the bottom part of the vessel. In level 
above -3350 mm and below 0 mm there are three almost equal area rings. The diameter of the 
radial subdivision was defined in such way, that the flow areas are similar. Such approach to 
nodalization gives similar flow velocities. A ring close to the external containment walls is 



             CYSENI 2010, May 27–28, Kaunas, Lithuania 
             ISSN 1822-7554, www.cyseni.com 
 

XI-578 
 

enlarged to 175 mm width. At the top vault of the vessel there is one additional node. 
Simulation at the top vault by single node gives the well-mixed conditions at the top of 
facility. Similar approach is used at the bottom of facility. Above the SUMP nodes are 
defined in such way, that there are two junctions to the SUMP. Such approach ensures better 
mixing and allows avoiding dead-end node, which is not recommended in COCOSYS user’s 
manual [7]. 

In both models the sump is simulated as the single node and the pipe, through which the 
gases and aerosols from the reactor core are injected to the containment, is located in the node 
R1H2.  

For simulation of the gas flows between the nodes there are defined atmospheric 
junctions with real geometric areas. Also, there are defined junctions for simulation of the 
water drainage from the “wet” condenser to the sump. It is assumed that condensate is drained 
into the sump when is reached the thickness of 1 mm water film on the condenser. 

In the developed models the initial and boundary conditions (e.g. initial pressure, 
temperature, humidity, etc.) are defined according to FPT-2 test specification and described in 
Section 2.2.  

The aerosols are divided to 20 size classes assuming diameter range 10-8 – 10-4 m. The 
models of gravitational, diffusive and diffusiophoretic deposition mechanisms are considered 
in the model. It is assumed that aerosols could be washed down from the vertical walls by 
condensate flow and slip through the vertical junctions. Aerosol particles are spherical. The 
thickness of diffusive boundary layer in PHEBUS containment is assumed 10-4 m [6]. 
Considering the experiment results detected elements in PHEBUS containment can be 
classified into elements that are soluble (Cs,Rb and I), partly soluble (Ce, Te, Zr, Ru, Sn, In, 
Ag, W and U) and non-soluble (Ba, Mo, Cd, Re and Tc). The composition of elements 
detected in containment is given in Final test report [1]. It was supposed, that the solubility 
factor for soluble elements is 1.9, for partly soluble elements is 1.5 and for non-soluble 
elements is 1.0. Consequently, the estimated average solubility factor of generic aerosol 
component is 1.55, which means that aerosols are partly hygroscopic. According to PHEBUS 
FP programme annual progress report the average aerosol density was preliminary estimated 
to be ~3000 kg/m3 [8]. 

 

4. RESULTS OF ANALYSIS 

4.1. Analysis of thermal-hydraulic parameters 

The correct simulation of thermal-hydraulic phenomena is a precondition for simulation 
of transport and deposition of the aerosols in the containment. Comparison of calculated and 
measured total pressure is presented in Fig. 5. At the beginning of the test transient, the steam 
injection of ~0.5 g/s resulted in pressure increase from initial 1.95 bar to about 2.2 bar in 
20000 s. Because of steam conversion into hydrogen as the result of oxidation process after 
10000 s, there is a sharp pressure decrease to 2.1 bar. After the steam injection stopped the 
pressure in experiment dropped to an initial value of ~1.95 bar. There is only a little 
difference between calculated and measured pressure during the whole test sequence. The 
maximal total pressure is overestimated after 45000 s, but it is less then ~0.05 bar, which is 
~2% of gauge pressure.  
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Fig. 5 Pressure in containment atmosphere 

 

Comparison of calculated and measured gas temperature in containment is presented in 
Fig. 6. In general the gas temperature evolution is predicted rather well in both models and the 
difference between calculated and measured temperatures does not exceed 1 °C. After the 
containment isolation and sampling sequence the average measured and calculated gas 
temperature stabilised at the value close to 108.4 °C.  

107

107,5

108

108,5

109

109,5

110

-10000 0 10000 20000 30000 40000 50000

Time, s

Te
m

pe
ra

tu
re

, C

Experiment results
COCOSYS results (Model A)
COCOSYS results (Model B)

 
Fig. 6 Temperature in containment atmosphere 

 
Comparison of calculated and measured condensation flow rates is presented in Fig. 7. 

As it was mentioned before the steam condensation in the containment, during the test, occurs 
only on the “wet” part of the condenser. As it could be expected from the comparison of the 
pressure and temperature results, the steam condensation rate is also predicted rather well. 
Also, there are no significant differences between the calculated values in Model A and 
Model B. 
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Fig. 7 Condensation flow in containment atmosphere 

Taking into account the results presented in Fig. 5–Fig. 7 the thermal-hydraulic 
parameters in PHEBUS containment during FPT-2 in both models are predicted rather well 
and there are no significant differences between the measured and calculated values. Such 
compliance shows that the thermal-hydraulic part of containment model is developed to 
acceptable level and enables further analysis of aerosol transport and deposition processes, 
which is presented in next section. 

4.2. Analysis of aerosol deposition in PHEBUS containment 

Fig. 8 presents comparison between the measured and calculated aerosol mass 
suspended in the containment atmosphere. After ~17600 s there is observed a maximum of 
the suspended airborne aerosol mass in containment. In general the calculated airborne 
aerosol mass is overestimated during whole analysed period, but the difference is less than 
2 g. The maximal measured mass is ~19 g, while calculated in Model A is ~20 g and in Model 
B is ~21 g. The difference between the calculated and measured mass does not change 
significantly, which shows that total deposition rate are rather well calculated by COCOSYS. 
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Fig. 8 Suspended aerosol mass in PHEBUS containment 
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Fig. 9 presents the measured and calculated results of aerosol average geometric mass 
median diameter (GMMD) in containment atmosphere. According to experiment results, the 
structure of the aerosol particle is predominantly ball shaped, with sizes typically ranging 
from 0.5 to 1 μm. Observations showed that these very fine particles might be agglomerated 
to form particles of size up to 20 μm [1]. A calculated result is ranging from 0.5 to 1 μm 
regarding agglomeration processes. Difference between Model A and Model B is not 
observable.  

0

1

2

3

4

5

6

0 5000 10000 15000 20000 25000 30000 35000 40000 45000 50000

Time, s

G
eo

m
et

ric
 m

as
s 

m
ed

ia
n 

di
am

et
er

, m
m

Experiment
COCOSYS results (Model A)
COCOSYS results (Model B)

 
Fig. 9 Aerosol geometric mass median diameter in PHEBUS containment 

 
Distribution of aerosol deposition on different surfaces in containment is shown in 

Table 1. The largest aerosol deposition is on the containment floor around the sump, where 
74% of aerosols is deposited. On the condensers and in the sump there are deposited 14% of 
aerosol mass, while on the vertical containment walls and removed by the sampling 12%. The 
results received with COCOSYS Model A shows good agreement for the particles deposition 
on the floor, but deposition on the containment walls and removed by the sampling is 
significantly lower (1% instead of measured 12%) while deposition on the condensers is 
overestimated. The results received with COCOSYS Model B shows a rather good agreement 
for aerosol deposition on condensers, while deposition on the floor is overestimated. The 
deposition of aerosols on the vertical containment walls is significantly underestimated again. 
The deposition on the vertical walls is determined by the diffusive deposition mechanism. In 
the paper [9] there is presented investigation of the influence of the thickness of the diffusive 
boundary layer on the aerosol deposition in FPT-1 test and it is shown that this parameter 
does not have a significant influence on the results. Therefore there should be performed 
further investigations on the diffusive deposition mechanism and possibly model of diffusive 
deposition available in COCOSYS should be updated.  

 

Table 1. Distribution of aerosol deposition 
 Floor of 

containment 
Condenser surfaces 

and sump 
Containment 

walls + samplings 

Experiment 74.0% 14.0% 12.0% 

Model A 74.1% 24.9% 1.0% 

Model B 86.0% 13.28% 0.72% 
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5. CONCLUSIONS 
Analysis of thermal-hydraulic parameters and aerosol deposition and distribution 

processes in the containment during FPT-2 test was performed using lumped parameter code 
COCOSYS.  

The calculated thermal-hydraulic and measured results are in good agreement and 
enables analysis of aerosol transport and total deposition processes. The influence of 
nodalization on the calculated thermal-hydraulic parameters is minor.  

Difference between the measured and calculated suspended aerosol mass is less than 
2.5 g through all the investigated time period, thus the aerosol deposition rate is rather well 
calculated using both models.  

Performed analyses of aerosol total deposition distribution shows that further 
investigation on the diffusive deposition mechanism is needed and possibly model of 
diffusive deposition available in COCOSYS should be updated. 
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ABSTRACT  

Within the licensing process of the Argentinean Atucha II PHWR (Pressurized Heavy Water Reactor) 
the BEPU (Best Estimate Plus Uncertainty) approach has been selected for issuing of the Chapter 15 
on FSAR (Final Safety Analysis Report). The key steps of the entire process are basically two: a) the 
selection of PIE (Postulated Initiating Events) and, b) the analysis by best estimate models supported 
by uncertainty evaluation. The key elements of the approach are: 1) availability of qualified 
computational tools including suitable uncertainty method; 2) demonstration of quality; 
3) acceptability and endorsement by the licensing authority. The effort of issuing Chapter 15 is 
terminated at the time of issuing of the present paper and the safety margins available for the 
operation of the concerned NPP (Nuclear Power Plant) have been quantified 

Keywords: BEPU, Licensing, FSAR, Atucha-II 

1. INTRODUCTION 

Among the general attributes of a methodology to perform accident analysis of a 
nuclear power plant for licensing purposes, the very first one should be the compliance with 
the established regulatory requirements.  

A second attribute deals with the adequacy and the completeness of the selected 
spectrum of events which should consider the combined contributions of deterministic and 
probabilistic methods. 

The third attribute is related with the availability of qualified tools and analytical 
procedures suitable for the analysis of accident conditions envisaged in the concerned Nuclear 
Power Plant. Thus, a modern and technically consistent approach has been built upon best 
estimate methods including an evaluation of the uncertainty in the calculated results (Best 
Estimate Plus Uncertainties or BEPU approach). 

The complexity of a NPP and of the accident scenarios may put a challenge for a 
conservative analysis and may justify the choice for a BEPU approach in the licensing 
process. This implies two main needs: the need to adopt and to prove (to the regulatory 
authority) an adequate quality for the computational tools and the need for the uncertainty. 

The purpose of the present paper is to outline key aspects of the BEPU process aimed at 
the licensing of the Atucha II Nuclear Power Plant (NPP) in Argentina. The Atucha II is a 
heavy-water cooled heavy-water moderated, vessel type, pressurized reactor. The moderator 
fluid has the same pressure as the coolant fluid, but temperature is lower. Fuel channels, 
which do not withstand pressure difference during nominal operation, separate the coolant 
from the moderator. The thermal power produced in the moderator is used to pre-heat the 
feed-water.  
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A direct link with the bases of nuclear reactor safety shall be ensured by the ‘BEPU-
description document’. In the present case this is formed by the following main elements or 
steps: 

1) Evaluation of the possibility to use a Best Estimate (BE) within the context of the 
current national (i.e. of the Country where the NPP is installed) Regulatory 
Authority (RA) requirements. A pre-application document was submitted to the 
national RA. This included the consideration of past interactions between the RA 
and the applicant as well as the analysis of the licensing practice in the Country 
where the NPP was designed. 

2) Outline of international practices relevant for the proposed approach. The 
experiences acquired in the use of Best Estimate analyses for licensing purposes are 
reviewed: this is true for probabilistic and deterministic analyses and specifically for 
the determination of radiological consequences. 

3) Structure of the BEPU: a) categorization of PIE, b) grouping of events, 
c) identification of analysis purposes, d) identification of applicable acceptance 
criteria, e) setting up of the ‘general scope’ Evaluation Model (EM) and of related 
requirements starting from the identification of scenario related phenomena, 
f) selection of qualified computational tools including assumed initial and boundary 
conditions, g) characterization of assumptions for the Design Basis Spectrum, 
h) performing the analyses, i) adopting a suitable uncertainty method. 

4) Under the item 3g): the roadmap pursued for the analysis foresaw the use of nominal 
conditions for the NPP parameters and the failure of the most influential system. The 
implementation of such roadmap implied the execution of preparatory code run per 
each scenario where all NPP systems were simulated. This also required the 
simulation the control and the limitations systems other than the protection systems. 
Once the ‘nominal system performance in accident conditions (following each PIE)’ 
was determined, it was possible to select the worst failures and calculate a new (i.e. 
the ‘binding one’) accident scenario.   

5) Under the general scope of item 3f): several computer codes and about two dozen 
nodalizations have been used, developed and, in a number of cases, interconnected 
among each other.  

6) Qualification was necessary for the computational tools mentioned under item 5), 
within the framework depicted under item 3). The issue constituted by qualification 
of code-nodalization user was dealt with in the same context. Specific methods or 
procedures including acceptability thresholds have been developed and adopted. 

7) Under the scope of item 3i): the uncertainty method based on the extrapolation of 
accuracy, developed at University of Pisa since the end of 80’s, was used to create 
the CIAU (Code with capability of Internal Assessment of Uncertainty) and directly 
used for quantifying the errors in the calculations, as needed.  

The purpose of the present paper is to present an outline of the BEPU approach. At the 
time of preparing of the present paper a ‘rev.0’ version of the Chapter 15 of the Atucha II 
Final Safety Analysis Report (FSAR) has been issued. However, results are under preliminary 
scrutiny before being transmitted to the Regulatory Authority. Owing to this, no final results 
from the BE analysis of transients shall be expected in the paper. 

2. ASPECTS FOR THE APPLICATION OF THE BEPU APPROACH 

The BEPU approach has been adopted as the methodology for accident analyses 
covering the established spectrum of PIE. Procedures have been applied to derive the list of 
PIE and to identify applicable acceptance criteria. Finally, the application of computational 
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tools including nodalizations required suitable boundary and initial conditions and produced 
results related to the Atucha II transient scenarios originated by the PIE. 

The proposed BEPU approach follows current practices on deterministic accident 
analyses, but includes some key features to address particular needs of the application. The 
approach takes credit of the concept of Evaluation Models (EM), and comprising three 
separate possible modules depending on the application purposes: 

• for the performance of safety system countermeasures (EM/CSA), 
• for the evaluation of radiological consequences (EM/RCA), 
• for the review of components structural design loadings (EM/CBA), 

where the acronyms CSA, RCA and CBA stand for ‘Core Safety Analysis, ‘Radiological 
Consequence Analysis’ and ‘Component Behaviour Analysis’. It may be noted that structural 
resistance of Containment as well as mechanical loads on RPV (Reactor Pressure Vessel) 
internals are calculated in the frame of CBA.  

The selection of contents for the present section has been derived based on the US NRC 
Regulatory Guide 1.70 [1], the US NRC Standard Review Plan [2], design industry safety 
documents, e.g., [3], the FSAR of recently licensed NPP and the so called (Atucha II specific) 
BEPU report, already endorsed by the involved Licensing Authority [4]. 

The evaluation of the safety of nuclear power plant Atucha II does include required 
analyses of the response of the plant to postulated disturbances in process variables and to 
postulated malfunctions or failures of equipment. For these purposes, two complementary 
methodologies for safety analysis are applicable. The scope of accident analyses presented in 
Chapter 15 of the FSAR, however, comprises only deterministic safety analyses. Probabilistic 
safety analyses are presented in a separate document. 

The Chapter 15 sections document the results of the performed deterministic safety 
analysis covering a sufficiently broad spectrum of transients and accidents (i.e. PIE), aiming 
at demonstrating that the plant can be safely operated within the established regulatory limits 
related to the integrity of the components, to the preservation of the safety functions and the 
barriers against radioactivity releases and to the related radiological impact.  

In order to confirm that the plant transient and accident analyses represent a sufficiently 
broad spectrum of initiating events, the transients and accidents are categorized according 
their expected frequency of occurrence and grouped in nine families according to the type of 
challenge to the fundamental safety functions. The results of these safety analyses also 
provide a contribution to the selection of limiting conditions for operation, limiting safety 
systems settings, and design specifications for components and systems to protect public 
health and safety of the installations. 

2.1. The Basis for BEPU 

A simplified flowchart of the rationale that brought to the planning and the application 
of the BEPU approach are given in Fig. 1 (details can be found in [4]). The steps followed by 
the proposed approach can also be derived from the analysis of the diagram. 

In the first step, as a function of the selected scenario and of the purpose of the analysis, 
the complexity of the evaluation model may range from a simplified qualitative evaluation 
(EM/QA) to a complete combination of the three possible modules (EM/CSA + EM/RCA + 
EM/CBA). 

In order to evaluate the plant safety performance, acceptance criteria are properly 
selected according to established international practice. The two main aspects which have 
been considered for developing the evaluation model with the ability of adequately predict 
plant response to postulated initiating events are intrinsic plant features and event-related 
phenomena characteristics. 
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Fig. 1.  The BEPU Flow-Diagram 

 
For the two modules EM/CSA and EM/CBA, the first set of requirements for the 

evaluation model is imposed by the design characteristics of the nuclear power plant, its 
systems and components. Requirements on the capability of simulating automatic systems are 
of particularly importance for anticipated operational occurrences, in which control and 
limitation systems play a key role on the dynamic response of the plant.  

It shall be noted that the concerned modelling features are consistent with the 
requirements that imposes the design of the limitation system according to the same standard 
as the reactor protection system. However, this rule does not apply to control systems. 
Nevertheless, the best response of the plant cannot be calculated without the detailed 
modelling of the control system. This has been considered in the present framework.  

The second set of requirements is derived from the expected evolution of the main plant 
process variables and the associated physical phenomena. For the proposed approach, this is 
performed through the process of identifying the Phenomenological Windows (Ph.W) and the 
Relevant Thermal-hydraulic Aspects (RTA). The relevant timeframe for the event is divided 
into well defined intervals when the behaviour of relevant safety parameters is representative 
of the physical phenomena.  

For the adequate simulation of the identified phenomena, computational tools were 
selected from those which have previous qualification using an appropriate experimental data 
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base. Satisfactory qualification targets provide basis for acceptability of the postulated 
application.  

Within the framework of the present FSAR chapter, the expression “computational 
tools” comprises: 

• the best estimate computer codes; 
• the qualified detailed nodalizations for the adopted codes including the procedures 

for the development and the qualification; 
• the established computational methods for uncertainty quantification including the 

procedure for the qualification; 
• the computational platforms for coupling and interfacing inputs and outputs from 

the concerned codes and nodalizations. 

2.2. Categorization of PIE 

The design philosophy of Atucha II incorporates the principle that plant states that 
could result in high radiation doses or radioactive releases are of very low probability of 
occurrence, and plant states with significant probability of occurrence have only minor or no 
radiological consequences.  

Accordingly, for design purposes, postulated initiating events are divided into the 
following event categories by their anticipated probability of occurrence, consistently with 
Probabilistic Safety Analysis (PSA) performed for the same NPP: 

 
Anticipated Operational 
Occurrences (AOO) Probability greater than 10-2 / year 

Design Basis Accident (DBA) Probability less than 10-2 / year and greater 
than 10-5 / year 

SBDBA, including ATWS and 
“extended spectrum” of LOCA Probability less than 10-5 / year  

 
Accident conditions which stand out of these ranges of probabilities or that are not 

included in the Selected Beyond Design Basis Accidents (SBDBA) category, may also 
involve significant core degradation. These are out of the scope of this chapter and are treated 
separately within the frame of PSA studies.  

The third event category (SBDBA) appears to be specific of the Atucha II FSAR and 
addresses large break LOCA and ATWS (Anticipated Transients Without Scram). The 
rationale for introducing this category derives from the design characteristics of the NPP and 
from previously agreed licensing steps (see also [4]). 

The categorization of Large Break Loss Of Coolant Accident (LBLOCA) as SBDBA is 
due to the exclusion of the maximum credible accident from the range of the design basis 
spectrum for Atucha II, and the adoption of the break size of ten percent on reactor coolant 
pipe (0.1 A) as the basis for fulfilling traditional regulatory requirements. So far, the double 
ended guillotine break is considered as a beyond design basis scenario.  

Nevertheless, the demonstration of the design capability to overcome this event has still 
a relevant role in the safety performance evaluation. For this aim, however, currently used 
conservative approach for safety analysis may not be sufficient to guarantee that safety 
margins still exist. The use of best estimate methods is acceptable when a scenario is 
categorized as beyond design basis. 

Regarding ATWS, similarly to some modern or evolutionary nuclear power plants, 
Atucha II design does present a diverse scram system (Fast Boron Injection System). In this 
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sense, the original safety issue related to ATWS does not constitute a safety concern 
applicable to its design.  

All selected scenarios are grouped in the nine families of events: each family covers 
events with similar phenomena, or events in each family are characterized by similarity of 
challenges in relation to the fundamental safety functions. The nine families are: 

1. Increase in heat removal by the secondary system. 
2. Decrease in heat removal by the secondary system. 
3. Decrease in heat removal by the primary system. 
4. Reactivity and power distribution anomalies. 
5. Increase in reactor coolant inventory. 
6. Decrease in reactor coolant inventory. 
7. Radioactive release from a subsystem or component. 
8. Disturbance in the refuelling system and fuel storage system. 
9. Anticipated Transients Without Scram (ATWS). 
An excerpt of the list including the description of 83 events is provided in Table 1 

below. This also includes the type of analysis to be performed in relation to each transient. In 
this connection, three possible types of general evaluation purposes are foreseen for each 
scenario: 

RCA (Radiological Consequences Analysis) those scenarios whose radiological 
impacts have to be calculated. 

CSA (Core and System Analysis) those scenarios which are used for the design of 
safeguards or countermeasures (systems performance associated with the 
integrity limits for the barriers against radioactive releases).  

CBA (Component and Barrier performance Analysis) those scenarios which are used 
for reviewing the design of components or structures for stability or integrity 
(mechanical design loadings). 

In relation with AOO, it has to be proved that they do not propagate into accidents. 
Additionally, the analysis shall demonstrate that the systems actuated by operational 
instrumentation and control systems and by limitation and reactor trip systems are sufficiently 
effective to: 

• Maintain the integrity of the barriers against radioactivity release, as no fuel 
centerline melting, unrestricted continued operation of fuel assemblies, and ensured 
integrity of the reactor coolant pressure boundary (CSA related evaluation 
purposes). 

• Maintain component loadings within the allowable limits for this category of events 
as it is addressed in the FSAR Chapters 4 to 6 (CBA related evaluation purposes). 

• Prevent radioactive releases to the environment in excess of the allowable limits for 
this category of events (RCA related evaluation purposes). 

For design basis accidents, even though they are not expected to occur, only limited 
consequences are accepted. For DBA it has to be demonstrated that the safety system 
countermeasures actuated by the reactor protection system are sufficiently effective to:  

• Maintain adequate integrity of the barriers against radioactivity release, as limited 
fuel centerline melting, limited loss of integrity of fuel cladding, or integrity of the 
containment (CSA related evaluation purposes). 

• Maintain component loadings within the allowable limits for accident conditions, 
and may be addressed in the FSAR Chapters 3 to 6 (CBA related evaluation 
purposes). 

• Prevent radioactive releases to the environment in excess of the allowable limits for 
accident conditions (RCA related evaluation purposes). 
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For the SBDBA, the aim of the analyses is to demonstrate that measures for mitigation 
of consequences are sufficient and effective to:  

• Ensure residual heat removal, maintaining sufficient integrity of the barriers against 
radioactivity release (CSA related evaluation purposes) 

• Prevent radioactive releases to the environment in excess of the allowable limits for 
accident conditions (RCA related evaluation purposes). 

 

Table 1. Excerpt from the List of PIE for Atucha II Chapter 15 of FSAR  

No Transient Section FSAR 
Adopted 

Evaluation 
Model 

Class of 
Accident 

Increase in Heat Removal by the Secondary System 15.1  

2 
FW System Malfunctions that result in an 
Increase in FW Flow (Stuck Open FW Control 
Valve) 

15.1.2 CSA AOO 

Spectrum of Steam System Piping Failures inside and 
outside of Containment (MSLB) 15.1.5  

- 

5 Leak of MS Line inside the Containment 15.1.5.1 CSA / RCA / CBA DBA 

9 Inadvertent Closing of the Moderator Cooler 
Bypass CV 15.1.7 CSA AOO 

36 
Uncontrolled CR Withdrawal at the particular 
Power Level that yields the most Severe 
Results 

15.4.2 CSA AOO 

41 Spectrum of Rod Ejection Accidents 15.4.7 CSA DBA 

Spectrum of SGTR 15.6.3 - 

46 Single SG Tube Rupture (“Bordihn”: SG 
Tube Failure) 15.6.3.1 CSA DBA 

56 0.1A LOCA cold with Sump Swell Operation 15.6.5.1.2.4 QA DBA 

Large Break LOCA 15.6.5.1.3 - 

57 2A LOCA cold (DEGB. Different Break Sizes 
and Positions are investigated) 15.6.5.1.3.1 CSA / RCA / CBA SBDBA 

72 Leakage on the Refueling Machine and 
Auxiliary Equipment 15.8.2 RCA DBA 

Anticipated Transients Without Scram (ATWS) 15.9  

74 Mechanical Failure of the Control Rods in 
case of Emergency Power Mode 15.9.1 CSA SBDBA 

 

CV: Control Valve, CR: Control Rod, DEGB: Double End Guillotine Break, FW: Feed Water, 
MS: Main Steam, MSLB: Main Steam Line Break, QA: Qualitative Analysis, SG: Steam generator, 
SGTR: Steam Generator Tube Rupture. 
 
 
In order to complete the set of targets for the analyses, event specific purposes are 

added, considering scenario-related safety system countermeasures or performance, as well as 
challenged component structural limits. To assess plant safety performance, figures of merit 
are derived for each purpose of the considered event. 
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3. ADOPTED COMPUTATIONAL TOOLS 

The computational tools include a) the best estimate computer codes; b) the 
nodalizations including the procedures for the development and the qualification; c) the 
uncertainty methodology including the procedure for the qualification; d) the computational 
platforms for coupling and interfacing inputs and outputs from the concerned codes and 
nodalizations. 

An idea of the interaction among the considered computational tools can be derived 
from Fig. 2 and Table 2, both dealing with codes, category a) above. The following to be 
noted: 

• A chain of codes is needed for exploiting the three-dimensional neutron kinetics 
capability of the Nestle code. 

• MCNP code has the role of providing ‘reliable-reference’ results at the steady state 
condition. 

• Melcor is used as a back-up code to support the application of the Relap5-3D© 
when modeling the containment. 

• The ‘ultimate’ code for calculating the Pressurized Thermal Shock (PTS) risk, 
deterministic analysis, is Ansys. 

• Dynetz is ‘intimately’ coupled with Relap5/3D©: however, the entire control, 
limitation and protection systems of Atucha II are modelled and interaction with the 
thermal-hydraulic code is foreseen at each time step. 

 

Table 2. List of Codes Used for BEPU Accident Analyses 

No Code Type Code Name 
1 System Thermal-Hydraulics Relap5/3D© (TH model) including DNBR and containment 
2 I&C Modelling Dynetz 
3 Computation Fluid Dynamics CFX 
4 Structural Mechanics Ansys 
5 Fuel (mechanics) Transuranus 
6 Nestle  
7 Helios 
8 MCNP 
9 Scale Package: Newt-Origen (Triton), burn-up oriented  

10 Scale Package: Keno, static 3D neutron physics 
11 NJOY 
12 

Neutron Physics (and supporting) 

Dragon 
13 MCNP-Origen for radioactivity source-term 
14 Relap5/3D © (Radiological model) 
15 Melcor-Maccs 
16 Arcon96 
17 

Radiological Consequences (and 
supporting) 

Rodos 
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Fig. 2. The Interaction among the Computer Codes used for BEPU Accident Analyses 

3.1. The Qualification 

A key issue for the BEPU is represented by the qualification. This shall be 
demonstrated for each of the categories of computational tools discussed above. It is out of 
the scope of the present paper to provide details adopted to show the achievement of a 
suitable level of qualification. However, an idea can be derived from the section below 
dealing with UMAE, i.e. Uncertainty Method based upon Accuracy Extrapolation (here used 
to demonstrate the qualification of the thermal-hydraulic nodalizations). 

3.2. The Uncertainty Method 

In principle, whenever a best estimate method is applied for licensing purposes, 
uncertainty quantification is needed. Therefore the UMAE-CIAU procedure, or even the 
CIAU having UMAE as ‘informatics engine’, is used in the present context [4].  
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The UMAE [5] is the prototype method for the consideration of “the propagation of 
code output errors” approach for uncertainty evaluation. The method focuses not on the 
evaluation of individual parameter uncertainties but on the propagation of errors from a 
suitable database calculating the final uncertainty by extrapolating the accuracy from relevant 
integral experiments to full scale NPP. 

Considering integral test facilities which are simulators of water cooled reactors and 
qualified computer codes based on advanced models, the method relies on code capability, 
qualified by application to facilities of increasing scale. Direct data extrapolation from small 
scale experiments to reactor scale is difficult due to the imperfect scaling criteria adopted in 
the design of each scaled down facility. The direct code application to different scaled 
facilities (i.e. without the availability of experimental data) and to the corresponding NPP can 
be biased or affected by systematic errors. So the only possible solution to ensure the best use 
of the code in predicting NPP behaviour is the extrapolation of accuracy (i.e. the difference 
between measured and calculated quantities). Experimental and calculated data in differently 
scaled (relevant) facilities are used to demonstrate that physical phenomena and code 
predictive capabilities of important phenomena do not change when increasing the 
dimensions of the facilities.  The flow-sheet of UMAE is given in Fig. 3. The following can 
be added: 

 
• The red line loop on the right of the diagram constitutes the way to qualify the code, 

the nodalization and the code-user in relation to the capability to model an assigned 
transient. 

• In case the conditions (thresholds of acceptability) in the rhomboidal block ‘g’ are 
fulfilled, the NPP nodalization can be built-up having in mind the experience gained 
in setting-up Integral Test Facility (ITF) nodalizations. 

• The NPP nodalization (left of the diagram) will undergo a series of qualification 
steps including the co-called ‘Kv-scaled’ calculation. 

• Additional acceptability thresholds must be met under the block ‘k’. In case of 
adequate fulfilment of criteria a qualified nodalization is available for NPP analyses 
(so called Analytical Simulation Model – ASM). 

• The FFTBM (Fast Fourier Transform Based Method) to quantify the accuracy, is 
used at the level of the block ‘g’ and, if requested, of the block ‘k’.   

• The results of the ASM may benefit of the extrapolation of the accuracy to 
characterize the uncertainty. 

All of the uncertainty evaluation methods, including UMAE are affected by two main 
limitations: 

• the resources needed for their application may be very demanding, ranging to up to 
several man-years; 

• the achieved results may be method/user dependent. 
The last item should be considered together with the code-user effect, widely studied in 

the past, and may threaten the usefulness or the practical applicability of the results achieved 
by an uncertainty method. Therefore, the Internal Assessment of Uncertainty (IAU) was 
requested as the follow-up of an international conference jointly organized by OECD and 
U.S. NRC and held in Annapolis in 199. The CIAU method, [5], has been developed with  the  
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Fig. 3. The Flow-Diagram of UMAE 

 
objective of eliminating/reducing the above limitations. The basic idea of the CIAU can be 
summarized in two parts, as per Fig. 4: 

• Consideration of plant status: each status is characterized by the value of six relevant 
quantities (i.e. a hypercube) and by the value of the time since the transient start. 

• Association of an ‘extrapolated error’ or uncertainty with each plant status. 
Six driving quantities are used to characterize any hypercube. In the case of a PWR the 

six quantities are: 1) the upper plenum pressure, 2) the primary loop mass inventory, 3) the 
steam generator pressure, 4) the cladding surface temperature at 2/3 of core active length, 
5) the core power, and 6) the steam generator down-comer collapsed liquid level. 

A hypercube and a time interval characterize a unique plant status to the aim of 
uncertainty evaluation. All plant statuses are characterized by a matrix of hypercubes and by a 
vector of time intervals. Let us define Y as a generic thermal-hydraulic code output plotted 
versus time. Each point of the curve is affected by a quantity uncertainty (Uq) and by a time 
uncertainty (Ut). Owing to the uncertainty, each point may take any value within the rectangle 
identified by the quantity and the time uncertainty. The value of uncertainty, corresponding to 
each edge of the rectangle, can be defined in probabilistic terms. This satisfies the 
requirement of a 95% probability level, e.g. acceptable by US NRC. 
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Fig. 4. Outline of the Basic Idea of the CIAU Method 

4. CONCLUSIONS 

An outline has been given of relevant features of the BEPU approach pursued for the 
Chapter 15 of the FSAR of Atucha II NPP. 

The execution of the overall analysis and the evaluation of results in relation to slightly 
less than one-hundred PIE revealed the wide safety margins available for the concerned NPP 
that was designed in the 80’s. Key issues for a BEPU-based Chapter 15 of any FSAR are: 

a) Proper selection of PIE.  
b) Simulation of I&C system response. 
c) Availability of proper computational tools. 
d) Qualification and quality assurance 
e) Last but not least: endorsement and acceptability by the Licensing Authority. 
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ABSTRACT 

During a hypothetic severe accident involving degradation of the core of a light water reactor the 
hydrogen could be generated and released into the containment atmosphere posing a deflagration or 
even explosion hazard. In case of deflagration, the integrity of the containment would be threatened 
by the increase of the containment atmosphere pressure and temperature. Other risks due to turbulent 
flames exist, caused by high pressure pulses, shock waves and etc. For the simulation of such 
processes a reliable numerical codes are needed. Hydrogen combustion processes have been largely 
studied in case of a homogeneous hydrogen distribution in the containment atmosphere, however still 
lacking research on the processes in a non-uniform mixture. Moreover, in the EURSAFE program, the 
flame acceleration and quenching have been identified as unresolved hydrogen combustion issues 
especially when the concentration gradients are involved. These topics were addressed in the ongoing 
project ISP49 (International Standard Problem 49). The main objective of the ISP49 was the 
demonstration of the actual capability of hydrogen combustion models and codes. This article presents 
numerical analysis performed for the ISP49 using lumped parameter code ASTEC of the non-uniform 
hydrogen and air mixture deflagration experiments. Brief experiment description, used nodalisation 
schemes of the test facilities and obtained numerical results are presented. 

Keywords: hydrogen deflagration, ISP49, ASTEC 

1. INTRODUCTION 

During a hypothetic severe accident in a light water nuclear reactor, hydrogen can be 
produced in case of reactor core degradation. Produced hydrogen then would be released into 
the reactor containment. Hydrogen accumulation in the containment atmosphere would raise a 
combustion hazard, because combustible mixture may ignite and cause deflagration flame 
propagation. Combustion process would generate loads (increase of the containment 
atmosphere pressure and temperature), which may threaten the integrity of the containment 
building and of internal structures and equipment. If flame becomes turbulent, it can cause 
high pressure pulses, shock waves, temperature peaks and large pressure gradients, damaging 
containment components, internal structures (e.g., piping) and equipment. 

Flame acceleration has been largely studied for a homogeneous hydrogen distribution 
and only very few data are available on the behaviour of the hydrogen/air flame in a non-
uniform mixture [1]. Topic of flame propagation in a presence of hydrogen concentration 
gradient was addressed in the International Standard Problem N°49 (ISP49). The main 
objective of the ISP49 is the demonstration of the actual capability of hydrogen combustion 
models and simulation codes [1], especially of the capability to simulate flame acceleration in 
the presence of hydrogen concentration gradients and steam, also flame propagation upwards 
in a containment-like environment. 
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Experiments performed in two test facilities – ENACCEF, operated by French National 
Centre for Scientific Research (CNRS) in the frame of collaboration with the French Institute 
for Radioprotection and Nuclear Safety (IRSN), France, and THAI, operated by Becker 
Technologies GmbH, under the sponsorship of the German Federal Ministry of Economics 
and Technology, Germany – were selected for the simulations (both open and blind) during 
the ISP49. 

In this article, open simulations of experiments performed in both facilities are 
presented. Brief facility and experiment descriptions, used nodalisation schemes and obtained 
numerical results are presented. 

2. EXPERIMENTS 

2.1. ENACCEF facility 

ENACCEF is a vertical test facility of 5 m high. It is made of stainless steel. Facility is 
composed of two parts (Fig. 1): 

The acceleration tube, of 3.2 m length with 154 mm internal diameter. The total volume 
of the acceleration tube is 62.1 l. Inside the acceleration tube it is possible to insert various 
repeated obstacles. The acceleration tube itself is composed of five cylindrical acceleration 
parts and a bottom-cap (Fig. 1). 

1. The dome, of 1.7 m length with 738 mm internal diameter. The total volume of the 
dome is 658 l. 

 

 
 

Fig. 1. Schematic view of the ENACCEF facility [1] 
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Five cylindrical acceleration parts (N°1–5) can be equipped with obstacles. In the 
simulated experiment nine annular obstacles were used (Fig. 2). Inner diameter of used 
obstacles was 0.093 m; distances between obstacles were 0.154 m. 
 

 
Fig. 2. Schematic view of obstacles used in the simulated experiment [1] 

 

Experiment was performed at ambient temperature (T=23°C) and at 1 bar (normal) 
pressure. There was a hydrogen gradient (Fig. 3) in the dry air formed inside the facility. 
 

 
Fig. 3. Initial hydrogen gradient in the ENACCEF facility [1] 

 

The experiment consisted of a local hydrogen ignition at the bottom of the facility (at 
0.138 m height) and flame propagation upwards. It is expected that flame would accelerate 
when encountering obstacles and decelerate after reaching the dome. 
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2.2. THAI facility 

Main component of the THAI facility (Fig. 4) is a cylindrical stainless steel vessel of 
9.2 m height with 3.156 m internal diameter [2]. A total volume of the facility is 60 m3. 
Vessel is insulated with 0.12 m width rockwool thermal insulation. 

 
Fig. 4. THAI facility configuration used in the experiment [2] 

Vessel bottom and top are formed with dished heads, both of which are penetrated in 
the vessel axis by cylinders with an internal diameter of 0.154 in the top and an internal 
diameter of 1.368 m in the bottom part. 

Simulated test consisted of the combustible mixture ignition with the bottom igniter and 
flame propagation in upward direction. Initial conditions in the facility were homogenous – 
1.485 bar pressure, 18 °C temperature and 7.98% hydrogen volume concentration. The aim of 
the experiment was to check the repeatability of test results. This test is suitable for 
simulations in the frame of ISP49, because experimental data mainly exists for horizontal 
flame propagation and small geometries, also current modelling of low-concentration 
hydrogen deflagrations is still inadequate [2]. 

3. SIMULATIONS 

Simulations were performed using integral ASTEC (Accident Source Term Evaluation 
Code) V2.0 code [Klaida! Nerastas nuorodos šaltinis.]. The aim of the code is to simulate 
an entire severe accident sequence from the initiating event through to release of radioactive 



             CYSENI 2010, May 27–28, Kaunas, Lithuania 
             ISSN 1822-7554, www.cyseni.com 
 

XI-599 
 

elements out of the containment. For the presented simulations only ASTEC thermal 
hydraulic module CPA was used with the additional newly-developed (testing) CPA-FRONT 
module for hydrogen combustion simulation. CPA uses a lumped-parameter approach, 
therefore simulated facilities have to be described with nodalisation schemes, in which each 
facility is divided into zero-dimensional zones (also called nodes or control volumes) 
connected by one-dimensional junctions for gas flows and flame propagation. 

In the CPA-FRONT model propagation of the flame front is described by the laminar 
flame front velocity [4] and the turbulence velocity (flamelet model by Peters [5]). 
Turbulence intensity is determined by an empirical equation containing the Reynolds number. 

3.1. Nodalisation schemes 

3.1.1. ENACCEF facility 

Nodalisation scheme of the ENACCEF facility consists of 31 layers with 41 zones. 
Acceleration tube is divided into 21 zones and dome into 20–10 in the middle and 10 ring 
shaped at side (Fig. 5). Zones in the acceleration tube and in the middle of the dome have the 
form of a vertical cylinder; their diameter is equal to the inner diameter of the acceleration 
tube. The height of the zones in the tube is 0.154 m, the same as between obstacles. The 
height of the zones in the dome is 0.15 m. The obstacles in the nodalisation are simulated as 
atmospheric junctions between zones, their areas reduced accordingly to the diameter of the 
obstacles. Heat losses to the environment are simulated through structures (walls of the 
facility), no radiation losses are simulated, since it is assumed that flame burns out quick 
enough for radiation losses to be negligible. 

 

 
Fig. 5. ENACCEF facility nodalisation used in the simulations 

 

3.1.2. THAI facility 

THAI facility nodalisation scheme consists of 18 layers with 33 zones (Fig. 6). There 
are two zones in the lower sump part of the facility and one in the upper part. Main volume of 
the facility is divided into middle zones and ring-shaped zones at side. Outer wall are 
simulated as structures for heat losses into the environment. 
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Fig. 6. THAI facility nodalisation used in the simulations 

3.2. Simulation results 

3.2.1. ENACCEF facility 

Qualitatively the course of hydrogen deflagration was predicted in the calculations. 
Pressure evolution obtained from the calculations is compared with the experimental results in 
the Fig. 7. However, the pressure rise obtained from the calculations is too flat compared with 
the experiment results. Obtained value of the maximum pressure is similar to the experimental 
one – pressure is overestimated (conservative result) by approximately 0.023 bar. Slower 
pressure rise obtained from the calculations can be attributed to the slower flame propagation 
in the facility. 

 
 

Fig. 7. Comparison of simulated and experimental pressure evolutions in the  
ENACCEF facility 
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Fig. 8 shows comparison between flame position evolution during the experiment and 
one obtained from the calculations. Qualitatively numerical results show the same rate of 
flame acceleration as in the experiment in the most part of the acceleration tube, except in its 
bottom part, causing a quantitative difference for the whole tube position. As it is expected, 
when flame comes out of acceleration tube and enters the dome, it decelerates. 

 
 

 
Fig. 8. Comparison of simulated and experimental flame position evolutions in the 

ENACCEF facility 
 
 

3.2.2. THAI facility 

Fig. 9 shows pressure evolution obtained from the calculations. Experimental results 
can not be presented, because by the request of experiment performers they can not be 
published (yet). In the THAI facility hydrogen deflagration and pressure rise are slower than 
in ENACCEF facility, because of different facilities geometry and initial conditions – THAI 
facility has bigger volume with no obstacles, and also initial concentration of hydrogen in 
THAI facility was lower. 

Fig. 10 present flame position evolution in the THAI facility. Flame position 
dependency on time has nearly linear form; therefore it is possible to conclude that the speed 
of flame is almost constant during the propagation. 
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Fig. 9. Simulated pressure evolution in the THAI facility 

 

 
Fig. 10. Simulated flame position evolution in the THAI facility 

 

4. CONCLUSIONS 

Simulations of hydrogen deflagration tests performed in the ENACCEF and THAI 
facilities were performed. 

1. Simulation of ENACCEF experiment qualitatively predicts the course of hydrogen 
deflagration. 

2. Quantitative differences between the ENACCEF experiment results and simulation 
results arise from the too slow initial flame propagation and too slow pressure rise. 

3. THAI experiment simulation results show flame propagating at constant speed. 
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ABSTRACT 

Light water reactors (LWRs) have become the preferred nuclear power generators in the World. It 
appears that the LWRs will dominate the nuclear power generation for the next 50 years in the 21st 
century. The present world of LWRs safety deals with a very small population of new reactors. New 
LWRs will be installed in increasing numbers but more importantly the immediate future of LWRs 
appears to be life extension and power up-rates of present LWRs. The most of present LWRs 
population are reactors which were designed and constructed 30-40 years ago. Some of these reactors 
has been granted life extension or have been up-rated in the power level. 

The issues concerned with the thermal hydraulics and neutronics of nuclear power plants still 
challenge the design safety and the operation of LWRs. Nevertheless during LWRs lifetime the 
knowledge-base about LWR severe accidents and LWRs safety in common improved significantly. So 
because of the sustained development in computer technology and improved the knowledge-base 
about LWR safety it is possible to perform nuclear reactor design by balancing safety and economics. 
It influenced the applying of LWRs core modifications to improve economical characteristics of 
reactor cores and to fulfill more strictly safety requirements. The last modifications in LWR cores are 
reviewed in this paper. 

Keywords: LWR cores modification, high enrichment fuel, fuel with burnable absorber, MOX fuel, 
hydride fuel, fuel design, core load pattern optimization. 

1. INTRODUCTION 

The LWRs are the preferred nuclear generators in the World because tend to be simpler 
and cheaper to build than other types of nuclear reactor. Many investments are being made for 
development of advanced technologies for LWRs too. So currently, it appears that the LWRs 
will dominate the nuclear power generation in the 21s century. Two types of LWRs are 
exploiting at this time – pressurized water reactor (PWR) and boiling water reactors (BWR). 
The first LWR was pressurized water reactor (PWR) installed in the first nuclear submarine 
(the USS Nautilus) in early 1950 s. First BWRs were developed by the General Electric with 
considerable private investment. The main business cycle in the development on LWRs took 
place in the 1970s and 1980s. Nowadays there are 359 LWRs in the operation in the world 
with general 328.4 GW(e) generating capacity [1]. 

Three Mile Island and the Chernobyl accidents changed the public opinion about 
nuclear energy and the look to NPPs safety. The economic, political and psychological effects 
were extremely large. Even today many countries have banned further construction of nuclear 
power plants. So the present world of LWR deals with a very small population of new 
reactors. The main part of nowadays LWRs reactor population is that of LWRs which were 
designed and constructed 30–40 years ago. Nowadays the renaissance of nuclear energy is 
noticeable. It is because of the knowledge-base about LWRs severe accident improved 
significantly since mentioned accidents. It is clear that LWRs will be the dominant source of 
nuclear power for the next 50 years because it appears that Generation IV NPPs application 
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for significant nuclear generation is in distant future. The development of technologies 
dedicated for advanced LWRs are noticeable nowadays for this reason. These activities are 
covering technology improvements for current plants and development of new designs. The 
advanced LWRs like ABWR, AP1000, ESBWR, European Pressurized Reactor and VVER 
are currently offered for new NPPs. 

27 new LWRs are under construction nowadays [1]. New LWRs will be installed in 
increasing numbers but more importantly the immediate future of LWRs appears to be life 
extensions and power up-rates. The life-extension trend is strongest in USA, where about half 
LWRs population has already been approved by the regulatory authorities for a life extension 
of 20 years (from 40 to 60 years life). It is expected that the remaining half will receive such 
approval. There are also moves underway to study the possibility of extending the life of 
Generation II plants from 60 to 80 years, i.e., to double the originally designed life for these 
plants [2]. 

Power up-rates have become a common practice for the power utilities owning LWRs 
to meet the increasing electricity demand under restrictions of constructing new nuclear 
power plants. Since September of 1977, more than 100 power up-rate applications have 
received approval of regulatory body in the United States alone [3]. Both PWRs and BWRs 
are being considering for power up-rates. LWRs power up-rates for PWRs are by ≤10% and 
for BWRs are by from 20% to 40%. The large power up-rates of the BWRs are significant 
because their owners have determined that the BWRs had such large safety margins 
incorporated in their design that even with such large increase in power levels their operation 
will be adequately safe. 

The issues concerned with the thermal hydraulics and neutronics of nuclear power 
plants still challenge the design safety and the operation of LWRs. The lack of full 
understanding of complex mechanisms related to these issues caused the use of conservative 
safety limits. During LWRs lifetime the knowledge-base about LWR severe accidents and 
LWRs safety in common improved significantly. Thus, because of the sustained development 
in computer technology and improved knowledge-base about LWR safety it is possible to 
perform nuclear reactor design by balancing safety and economics. 

LWRs core modifications are caused because safety requirements, life-extension or 
power up-rates issues. First modifications of LWRs were related to the upgrading of the 
reactor cores safety because improved the knowledge-base about LWR safety and new more 
strictly safety requirements appeared. The most infamous severe accidents (Three Mile Island 
and Chernobyl) are related with LWRs. After accidents many reactor core modifications were 
performed to fix defects of reactor cores designs and to fulfill more strictly safety 
requirements [2, 4–6]. Present world of LWR core modifications are caused because 
economical issues like reactors life extension and power up-rate. 

The purpose of this paper is to present last LWRs core modifications like use of higher 
enrichment fuel, burnable absorbers, mixed oxide fuel (MOX), hydride fuel and the new 
design of nuclear fuel, which have significant influence on reactor economical and safety 
characteristics. Therefore these modifications are affecting reactor core neutronics 
characteristics and safety parameters. Examples of modifications affects on reactor neutronics 
are presented in this paper too. Some of these modifications are increasing reactor economical 
characteristics by keeping in the same level or increasing safety parameters. Thus, LWRs core 
modifications are suitable measures to increase reactor economical characteristics by 
balancing between reactor safety and economical characteristics. 
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2. HIGHER ENRICHMENT FUEL AND BURNABLE ABSORBER 

Fuel management is one of the key topics in nuclear engineering. Reducing energy 
production cost without violating the safety requirements is very important in any means of 
energy production. In nuclear power generation it is possible to reduce the energy production 
cost by increasing the fuel burnup. Longer fuel cycles are possible with extended burnup. In 
order to reduce the number of spent fuel assemblies of LWRs, introduce of high burnup fuels 
with higher uranium enrichment occurs. In this case the fuel assemblies loaded at the 
beginning of a reactor cycle have some amount of excess reactivity. However, in order not to 
make the reactor supercritical, the amount of excess reactivity must be controlled. The 
enrichment of the LWRs fuel is commonly limited to 5 wt% for this reason (e.g., maximum 
U235 enrichment in LWR fuels is 4.95%) [7]. Various efforts to overcome the 5 wt% 
enrichment limit have been undergoing [8], but it would be require considerable cost that 
could offset economic benefit of high burn-up fuels. 

The amount of excess reactivity must be controlled. The primary control methods are 
moveable control absorbers, chemical shim, soluble neutron poison in the primary coolant and 
burnable neutron poisons. Burnable poisons have several design advantages in comparison 
with other control means of reactivity excess. First of all, burnable absorbers reduce the 
required number of control rods. Thus, parasitical neutron loss can be reduced by this mean. 
Second, they do not results rapid local power density changes. Finally, their placement can be 
usually being coordinated with fuel assembly arrangement to avoid undesirable power 
peaking following burnable poison depletion. Therefore if burnable poison is chosen and in 
core fuel strategies managed correctly, the depletion of burnable poison compensates the 
reactivity loss due to fuel depletion and fission product build-up. Nuclear fuel with composite 
burnable absorber can be used because the purpose to control the moderator temperature 
coefficient too [9, 10]. 

The use of burnable absorbers in nuclear fuel management has acquired much importance 
during the last decades. Several materials for burnable absorbers and their implementation to the 
reactor core have been explored to achieve the desired objectives. The materials like erbia 
(Er2O3), gadolinia (Gd2O3), boron carbide (B4C), zirconium diboride (ZrB2) and so on were used 
for burnable poison [7, 8, 10, 11]. The use of burnable absorber in the reactor core is possible few 
ways too. Burnable absorber can be added in the moderator, inserted in the fuel road like integral 
burnable absorber (IBA) or integral with fuel (integral fuel burnable absorber – IFBA) [8, 11, 12]. 
The fuel can be coated in the burnable absorber material too [9]. 

 
 

 

Fig. 1. Change of reactivity with burnup in a PWR assembly [9] 
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The variation of reactivity with burnup for different assembly configurations in a PWR 
and a BWR is presented in Figs. 1 and 2, respectively. Calculations were performed for both a 
PWR assembly with 18 x 18 square array containing 12 fuel rods bearing Gd2O3 and a BWR 
assembly with 8 x 8 array containing 4 fuel roads with Gd2O3. Used fuel is 3% enrichment 
U235. It was calculated 4 different assembly configurations: fuel roads with uranium fuel 
contained 5% and 10% gadolinia, fuel rods with boron nitrate and boron (BN-B) coated 
uranium and fuel rods with urania-gadolinia fuel coated by boron nitrate and boron. 
 

 
 
 
 
 
 
 

Fig. 2. Change of reactivity with burnup in a BWR assembly [9] 

In order to increase the fuel cycle length, the fuel assemblies loaded at the beginning of 
a reactor cycle have some amount of excess reactivity. This amount of excess reactivity is 
needed to compensate the fuel depletion, the buildup of fission product poisons and loss of 
reactivity due to changes in temperature of fuel, moderator and other core constituents. The 
reactivity decreases due to fuel burnup, fission product buildup and temperature feedback 
effects. The assembly becomes subcritical beyond the burnup values of 21 000 MWD/MT 
PWR and 23 000 MWD/MT in BWR. 

The difference between the curve of standard assemblies and any one of the curves of 
the assemblies with burnable absorber shows the reactivity insertion during the reactor 
operation due to depletion of burnable poison. It means that this amount of excess reactivity 
can be inserted at the beginning of the cycle, so the length of the cycle is increased. It is 
because the depletion of burnable absorbers that gives the variation of the curve is dictated 
mainly by the depletion of fuel. As the burnup increases, the reactivity decrease in the 
standard fuel assemblies will be compensated by the positive reactivity addition of IFBA 
assemblies because of the higher burnup rate of burnable absorber compared to the isotopes. 

3. MIXED OXIDE FUEL (MOX) 

The most widely used fuel in nuclear reactors today is low-enriched uranium dioxide 
(UO2). After irradiation, UO2 assemblies are removed from reactors core and placed in spent-
fuel pools for storage. So the number of UO2 spent-fuel assemblies and the amount of other 
radioactive waste increasing over time. The spent nuclear fuel has some plutonium, which is 
produced at some level in all reactors (i.e., both defence and commercial). Many countries 
(France, Great Britain, Russia, Germany, etc.) choose to separate plutonium from spent fuel 
and burn it again in reactors. The use of uranium-plutonium mixed oxide fuel in LWRs is a 
current practice nowadays. Nowadays generally 1/3 of reactor core is loaded with MOX fuel 
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assemblies and the other 2/3 with UO2 assemblies. It is due the meet of safety margins for 
partial cores of MOX fuel with the rest being pure UO2 fuel. 

Nevertheless the plutonium utilization could be more effective if the reactor core could 
be loaded with higher fraction or even only MOX fuel. The European Utility Requirements 
(EUR) document states that the next generation European Passive Plant (EPP) reactor core 
design shall be optimized for UO2 fuel assemblies, with provisions made to allow for up to 
50% mixed-oxide (MOX) fuel assemblies [12]. There are studies of 100% MOX fuel load in 
the reactor core [13, 14] too. So spent-fuel reprocessing and utilization in LWRs reactors is 
becoming the serious mean to decrease radioactive waste and for fuel management. 
The use of MOX fuel is changing reactor core neutronics characteristics because plutonium 
hardens the neutron spectrum, leading to a shorter lifetime and a lower delayed neutron 
fraction, which could allow the reactor to go prompt critical faster. MOX has larger fission 
cross-section than UO2 fuel so hot spots and power peaking concerns exist too [14]. Therefore 
some neutronics safety concerns existing that are related to MOX fuel use in the reactor core. 
First of all, control materials like control rods or soluble boron becomes less efficient [14, 15]. 
Second, large negative Doppler and moderate temperature coefficients occur, that is requiring 
additional shutdown capacity [15, 16]. Finally, the moderator void coefficient can become 
positive at plutonium content > ~ 10–15 wt% in heavy metal [17]. Other concerns in the use 
of MOX fuel include the fact that the thermal conductivity of MOX fuel is lower than that for 
UO2 fuel (by ~10%), leading to a higher operating temperature of the fuel [15]. This higher 
temperature is important in analyzing accident scenarios.  
 

        

 

   

Fig. 5. Critical soluble boron concentration  
for the equilibrium UO2 and MOX IRIS 

cores 
 

 
 

Fig. 3. K-inf vs burnup if IFBA fuel in UO2 
and MOX 

Fig. 4. Rod worth in MOX for IRIS and 
standard PWR fuel lattice 

Fig. 6. Doppler power coefficient for the 
equilibrium UO2 and MOX IRIS cores 
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So sustainable use of MOX fuel can be achieved only by involvement of some 
design/materials changes in the reactor cores. Some neutronics characteristics comparisons in 
cases of full MOX and UO2 fuel loads in IRIS core are presented in Figs. 3–6 [14]. These 
figures show that by enhance of moderator-to-fuel ratio and increase of the fissile content in 
fuel for the IRIS core with MOX fuel it is possible to met safety margins. 

The smoother depletion of IFBA in the MOX fuel can be noticed in Fig. 4, which 
compares K-inf vs. burnup of respectively MOX and UO2 fuel assemblies with relatively high 
IFBA content. It is due to the lower worth of fuel burnable absorber in the MOX fuel. MOX 
deplete is at lower rate than in UO2 for this reason. Fig. 5 shows the control rod worth of a 
MOX fuel assembly for IRIS and standard PWR fuel lattice with either B4C or Ag-In-CD 
rodlets. The MOX fuel reduces control rods worth in usually case, but control rods worth was 
increased due benefit of enhanced moderation in this case. So safety margin were met and the 
reactor power control were improved in comparison with standard PWR fuel lattice. Fig. 5 
shows that critical soluble boron concentration is below 1000 pm or most of the cycle for both 
the UO2 and the MOX core. This rather low level of soluble boron, especially when 
considering the long cycle of operation combined with the full MOX core. Besides the low 
soluble concentration results a lower values of reactivity coefficients, and in particular of the 
moderator temperature coefficient. The Doppler power coefficient, DPC, for the UO2 and 
MOX cores is shown in Fig. 12. Two burnups representative of core depletion are chosen for 
the comparison, i.e., BOC (begin of cycle) and EOC (end of cycle) with equilibrium xenon. 
The DPC is negative throughout the entire power range in both core designs, again benefiting 
safety and reactor control. 

Table 1. Operating temperatures of PWR fuel rods or oxide fuel [18]. 

4. HYDRIDE FUEL 

The history of uranium-zirconium hydride as a fuel or zirconium hydride as a moderator 
for nuclear reactors goes nearly as far back as that oxide fuels. This fuel/moderator occupies a 
niche in reactor technologies with a number of proposed designs and fewer actual units. 
Among the former are the hydride-moderated boiling water superheat reactor investigated by 
the National Aeronautics Administration as early as 1960 [17]. 

A principal difference between oxide and hydride fuels is the high thermal conductivity 
of the second. This feature greatly decreases the temperature drop over the fuel during 
operation, thereby reducing the release of fission gases to the fraction due only to recoil. 
However, very unusual early swelling due to void formation around the uranium particles has 
been observed in hydride fuels. The avoidance of this source of swelling limits the maximum 
fuel temperatures to ~ 650 0C (the design limit recommended by the fuel developer is 750 0C). 
A liquid metal is suggested to bond the fuel-cladding gab to satisfy this temperature limitation 
[18]. It is due the former has a thermal conductivity ~ 100 times larger than a second. The 
liquid-metal bond permits operation of the fuel at current LWR linear-heat-generation rates 
without exceeding any design constraint. 

Estimated temperatures are shown in Table 1 for three PWR fuel elements: two hydride 
fuels, one with helium in the fuel-cladding gap and the other with a liquid-metal bond. For 

Temperature, 0C U0,31ZrH1,6 (He) U0,31ZrH1,6 (LM) UO2 (He) 
Fuel centerline 680 555 1450 

ΔTfuel 170 170 665 
ΔTgap 125 - 125 
ΔTclad 46 46 46 
Tfluid 39 39 39 
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comparison, the comparable temperatures in a conventional oxide-fuelled system are also 
given [18]. This table illustrates some of the favorable features of hydride fuel in comparison 
with oxide fuel. The first is much lower temperatures. This is due to the large thermal 
conductivity of the hydride fuel. However, the important consideration is not the temperature 
itself, but it is how the lower temperature affects the fuel. UO2 fuel is hot enough for release 
of fission gases by diffusion then fission release in hydride fuel occurs only due to recoil 
mechanism. 4 times lower temperature in hydride fuel in comparison with oxide fuel means 
that thermal stresses in fuel pellet are low enough to avoid pellet cracking entirely. 

Due to the boiling of their coolant, the cores of BWRs are undermoderated, primarily at 
their upper part. The oxide fuelled BWRs is also characterized as by a large degree of 
heterogeneity across the fuel assembly due to it compound for more than 10 different fuel 
rods. So moderator has large the non-uniform distribution across the assembly. This 
undermoderation and heterogeneity penalize the performance of BWRs in a number of ways 
that effect their economics and safety [19]. 

The use of hydride fuels instead water rods and, possibly, oxide fuels in fuel assembly 
regions which could benefit form additional moderation was proposed to alleviate this 
undermoderation in BWRs [19]. One of unique features of this newly proposed approach is 
that it enables to practically eliminate all the undermoderation in the BWRs without having to 
reduce the total length of the fuel rods in the core. The other is that it enables a more uniform 
distribution of the moderator across the fuel assembly. So the energy extracted per fuel 
assembly and the cycle length increase. So hydride fuel implementation in BWRs has both 
economical and safety benefits [19, 20]. 

5. FUEL DESIGN 

While LWRs will continue to be the backbone of the global nuclear in this century, 
significant development effort is being applied to Generation IV reactors cooled by sodium 
and gas. The competition with other generating sources will motivate major efforts to reduce 
the cost of electricity from these reactors while maintaining or enhancing their safety. The 
main mean to reduce fuel cycle cost is the need to increase core power density. The 
development of the inverted fuel concept is aimed to increase this parameter. The term 
“inverted” refers to the inversion of the fuel and coolant placement from the traditional fuel 
pin array, e. g. fuel in cylindrical cladding rods surrounded by the continuous coolant region. 
The inverted fuel geometry and its variety of fuel materials are not only approach to develop 
advanced fuel designs. There are other promising approaches like annular fuel with both 
internal and external cooling, cross-shaped fuel and so on [21–23]. 
 
 
 

 
Fig. 7. Comparison of interior unit cells for the pin (left) and inverted (right) designs [21] 

 
In the inverted fuel array, as illustrated in Fig. 7, the continuous region is the fuel, not 

the coolant as in the standard pin design. In both configurations the fuel region can consists of 
various fuel forms – a solid solution (UO2, U-Zr-hydride) or fuel dispersed in a continuous 
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matrix materials (metals, ceramics). Inverted fuel designs offers the advantages of shorter fuel 
thermal path length, reduced pressure drop, elimination of fuel pin fretting and smaller 
coolant void fraction compared to other fuel pin geometry under comparable assembly power 
rating [21]. The main goal of this design is to improve the economics of PWRs by achieving 
higher power density than in the standard UO2 pin assembly core. 
 
 
 

Fig. 8. Comparison of pin and inverted array geometric characteristics [21] 

 
A central parameter in core design is the fuel-to-coolant volume ratio. Fig. 8 illustrates 

this parameter as a function of the pitch-to-diameter ratio, P/D. For the pin geometry the 
diameter is that of the fuel rod outer cladding surface while for the inverted geometry it is the 
coolant channel inner diameter. For LWRs an increase of coolant fraction is needed to provide 
the additional sufficient core cooling. But the coolant fraction increase is limited by the 
existence of an upper bound which arises from the need to keep the moderator temperature 
coefficient negative. 

 
 
 

Fig. 9. Comparison of interior unit cells for the pin and for the annular designs [22] 

Inverted fuel design is applied for LWRs with hydride fuel (U-ZrH1.6-ThH2). Some 
studies showed that 50% increases in a power density for UO2 fuelled PWRs can be achieved 
with internally and externally cooled annular fuel while keeping the same safety margins. So 
new fuel design can be reasonable applied for improve of LWRs economical parameters and 
up-rates in power level. 

6. SUMMARY 

Last LWRs core modifications like uses of higher enrichment fuel, burnable absorbers, 
mixed oxide fuel (MOX), hydride fuel and the new design of nuclear fuel are presented in this 
paper. Some of these modifications are increasing reactor economical characteristics by 
increasing power density in fuel. Safety characteristics in the same can be kept in the same 
level or increased in case of application of these modifications for reactor cores. Other 
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modifications are improving safety characteristics of reactor core, thus these modifications 
can be used for reactor core life extensions in case of need to fulfill more strictly safety 
requirements. 
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ABSTRACT 

Preparation for decommissioning of the Ignalina Nuclear Power Plant involves multiple problems. 
One of them is personnel radiation safety during performance of dismantling works. In order to assess 
the optimal personnel radiation safety, modelling is performed by means of computer programs 
“VISIPLAN 3D ALARA Planning tool“ which is developed by SCK CEN (Belgium). This program 
allows assessing gamma radiation exposure from various sources, shielding geometry (structure), and 
shielding materials. The program is used for designing of gamma radiation shielding, assessing of 
actual and planned accumulative effective doses to personnel when carrying out operation, 
maintenance, and dismantling activities. 

Modelling of radiation dose during dismantling of the maintenance reservoir of RBMK-1500 reactor 
main circulation circuit system has been performed in this work. Also, accumulated effective doses to 
the operators performing dismantling works have been optimized applying (ALARA) principle, 

Keywords: RBMK-1500 reactor, maintenance reservoir, dismantling, modelling of doses, 
optimisation 

1. INTRODUCTION 

The only one nuclear power plant is in Lithuania, i.e. Ignalina Nuclear Power Plant 
(INPP) is situated in the Northeastern part of Lithuania close to the borders with Latvia and 
Belarus and on the shore of Lake Druksiai. The power plant was operating two RBMK-type 
water cooled graphite-moderated pressure-tube reactors of a design capacity of 1500 MW(e) 
each. Reactors were commissioned (first grid connection) in 1983 and 1987, respectively. 

In accordance with the National Energy Strategy [1] adopted by the Lithuanian 
Parliament, the first unit of INPP was shut down on December 31, 2004. The shutdown of the 
second unit was performed at the end of 2009. An immediate dismantling concept for the 
decommissioning of the first power unit of INPP was aproved by the Lithuanian 
Government‘s resolution “On State Enterprise Ignalina NPP First Unit Decommissioning 
Concept” [2]. After the shutdown of the first unit of INPP, the maintenance reservoir of the 
Main Circulation Circuit System (MCCS), located in Building V1, became redundant. It was 
no longer applicable for safety or operational purposes and could be progressively dismantled. 

The contamination of internal surfaces of maintenance reservoir was detected, because 
it had been in contact with the reactor core cooling water [3]. 

Building V1 is the third place where dismantling is planned at Ignalina NPP. Therefore 
modelling information presented in this paper is quite unique and essential as it addresses 
future challenges. 
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Only one part of the Building V1 equipment has been analysed and the investigation 
results of the maintenance reservoir of Main Circulation Circuit System installed in Room 
503 has are presented in this paper. 

2. DESCRIPTION OF THE INSTALLED EQUIPMENT 

A maintenance reservoir with outside diameter – 1.575 m, height – 4 m and wall 
thickness – 0.008 m in Room 503 has been investigated (see Fig. 1). The material of the 
reservoir is stainless steel; the mass of maintenance reservoir is about 3.7 tons. 

 

 
Fig. 1. Photo of the maintenance reservoir in Room 503 of the Building V1 

 

According to radiological measurements performed by INPP staff in 2007 the internal 
surface of maintenance reservoir was contaminated with radioactive corrosion products and 
deposits. Three different points on the internal reservoir’s surface were chosen for the 
performance of contamination measurements. The internal contamination of wall was defined 
combining gamma spectrometry measurements from the outside of the reservoir and 
calculating contamination by using soft ware. Contamination at other selected points (at the 
top and at the bottom of reservoir) was examined by taking wipe samples and using gamma 
spectrometer. Maintenance reservoir‘s contamination levels that were used for modelling 
purposes are presented in the Table 1.  

Table 1. Contamination level of internal surfaces of maintenance reservoir [3] 
Internal surface contamination, Bq/cm2 Nuclide Top Wall Bottom 

Co-60 16.80 192.35 972.00 
Cs-137 96.00 38.01 11.10 
Mn-54 0.11 9.12 95.00 
Cs-134 5.21 3.04 2.12 
Nb-94 0.08 1.55 6.70 
Total 118.20 244.07 1086.92 
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Measured gamma background level was 2.0E-03 mSv/h. 
The maintenance reservoir consists of a welded vertical cylinder with two circle 

bottoms. Metal floor for maintanance of the reservoir is located at 3 m distance from the 
bottom of the reservoir. So the scaffolding for a dismantling of the lower part of the reservoir 
below 3 m will be used. 

The maintenance reservoir will be dismantled using plasma cutting equipment and 
lifting device. The dismantling of the maintenance reservoir will be performed downwards 
from the top. For beter handling the maintenance reservoir will be cut into metal pieces up to 
1 m2 (the mass of one piece will be about 50–60 kg). 

3. METHODOLOGY OF MODELLING 

As the maintenance reservoir is contaminated, it is necessary to register personnel doses 
during dismantling and apply ALARA principles for personnel collective doses.  

In the first step a computer model of maintenance reservoir was prepared. Six 
geometery models have been prepared for each dismantling phase in total. The first model 
was generated for the case of dismantling of the top circle. The next four models were 
prepared for reservoir when a wall height was reduced to 4 m (full), 3 m, 2 m, 1.3 m. And the 
last model was prepared for the dismantling of the reservoir‘s bottom.  

According to performed measurements the contamination of reservoir was internal. So, 
a radioactive source for reservoir‘s body was modeled as having cylindrical shape. Other two 
sources for the top and bottom of the reservoir were modeled as circles. It was assumed that 
all sources are homogeneous. The radionuclide content of these sources is presented in Table 
1. In each model the source area was different and was dependent on the geometry of the 
reservoir. 

It was assumed that only the maintenance reservoir is responsible for dose effects to the 
workers. Other possible radioactive sources present in the room were not taken into account. 

Operator’s locations in each model are summarised in the Table 2.  

Table 2. Operator positions in each model 

Operator’s locations No. of 
model Description 

Height Width 
1. Dismantling the top 

of reservoir 
Between 0.6 m (operator squats down) 
and 1.2 m (operator stands). Operator is 
on the top surface of reservoir. 

Range of width of 
reservoir (3.15 m) 

2. Dismantling the wall 
from 4 up to 3 m 
height of reservoir 

Between 0.6 m (operator squats down) 
and 1.2 m (operator stands). Operator is 
on the metal floor. 

3. Dismantling the wall 
from 3 up to 2 m 
height of reservoir 

4. Dismantling the wall 
from 1.3 up to 2 m 
height of reservoir 

Between 0.6 m (operator squats down) 
and 1.2 m (operator stands). Operator is 
on the scaffolding at level 1.3 m.  

5. Dismantling the wall 
from bottom up to 1.3 
m height of reservoir 

Between 0.6 m (operator squats down) 
and 1.2 m (operator stands). Operator is 
on the floor. 

Range between 0.2 m 
and 0.6 m from 
reservoir wall surface 

6. Dismantling the 
bottom of reservoir 

Between 0.6 m (operator squats down) 
and 1.2 m (operator stands). Operator is 
on the floor and on the reservoir botom. 

Range of width of 
reservoir (3.15 m) and 
floor 0.5 m. 
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Based on the descriptions given in the Table 2, the grids for dose mapping were 
selected. In model No. 1 the grid 10x20 is selected, in models No 2–5 the grids 5x10 and in 
model No. 6 the grid 10x30 is selected. 

The schematic views for dose mapping grids in dismantling models are presented in 
Fig. 2. 

 

Fig. 2. The dose maps (lined areas) used for calculation in each dismantling model 

3.1. The computer program 

A computer program “VISIPLAN 3D ALARA Planning Tool” [4] was used for gamma 
dose rate modelling in this paper. This program is intended for estimation of gamma radiation 
dose rates in simple and complex 3D geometries. In this program the calculation of dose rate 
for radiation sources is based on “point kernel” method. Each small source is called a kernel 
and the process of integration, where the contribution to the dose of each point is added up, is 
called “point kernel” integration. 

Before calculation with the VISIPLAN, the validation was made based on comparison 
of the VISIPLAN results with the results from reference calculation from ANSI/ANS 6.6.1 
[5] from ESIS [6]. 

The photon fluence rate φ  (cm-2×s-1) at a dose point near a volume source, can be 
determined by considering the volume source as consisting of a number of point sources. By 
adding the contribution of every point source to the dose at the dose point we find the photon 
fluence rate at the dose point from the entire source. 

 ∫ ⋅⋅
⋅⋅

=
−

V

b

dVeBS
24 ρπ

φ , (1) 

where, S  is a source strength representing the number of photons emitted by the source per 
unit time and volume [n×s-1×cm-3], B  - built-up factor (values tabulated according [7]), b  
represents the mean free paths (the attenuation effectiveness of a shield), ρ  is density of 
material. 

Based on the photon fluence rate at a point, the program can calculate the effective dose 
rate D , which depending on the dose conversion factors ih . The effective dose rate D  is 
calculated as: 
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 ∑ ⋅=
i

iihD φ , (2) 

where ih  is the dose conversion coefficient [8] for photons of energy iE , iφ  – the photon 
fluence rate of energy iE . The dose conversion coefficient represents different exposure 
geometries of the person (anterior, dorsal, isotropic, rotation, lateral). The dose conversion 
coefficients are adapted to calculate dose rate for the standing person at the height of 1.2 m 
above the floor, because the most sensitive organs are located at this height. 

The main input data for “VISIPLAN 3D ALARA Planning tool” are: the geometry of 
an analyzed system, composition and density of materials, parameters of the radiation sources 
and coordinates of the points where the dose rate is going to be determined. 

 

4. RESULTS OF MODELLING 

The 3D model of reservoir before dismantling is presented in Fig. 3. 

Ø 3150
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Fig. 3. 3D model of reservoir 

 
A dose map obtained during dismantling of the reservoir‘s top (model No 1) is 

presented in Fig. 4, dose maps obtained dismantling the wall of reservoir (models No 2–5) are 
presented in Fig. 5 and dose map obtained during dismantling of the reservoir‘s bottom 
(model No. 6) is presented in Fig. 6.  
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Fig. 4. The dose map obtained during dismantling of the reservoir’s top (model No 1) 

 

 
 

Fig. 5. The dose maps obtained during dismantling of the reservoir wall (models No 2–5) 

 

 
 

Fig. 6. The dose map obtained during dismantling of the reservoir’s bottom (model No 6) 
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The results of dose rate calculations in each model are summarised and presented in 
Table 3. 

Table 3. The dose rate results in models 
Dose rate, mSv/h No. of model Minimum Maximum Average 

1. 2.0E-04 6.5E-03 3.9E-04 
2. 2.6E-03 5.9E-03 3.8E-03 
3. 4.4E-03 7.9E-03 6.0E-03 
4. 3.5E-03 7.6E-03 4.8E-03 
5. 5.0E-03 1.1E-02 7.4E-03 
6. 3.8E-03 1.7E-02 8.9E-03 

 
The dose rates are in the range from 2.0E-04 mSv/h (at the top of the reservoir) to  

1.7E-02 mSv/h (at the bottom of reservoir) and average dose rates are in range from 3.9E-
04 mSv/h (in the model No.1) to 8.9E-03 mSv/h (in the model No.6). Calculated dose rates 
are higher up to 8.5 times as compared with to gamma background level in the Room (2.0E-
03 mSv/h) and up to 85 times as compared to the natural background level (about 2.0E-
04 mSv/h).  

5. OPTIMISATION 

Comparison of the dose rates evaluated using different models, has shown, that the 
highest dose rates are obtained during dismantling of the reservoir;s bottom (model No 6). So, 
it is necessary to find out how reduce the dose rate for the worker in this case. Three primary 
means of reducing radiation exposures exist [9]. They are: 

Time. Shortening of the time during which radioactive materials are handled. Since the 
amount of exposure occurs as a function of duration of exposure, less time means less 
exposure. This is impossible to realize, because the dismantling time normally depends on 
equipment speed or rate, but not on operator. 

Distance. Increasing of the distance between operator and radioactive materials. Dose is 
inversely proportional to the distance, therefore, greater distance means less dose. This is 
possible, if the operator works near the edge of the reservoir’s bottom, but not on the bottom 
(radioactive source).  

Shielding. Using of shielding wherever it is necessary to reduce exposure. By placing an 
appropriate shield between the radioactive source and the worker, radiation is attenuated and 
exposure may be reduced to an acceptable level. It is possible to place metal slab for shielding 
in front of the operator.  

The dose rate map for operator working on the edge of the reservoir bottom is presented 
in the Fig. 7a and for the operator working on the reservoir’s bottom is presented in the 
Fig. 7c. Results obtained using model No.6 were used for the dose optimization upon 
“distance” criteria.   

In case of dose optimization using shielding, the additional lead slab 
(0.01×1000×1000 mm) placed at distance of 1 m from edge of the reservoir’s bottom was 
included into model No 6. The dose rate map for operator working on the edge of the 
reservoir’s bottom using shielding is presented in the Fig. 7b and for operator working on the 
reservoir’s bottom using shielding is presented in the Fig. 7d.  

The results of dose rate calculations using these models are summarised in the Table 4. 
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Fig. 7. The dose maps for operator: operator is on the edge of reservoir’s bottom without 
shielding (a) and using lead slab for shielding (b); operator is on reservoir’s bottom without 

shielding (c) and using lead slab for shielding (d) 

 

Table 4. The dose rates in models without shielding and using lead slab for shielding 
Dose rate, mSv/h Optimizat

ion model 
Operator 
position Shielding Minimum Maximum Average 

a No 3.8E-03 9.4E-03 5.8E-03 
b 

Operator on 
the edge of 
reservoir 
bottom 

Lead slab 3.7E-03 9.1E-03 5.5E-03 

c No 5.3E-03 1.4E-02 8.4E-03 
d 

Operator on 
the reservoir 
bottom 

Lead slab 4.9E-03 1.3E-02 7.9E-03 

 
The lowest average dose rate was estimated for the model b (operator is on the edge of 

reservoir’s bottom and uses a lead slab for shielding). This dose rate was decreased by 35 % 
as compared to the highest average dose rate value in the model c (operator is on the reservoir 
bottom without shielding). 

When the operator stands on the edge of reservoir’s bottom the benefit of using lead slab 
is only 5 %. So, taking into account the difficulties of handling the lead slab, the cost of it and 
a level of the exposure reduction, the benefit of usage the lead slab is insignificant. 
Comparison of doses rates during dismantling when operator stands on the edge of reservoir’s 
bottom (model a) and on the reservoir bottom (model c), has shown that the doses rates are 
reduced approximately by 30 %.  

After analysis of optimisation measures it is possible to conclude that working on the 
reservoir bottom is not the recommended position for operator. The optimum position of 
operator is when he stands on the edge of reservoir’s bottom.  
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6. ACCUMULATED EFFECTIVE DOSE TO OPERATOR 

After performing the modelling and optimisation of operator position during dismantling 
the reservoir bottom, the accumulated effective dose to operator was analysed. 

It was assumed that accounting preparation works, cutting operations and removing of 
dismantled parts, the dismantling rate of reservoir is 15 min/m2. The surface area of reservoir 
is about 55 m2, so dismantling procedure will take about 14 working hours. 

The comparison of dismantling strategies without optimisation (dose rates are presented 
in the Table 3) and with optimisation of dismantling the reservoir bottom (model a) is 
presented in Table 5. 

Table 5. The comparison of individual effective doses 
Individual effective dose, mSv Dismantling Minimum Maximum Average 

Without optimization 4.70E-02 1.28E-01 7.40E-02 
With optimization 4.70E-02 1.13E-01 6.80E-02 
Benefit, % 0 12 8 

 
The difference between calculated individual doses obtained during the dismantling of 

the reservoir when two strategies were applied is 1.5E-02 mSv. It is possible to reduce 
maximal individual dose to operator by 12 %, if the dismantling strategy with optimisation is 
selected.  

7. CONCLUSIONS 

Modeling with program “VISIPLAN 3D ALARA Planning tool” and analysis of the 
results according two dismantling strategies (without optimisation and with optimization) has 
shown, that: 

1. The dose rates during dismantling of the reservoir are in the range from 2.0E-04 to 
1.7E-02 mSv/h. 

2. After dismantling of reservoir over 14 working hours the average individual dose to 
operator is 7.4E-02 mSv, when dismantling is performed without implementation of 
optimisation measures and 6.8E-02 mSv, when dismantling is performed 
implementing optimisation.   

3. It is possible to reduce maximal individual dose to operator by 12%, if the 
dismantling strategy with optimisation is selected. 
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